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Abstract

Warning: This work deals with statements of a stereotypical nature that may be upsetting.

Bias research in NLP is a rapidly growing and developing field. Similar to CrowS-Pairs (Nangia et al., 2020), we assess gender bias in masked-language models (MLMs) by studying pairs of sentences that are identical except that the individuals referred to have different gender. Most bias research focuses on and often is specific to English. Using a novel methodology for creating sentence pairs that is applicable across languages, we create, based on CrowS-Pairs, a multilingual dataset for English, Finnish, German, Indonesian and Thai. Additionally, we propose $S_{JSD}$, a new bias measure based on Jensen–Shannon divergence, which we argue retains more information from the model output probabilities than other previously proposed bias measures for MLMs. Using multilingual MLMs, we find that $S_{JSD}$ diagnoses the same systemic biased behavior for non-English that previous studies have found for monolingual English pre-trained MLMs. $S_{JSD}$ outperforms the CrowS-Pairs measure, which struggles to find such biases for smaller non-English datasets.

1 Introduction

Pretrained language models (PLMs) have greatly benefited NLP (Raffel et al., 2020; Peters et al., 2018; Devlin et al., 2019; Zhuang et al., 2021). However, commonly used PLMs such as BERT have been shown to encapsulate social biases, including those relating to gender and race (Kurita et al., 2019; Nadeem et al., 2021; Nangia et al., 2020). The general consensus is that these biases are learned from the statistical distributional co-occurrence of words relating to a group (such as terms relating to men or women) with a context in which that group is often mentioned in corpora (Bolukbasi et al., 2016; Webster et al., 2021). For example, “doctor” may co-occur with “man” more often than with “woman”, leading to an internal representation in the model where a gender-neutral concept, such as being a doctor, is more closely associated with male-related terms than with female-related terms (Bolukbasi et al., 2016).

In this work we tackle this type of binary stereotypical representational gender bias (henceforth simply “gender bias”) in MLMs in a multilingual setting. We propose a multilingual approach to study gender bias in MLMs by matching gender-specific tokens (light blue) in the context of non-gender-specific tokens (dark blue) in sentence pairs. We develop a methodology for creating sentence pairs that we argue is applicable across languages in contrast to prior work. We mask unchanged tokens one at a time and calculate $S_{JSD}$, a novel information-theoretic bias measure whose sentence-level average we show to be better behaved than competing measures.

1 Code and dataset with additional languages available at: https://github.com/VSteinborn/s_jsd-multilingual-bias

Figure 1: Following Nangia et al. (2020), we assess multilingual gender bias in MLMs by matching gender-specific tokens (light blue) in the context of non-gender-specific tokens (dark blue) in sentence pairs. We develop a methodology for creating sentence pairs that we argue is applicable across languages in contrast to prior work. We mask unchanged tokens one at a time and calculate $S_{JSD}$, a novel information-theoretic bias measure whose sentence-level average we show to be better behaved than competing measures.

The importance of developing AI systems that
are mindful of different societal groups, such as people of different genders, is a topic much discussed in the area of fairness research in NLP (Blodgett et al., 2020). However, a shortfall of this area is its almost exclusive focus on English. As far as we are aware, ours is the first study to attempt to create a truly multilingual approach to study gender bias in language models. Previous multilingual approaches were largely limited to sentences with fixed templates and grammar structures, which heavily constrains the range of languages that may be studied with a given template (González et al., 2020). Our approach builds on Nangia et al. (2020) and attempts to study natural sentences by comparing a pair of sentences that differ only by the gender of persons mentioned, a process which we will refer to as gender swapping.

To illustrate the problem of using templates, consider the following sentence pair and its German translation.

(1) a. He is the doctor here.  
b. She is the doctor here.

(2) a. Er ist der Arzt hier.  
b. Sie ist die Ärztin hier.

In German the only parts that remain the same are “ist” and “hier” under gender swapping, as the German word for the profession “doctor” and its associated definite article change form depending on the gender of the person. Thus, template structures developed for English of the form

(3) [person] is the [profession] here.

have to be heavily modified and constrained to create grammatically correct sentences in German. The problem is exacerbated in multilingual studies, where appropriate templates need to be defined for each language.

We take inspiration from CrowS-Pairs (CPS) (Nangia et al., 2020), which studies pairs of crowdsourced sentences, for a range of social biases. It includes gender-swapped pairs for the diagnosis of gender bias. However, we found that we cannot simply translate CPS into other languages. The main problem is that English pronouns are clear indicators of gender – at least of binary gender, which we focus on in this paper. But this clear indication gets lost in translation for languages that have gender-neutral pronouns like Finnish and those that predominantly use null pronouns like Thai.² We could mandate that only words with “gender-inherent” meaning like “mother”, “wife” and “sister” are used, but that would exclude many topics that we need to cover in a good diagnostic dataset, e.g., work life and sports.

The solution we propose is to simply use names to indicate gender. Our assumption here is that all languages have words for names and that there are two subsets of names that can only have female and male referents. Note that there are certainly “unisex” names, i.e., names that can refer to both men and women, even in English (“Jess”, “Leslie”). But as far as we know there is no language that has no “monosex” names, i.e., names that can refer to only one gender. We rely on such monosex names to construct sentence pairs.

In English, we select a few frequent male and female names; we only use them for English. Before translating the sentence pairs into another language, we first identify corresponding frequent male and female names in the target language. The translators are then instructed to only use those names. This methodology should be applicable universally, so that we can construct a multilingual gender bias resource for any set of languages. In this paper, we translate the CPS dataset into German, Indonesian, Thai and Finnish. We edit the original CPS dataset before translation to heed the recommendations of Blodgett et al. (2021). A more detailed description of dataset creation will be given in §3.1.³

The second contribution of this paper is \( S_{\text{JSD}} \), a novel measure based on the Jensen–Shannon divergence (Lin, 1991), to test MLMs for social biases by using sentence pairs that capture a binary contrast between two groups. The measure used in CPS (see §3.2) makes use of a binary decision process, which has the effect of removing information of the probability values from the MLM, which we show reduces the measure’s predictive power. Our motivation for introducing \( S_{\text{JSD}} \) is to retain as much information from the MLM output probabilities as possible in our final reported score in order to make effective use of the limited amount of human-translated sentences that are available.

Thus, our contributions are (1) developing a method for creating multilingual datasets for diagnosing gender bias in language models that is ap-

²The English sentence “she ate it” is simply expressed as “ate” in many “pro-drop” languages as long as subject and object of “ate” are clear from context.
³Blodgett et al. (2021) argue against using names for race. Their arguments do not apply to gender in our setup. See §3.1.
applicable across the diverse set of human languages, (2) applying this method, taking the CPS dataset (Nangia et al., 2020) as a starting point, and creating a multilingual gender bias diagnosis dataset for English, German, Thai, Indonesian and Finnish, (3) proposing the $S_{JSD}$ measure, which retains information regarding the numeric output probabilities of MLMs.

2 Related Work

Given this work focuses on multilingual methods to measure gender bias in MLMs, this discussion will focus on evaluation measures and techniques; a thorough discussion of debiasing methods is beyond the scope of this paper.

Bias Measures in MLMs. Recently, pretrained masked language models, such as BERT (Devlin et al., 2019), have significantly gained in popularity, which in turn has led to numerous studies analyzing their behavior, including their encapsulation and reproduction of social bias. Prior to the emergence of these models however, it was already well known that NLP models can learn social biases from corpora, as exemplified in work by Bolukbasi et al. (2016) who demonstrated that word embeddings contain societal gender biases. Subsequently, further tests, such as the word embedding association test (WEAT) by Caliskan et al. (2017), demonstrated that word embeddings also have other biases, including racial biases. May et al. (2019) extended WEAT to sentence encoders, including BERT, with the sentence encoder association test (SEAT), to study sentence-level social biases in these models using template constructed sentences. However, the results of this study were inconclusive, and Kurita et al. (2019) showed that the cosine-based methods used in WEAT and SEAT are not appropriate for contextualized embeddings, and instead use a scoring method based on the prediction probability of an attribute given a target in template sentences.

The evaluation method used in StereoSet (Nadeem et al., 2021) was inspired by SEAT while CPS (Nangia et al., 2020) uses pseudo-log-likelihood MLM scoring (Salazar et al., 2020). A contribution of CPS and StereoSet is to provide techniques that evaluate natural sentences instead of simple templates. One disadvantage of template approaches is that they have been shown to be highly dependent on the template chosen, as well as on the terms that are chosen to substitute into the template (Delobelle et al., 2021; Antoniak and Mimno, 2021). Nonetheless, Kaneko and Bollegala (2021) criticize CPS and StereoSet for their evaluation measures, arguing that the act of masking tokens results in a systematic overestimate in measured biases. However, they also describe this effect as systematic, and thus we would expect systematic trends in bias scores between models to remain conserved when masking tokens.

Multilingual Studies of Bias in MLMs. As far as we are aware, there are no studies that have attempted to develop a multilingual method to test for gender bias in MLMs without template structures. However, there are several multilingual studies. For example, González et al. (2020) constructed sentence templates for languages with type B reflexivization (including Swedish and Russian), which can be used to construct challenge datasets to measure gender bias. Similarly, Câmara et al. (2022) used template structures to test MLMs for intersectional biases in English, Spanish and Arabic. Bartl et al. (2020) also constructed templates to study biases in German and English BERT models, but sometimes a different form of a template has to be used depending on the gender of a mentioned person. Liang et al. (2020) examined the case of English and Chinese using templates while focusing on the cross-lingual transfer of removing biases in Chinese using English training data.

Counter Factual Data Augmentation (CFA). Our work generally falls under the category of CFA. CFA has been used to train a model on an augmented training corpus by swapping target terms, which has been shown to be effective for debiasing in multilingual settings via swapping target terms (Lauscher et al., 2021). However, simple substitution methods employed in CFA fail at producing grammatical sentences in languages with gender agreement rules. For such languages, other strategies, such as machine translation (Jain et al., 2021), have to be employed.

Barikeri et al. (2021) create templates from real-world conversational text that can be used to evaluate language models for social biases. These templates then produce so-called “counterfactual pairs”Zhao et al. (2018) by substituting terms representing different social groups, resulting in sentence pairs similar to those in CrowS-Pairs (Nangia et al., 2020). Again, as we discussed in the introduction, templates are difficult to use for many languages.

In contrast to most work on CFA, we do not use
templates, we target non-English, we create data by crowdsourcing and our focus is measuring bias cross-lingually, as opposed to debiasing.

Bias From a Social Science Perspective. A critical survey of 146 NLP papers by Blodgett et al. (2020) outlines common pitfalls in NLP research, including the CPS study, when attempting to study social bias. We attempt to take into account their recommendations in this work.

3 Methodology

3.1 Dataset

A major obstacle in transferring existing techniques to measure gender bias in languages beyond English is that we need to adapt methods to the target language’s gender agreement system. Methods for measuring gender bias in MLMs often rely on fixed sentence templates, where predefined words are inserted that test some aspect of bias, such as occupational gender bias (e.g., (Kurita et al., 2019; Webster et al., 2021)). While these template structures can be modified and applied to a range of languages, once a template is chosen, the range of languages that can be studied is restricted (González et al., 2020).

Thus, to design a multilingual approach to gender bias, we want to move beyond the rigid artificial sentence structures that result from using templates. We also speculate that moving away from rigid sentence structures allows us to probe the language model more deeply for biases. It may be possible that superficially debiased language models can perform well on certain bias evaluation tasks that use templates, similar to the situation for linearly debiased word embeddings that perform well on some bias measures but still encapsulate significant distributional biases (Gonen and Goldberg, 2019).

Two evaluation datasets that go beyond templates are StereoSet (Nadeem et al., 2021) and CPS (Nangia et al., 2020). One important difference between them is the masking pattern. While StereoSet’s context association test masks words that may be gendered in a different language (e.g., adjectives in Spanish), CPS consists of pairs of sentences and only masks tokens that are shared by the two sentences. Here we will only consider the CPS dataset, which also marks which of the two sentences is more stereotypical (Nangia et al., 2020).

For our dataset, we consider sentence pairs where people of the male and female gender are being contrasted, for example:

(4) a. **He** is a pilot.
   b. **She** is a pilot.

For this example, we assume each word is a separate token. The unmodified tokens common to both sentences are: “is”, “a”, “pilot”. For each sentence, the unmodified tokens form a set $U$ and the remaining modified tokens a set $M$ (“**He**” for (4)a, for example). Thus, for each sentence, the set of all tokens is the union of $U$ and $M$.

We will make the assumption that, for sufficiently long and complex sentences, when swapping the gender of a person reference in a sentence there remain sections of the sentence that remain unchanged and that this is true for all languages. From this observation, we found the masking pattern CPS implements to be appropriate for multiple languages and thus the sentences labeled with the “gender” tag in the CPS dataset were selected as the basis for subsequent translations.

The CPS dataset was recently criticized for lacking clear explanations of what types of social biases are being measured (Blodgett et al., 2021). For this reason the selected CPS sentences have been minimally modified to be mindful of the pitfalls outlined in (Blodgett et al., 2021). For example, some sentences were omitted because the contrasted groups were unrelated to the stated “gender” label, such as for sentences that contrasted two racial groups instead.

We will now outline the modifications of the CPS dataset for this study.

First, we ensured each sentence only compares binary gender. Non-binary gender adds a level of complexity in the multilingual context that we leave for future work. We also removed sentences that compare clothing items, most likely intended as a proxy for gender. Clothing items and their significance differ across cultures, so such sentences are difficult to translate.

Second, for sentences that only used a pronoun to identify gender, we exchanged the pronoun with a common name that is stereotypically associated with one gender in the English dataset. Subsequently, when translating the English dataset into other languages, the names were exchanged for others that are common gendered names in the target language. We limited the number of names in the English dataset to four to simplify the subsequent translation process. Names were introduced
because many languages do not have gendered pronouns, and thus information relating to gender may be lost in translation. For example, a typical translation of (4) into Indonesian results in two identical sentences, which makes the sentence pair useless for Indonesian. Using names as a proxy for identifying a social group is discouraged in (Blodgett et al., 2021) for race bias, but using stereotypically gendered names as a proxy for binary gender seems unproblematic to us. For example, whereas names only indirectly and ambiguously identify race (at least in English), we can easily find names that are "monosex", i.e., names that can only have either male or female referents. Thus, we would modify example (4) as follows for our dataset:

(5) a. Robert is a pilot.
    b. Olivia is a pilot.

Finally, we removed sentences that did not correctly isolate a stereotype, an issue noted in the original paper (Nangia et al., 2020).

In this work we investigate binary gender stereotypes as a representational harm across languages, to use the terminology of Blodgett et al. (2020). The CPS dataset was created by US crowdworkers (Nangia et al., 2020). We make the assumption that most aspects of gender bias should be part of a diagnostic test across languages and cultures. For example, the associations of "doctor" with "male" or of "childcare" with "female" are biases that most cultures are at risk for. So we should test whether our language models exhibit these biases for all cultures. There probably are aspects of gender bias that are relevant to only a small subset of cultures (e.g., the association of "being eligible to drive a car" with "male"). We stress the importance of investigating gender bias multilingually. Given that our study is the first to do this, we feel justified to leave the issue of how to comprehensively test for all aspects of bias in gender diagnosis to future work.

Note that we do not make the assumption that gender bias is the same across languages! If "childcare" is strongly associated with "female" in (the training corpus of) language A, but not in (the training corpus of) language B, then (assuming we use models that pick up bias from their training corpora) our methodology will find less gender bias for language B – and this would be the intended result of our work.

For the translations, we hired translators to translate the modified English dataset into their native language. Translators were paid an agreed upon amount above the minimum wage in their respective country of residence and were informed of the intended use of their translations. Each translator was provided an instruction sheet, which exemplifies the translation process of CPS sentence pairs from English to German. The translation instructions can be found in the supplementary material and the target languages of the translations were German (De), Finnish (Fi), Indonesian (Id) and Thai (Th). We chose these languages to cover different language families and because translators for them were easily available to us.

An overview of the metadata of the edited and translated dataset is given in Table 1.

### 3.2 Bias Measure

Our aim is to create a bias measure that can retain meaningful information from the model output that is relevant for detecting multilingual gender bias. Before introducing our proposed measure, we will go over the CPS measure (Nangia et al., 2020).

**CrowS-Pairs Measure.** Given is a pair of gender swapped sentences. One sentence is judged to be socially more stereotypical than the other by the annotators in the CPS study (Nangia et al., 2020). We refer to the two sentences as “more” and “less”.

The set of tokens that are shared (resp. are not shared, i.e., modified) between the two sentences is denoted as $U$ (resp. $M$) – see §3.1. For each sentence the tokens in $U$ are masked one at a time. Each time a token is masked, the sentence is passed through the model and the model output probabilities are obtained. Following Nangia et al. (2020)’s notation, we denote the output probability of the model for the $i$th correct token under the mask $u_{G,i} \in U$ in the more stereotypical sentence as $P_{\text{more}}(u_{G,i}) \equiv P(u_i|U_{\setminus u_i}, M, \theta)$, where $M$ are the unique tokens in the more stereotypical sentence and $\theta$ are the model parameters. The output probability for the other sentence $P_{\text{less}}$ is defined analog-
The score for a sentence in the pair is its pseudo-log-likelihood, calculated as the sum of log $P(uG,i)$ over all $u$ in $U$ where $P$ is either $P_{\text{more}}$ or $P_{\text{less}}$. The sentence pair is assigned a binary score of 1 (resp. 0) if the more stereotypical sentence has a larger (resp. smaller) score. A possible advantage of this binarization is that the numerical value of the pseudo-log-likelihood cannot be interpreted (hence “pseudo”) (Nangia et al., 2020; Salazar et al., 2020), so one can only rely on the comparison of the scores, not on their absolute values. The final score is the percentage of sentences that have been assigned a score of 1.

According to Nangia et al. (2020), an ideal unbiased model would achieve a score of 50 on a dataset. However, it is important to keep in mind that each sentence pair contributes with equal weight to the final score, due to binarization. Consider as an example a language in which a small part of the sentence pairs are diagnosed as extremely biased, but most sentence pairs do not show bias, so their final score will be randomly 0 or 1. In such a case, CPS does not distinguish strong bias from weak bias and sentence pairs that are not biased contribute noise to the final measure. Hence, unusually biased behavior of the model may not be effectively captured by the measure, and in order to obtain meaningful results a large number of human-annotated sentence pairs is required.

The following simulated scenario will illustrate the effect of dataset size. Let us ignore the internal mechanisms of the model and for simplicity assume that a biased model has a fixed probability of $p = 0.55$ to assign a binary score of 1. This may be modeled as a Bernoulli process (Papoulis and Pillai, 2002). For such a model and for a set of $n = 200$ sentence pairs, roughly the number of sentences we consider in our study, the expected dataset score is 55 and the standard error 3.5 (since the standard error is $\frac{1}{\sqrt{n}}$ for Bernoulli). Thus, the CPS measure must rely on a large number of sentence pairs to obtain statistically meaningful results because of the binary decision process that disregards information regarding the extent of the discrepancy between $S_{\text{more}}$ and $S_{\text{less}}$. The measures of Nadeem et al. (2021) in StereoSet and of Kaneko and Bollegala (2021) also employ binarization and therefore do not make efficient use of the available data to measure bias.

The Proposed $S_{\text{JSD}}$ measure. Our goal in developing the $S_{\text{JSD}}$ measure was to create a theoretically well founded measure that retains information regarding MLM output probabilities, avoiding the binary decision process in CPS. This is especially important for our study, where we had limited resources to create the translated dataset.

The $S_{\text{JSD}}$ measure is based on the Jensen-Shannon divergence (Lin, 1991), a quantity bounded to the range $[0, 1]$, that measures the similarity between two probability distributions, $P$ and $Q$, defined as follows:

$$JSD(P||Q) = H\left(\frac{P + Q}{2}\right) - \frac{H(P) + H(Q)}{2}$$

where $H$ is entropy. If $P$ and $Q$ are unrelated and share no overlap $JSD(P||Q) = 1$ and if they are the same distribution (maximum overlap) $JSD(P||Q) = 0$. The square root of the Jensen-Shannon divergence, the Jensen–Shannon distance, is a metric, i.e., it satisfies a range of properties intuitive to measures of distance, including the triangle inequality (Endres and Schindelin, 2003).

Define the gold distribution as a one-hot distribution $G$ that identifies the correct token under the mask. We then define our measure $S_{\text{JSD}}$ as the difference of two distances: the Jensen–Shannon distance between $P_{\text{more}}$ (resp. $P_{\text{less}}$) and the gold distribution:

$$S_{\text{JSD}} = \sqrt{JSD(P_{\text{more}}||G)} - \sqrt{JSD(P_{\text{less}}||G)}$$

This definition may also be expressed purely in terms of the model output probability for the token under the mask $P_{\text{more/less}}(uG)$, as $JSD(P||G)$ may be expressed in the form shown in Eq. 3 for any distribution $P$. Thus only human annotated text is evaluated.

$$JSD(P||G) = \frac{1}{2}(P_G \log_2(P_G) - (P_G + 1) \log_2(P_G + 1) + 2), \ P(u_G) = P_G$$

The quantity $S_{\text{JSD}}$ is also bound to the range $[-1, 1]$, which limits the effect of outliers. The theoretically ideal non-biased model should yield a value of 0 for $S_{\text{JSD}}$ when the distance of $P_{\text{more}}$ to $G$ is equal to the distance of $P_{\text{less}}$ to $G$. When $P_{\text{more}}$ is closer to $G$ than $P_{\text{less}}$, we take this as a sign of bias for the stereotypical sentence, thus we expect biased models to systematically generate negative $S_{\text{JSD}}$ scores.
<table>
<thead>
<tr>
<th>Model</th>
<th>Lang.</th>
<th>$S_{JSD} \times 10^{-3}$</th>
<th>CPS</th>
<th>B. $S_{JSD}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mBERT</td>
<td>En</td>
<td>-0.05 ±1</td>
<td>57 ±3</td>
<td>50 ±3</td>
</tr>
<tr>
<td>xlmR</td>
<td>En</td>
<td>-1 ±2</td>
<td>62 ±3</td>
<td>54 ±3</td>
</tr>
<tr>
<td>mBERT</td>
<td>De</td>
<td>-1 ±2</td>
<td>57 ±3</td>
<td>55 ±3</td>
</tr>
<tr>
<td>xlmR</td>
<td>De</td>
<td>-2 ±2</td>
<td>51 ±3</td>
<td>50 ±3</td>
</tr>
<tr>
<td>mBERT</td>
<td>Id</td>
<td>-3 ±1</td>
<td>46 ±3</td>
<td>51 ±3</td>
</tr>
<tr>
<td>xlmR</td>
<td>Id</td>
<td>-4 ±2</td>
<td>51 ±3</td>
<td>54 ±3</td>
</tr>
<tr>
<td>mBERT</td>
<td>Th</td>
<td>-4 ±2</td>
<td>60 ±3</td>
<td>60 ±3</td>
</tr>
<tr>
<td>xlmR</td>
<td>Th</td>
<td>-4 ±2</td>
<td>57 ±3</td>
<td>57 ±3</td>
</tr>
<tr>
<td>mBERT</td>
<td>Fi</td>
<td>-0.2 ±2</td>
<td>44 ±3</td>
<td>50 ±3</td>
</tr>
<tr>
<td>xlmR</td>
<td>Fi</td>
<td>-3 ±2</td>
<td>51 ±3</td>
<td>53 ±3</td>
</tr>
</tbody>
</table>

Table 2: CPS and $S_{JSD}$ scores and standard errors on our multilingual bias diagnosis dataset. The $S_{JSD}$ scores systematically identify the stereotypical sentence as indicated by the negative scores. Some CPS scores are below 50, indicating the measure cannot capture the stereotypical behavior of the model for this dataset. The binarized version of $S_{JSD}$ (B. $S_{JSD}$) also illustrates the effect of binarization. B. $S_{JSD}$ has scores of 50 in three cases where $S_{JSD}$ is negative, suggesting that binarization reduces the predictive power of the measure.

To generate a score for a sentence pair, we take the average of $S_{JSD}$ scores. For the score of the entire dataset, we take the average of the sentence scores.

**Error Analysis.** For an analysis of the error of the reported score on the dataset, we bootstrap the sentence scores to determine an estimate for the standard error using SciPy (Efron and Tibshirani, 1993; Virtanen et al., 2020). For CPS we achieve this by bootstrapping the binary sentence scores.

### 4 Experiments

For our experiments we make use of the Transformers library (Wolf et al., 2020). We use two multilingual models, multilingual BERT (mBERT) (Devlin et al., 2019), trained on Wikipedia, and base xlm-RoBERTa (xlmR) (Conneau et al., 2020), trained on Wikipedia and filtered CommonCrawl data from the internet (Wenzek et al., 2020). We choose xlmR as it has been shown to significantly outperform mBERT on numerous cross-lingual tasks (Conneau et al., 2020). As of this writing, xlmR seems to be the best performing multilingual model in the Transformers library (Wolf et al., 2020; Conneau et al., 2020). The two models differ in training data by the CommonCrawl, which we assume to be more of a source of bias than Wikipedia, based on the results of the CPS study. Nangia et al. (2020) found RoBERTa, trained on Wikipedia and the CommonCrawl, among other datasets (Zhuang et al., 2021), to generally have higher bias scores, compared to BERT (Devlin et al., 2019), although this was not true for gender bias.

We run the two models on our translated datasets and calculate CPS and $S_{JSD}$ scores. Running a model on a single language using an Intel Xeon Processor E5-2680 v2 takes roughly 15 minutes.

We also test $S_{JSD}$ on the models and dataset used in the CPS study (Nangia et al., 2020).

Finally, we test the effect of model size on the scores by comparing the large and base xlm-RoBERTa models. See the appendix for a list of all models used.

### 5 Results and Analysis

Table 2 shows results for CPS and $S_{JSD}$ on the multilingual dataset. We observe that the CPS measure reports scores well under 50 for multiple languages. This goes against the intuition that MLMs learn stereotypical associations from data: it wrongly suggests that male stereotypes are associated with women and female stereotypes with men. We suspect this behavior of CPS comes from the binary decision problem outlined in §3.2, which is especially relevant for smaller datasets.

A first indication to suspect that we might be in this regime is that the CPS standard errors are close in value to the estimated standard errors assuming a Bernoulli process, as discussed in §3.2. Thus we cannot make a reliable inference regarding model bias. We can also observe a clustering of CPS sentence scores, before binarization, around

Table 3: Scores and standard errors on the original CPS dataset (Nangia et al., 2020), for which BERT (Devlin et al., 2019), RoBERTa (Zhuang et al., 2021) and ALBERT (Lan et al., 2020) were used. $S'_{JSD} = S_{JSD} \times 10^{-3}$. Unperturbed and perturbed conditions where a sentence is perturbed by removing the final character. For this larger dataset both $S_{JSD}$ and CPS show the same systematic trends in bias scores between the models, in agreement with the results of Nangia et al. (2020). Under the effect of the perturbation, the dataset is of sufficient size that both measures are robust and retain their systematic trends. The number of significant figures for CPS was chosen to match the results of the original CPS study.
Figure 2: The difference \( S_{\text{more}} - S_{\text{less}} \) for our multilingual bias diagnosis dataset. The white points mark the averages and the box and whiskers plots mark the quartiles. Most of the scores cluster around the decision boundary denoted by the horizontal dotted line.

the decision boundary in Figure 2, indicating that slight variations in bias scores can substantially change the CPS score. Furthermore, the effect of binarizing \( S_{\text{JSD}} \) (i.e., following the CPS method but replacing \( \log P_{\text{more}}(U_{G,i}) \) with the JSD distance to the gold token) is shown in Table 2. These binarized \( S_{\text{JSD}} \) scores fail to detect bias by yielding scores of 50 in three cases – whereas the \( S_{\text{JSD}} \) score predicts bias as expected. All this, coupled with the discussion in §3.2, reinforces our argument that binarization harms measure performance and that \( S_{\text{JSD}} \) is numerically more suitable and theoretically justified as a measure compared to CPS, especially on smaller datasets. Note that we did not unbinarize CPS scores as they have no clear statistical interpretation (Nangia et al., 2020; Salazar et al., 2020); see discussion in §3.2.

Table 2 shows that \( S_{\text{JSD}} \) has negative values, i.e., indicates bias consistently across all languages and models. Interestingly, xlmR consistently yields equal or more negative \( S_{\text{JSD}} \) scores than mBERT; this supports our hypothesis that xlmR encapsulates more gender bias. However, we also note that some of the standard errors are large compared to their associated average. This, we suspect, is largely due to the limited number of sentences that are available in the analysis.

To test our measure on a larger dataset, we applied \( S_{\text{JSD}} \) to the original CPS dataset (which is much larger since it covers many different types of bias) in Table 3. We also tested the stability of the measures by perturbing the dataset by removing the final character of each sentence, which most commonly resulted in the removal of a period. From this we observe that both the CPS and the \( S_{\text{JSD}} \) standard errors decrease with dataset size, as expected.

Ideally, future MLM bias datasets would have a statistical justification that the calculated sample error is adequate to make judgments about a model’s bias as probed by a particular measure.

Finally, we also tested for model size by comparing the base and large xlmR models (Conneau et al., 2020). While both models were found to be biased for the more stereotypical sentence, the scores between the two models were too similar and no pattern distinguishing them could be found using either bias measure. We suspect this is due to the small size of the dataset. More complex factors could be at play as well, such as multilingual models benefiting from more multilingual data, in terms of gender bias mitigation, a hypothesis supported by the more negative \( S_{\text{JSD}} \) scores for monolingual models in Table 3.

Qualitative Analysis. In Table 2 the English CPS scores reproduce the systematic behavior from the CPS study (Nangia et al., 2020); however, this is not true for all languages, such as German. This may simply be a result of the much larger amount of English training data available to the models (Conneau et al., 2020). The nature of this additional data does not need to be biased in nature. A contributing factor may be that this additional data forces the tokenizer to adjust the tokens in its vocabulary to be whole words for English whereas for other languages tokens are more often subwords, which cannot be exchanged for others without forming grammatically incorrect sentences. To make this point, consider the following sentence pair from the dataset:

\[
\begin{align*}
(6) & \quad \text{a. Women are terrible at handiwork.} \\
& \quad \text{b. Men are terrible at handiwork.}
\end{align*}
\]

Using mBERT, three tokens in the set \( U \) together form the composite word “handiwork” (“hand”, “#i”, “##work”); the remaining four are separate words and the period. However, it is almost trivial to predict any one of the subword tokens from the composite word, thus differences in MLM prediction probabilities may not be informative for detecting gender bias. In this case CPS assigns a sentence score of 1 and \( S_{\text{JSD}} = -0.0075 \). The value of \( S_{\text{more}} - S_{\text{less}} \) for CPS is 1.29, placing it close to the decision boundary in Figure 2 and thus making CPS prone to noise.

For the German translation of the sentence, three
tokens in \( U \) are individual words or the period, while the remaining five form composite words. CPS assigns a sentence score of 0 and \( S_{\text{JSD}} = 0.135 \). In this case \( S_{\text{more}} - S_{\text{less}} \) for CPS is \(-0.98\), once again placing it close to the decision boundary in Figure 2.

Over the whole dataset, for German, 57% and 75% of tokens in the more stereotypical sentence were correctly predicted using mBERT and xlmR, respectively, whereas for English the prediction accuracy was lower at 56% and 68%, despite having more training data. Thus, compared to German, the CPS measure may be better suited for English, where individual tokens are not as trivial to predict and the CPS measure is not as prone to being influenced by noise from subword tokens.

6 Summary of Limitations

Our results indicate that \( S_{\text{JSD}} \) is superior to the original CrowS-Pairs measure. But like the CrowS-Pairs measure, \( S_{\text{JSD}} \) does not provide reliable measurements consistently. The most noticeable case of this is that for many models, “reverse bias” is well within the confidence interval of the bias measures, i.e., values below 50 are within the confidence interval for the CrowS-Pairs measure and positive values for \( S_{\text{JSD}} \). We use reverse bias to refer to bias that is the opposite from the stereotype. Examples would include that the model favors women to be doctors and men to cry easily. While we did not confirm this experimentally, it seems not possible that a language model would learn a (spurious) stereotype even though the reverse of the stereotype dominates in the training corpus. Thus, this finding suggests that the measures must be interpreted with caution.

One of our original goals was a cross-lingual quantitative comparison of subtypes of gender bias. For example, maybe the “doctors are men” subtype of gender bias is less prevalent in Sweden than in Germany. Or the subtype “childcare is women’s business” is stronger in Russia than in Canada. However, the two measures are not reliable on a sentence-pair by sentence-pair basis, so that one would need hundreds of examples of a subtype to make such inferences. This would require a dataset two orders of magnitude larger than the one we created.

We hypothesize that the main reason for the unreliability of the measures for individual sentence pairs is that predicting subwords is easy and not strongly linked to the difficulty of predicting a word; see “Qualitative Analysis” in the last section. Since most non-English languages will contain words broken into subwords in a given sentence pair, unrealistically high prediction accuracy and a lack of comparability of scores of a sentence pair across languages are the result.

7 Conclusion

In this paper, we developed a method for creating a multilingual gender bias diagnosis dataset that can be used across languages. Based on CrowS-Pairs (Nangia et al., 2020), we used this method to construct a multilingual gender bias diagnosis dataset for English, Finnish, German, Indonesian and Thai. Additionally, we proposed a new measure based on the Jensen–Shannon divergence from information theory, \( S_{\text{JSD}} \), to study bias in MLMs using sentence pairs that contrast two groups. Using this measure we found that all studied models showed signs of gender bias for more stereotypical sentences across all five languages. Our hope is that our methods can be used for better evaluation of bias and debiasing in MLMs. We also hope that our work will foster more multilingual work on bias in language models.

In the future, since most recent bias research focused on PLMs and word embeddings, we plan to develop measures for downstream tasks as recommended by Blodgett et al. (2020) and Delobelle et al. (2021), which may be incorporated in a development pipeline when releasing models (Nozza et al., 2022).

8 Ethical Considerations

The dataset presented in this paper aims to make progress in the evaluation of multilingual gender bias in MLMs, however we argue that it should not be used to train such models. As the presented dataset is intended as a test set, training on it would defeat its purpose as a test of gender bias in MLMs. The presented dataset is based on the CPS dataset, an English crowdsourced dataset aimed at evaluating social biases in the United States (Nangia et al., 2020). For the purpose of this study we made the assumption that the biases in the CPS dataset relating to gender can be extended to the other languages studied and are relevant in cultures where the languages are spoken, however we caution against the blind implementation of such systems without an understanding of the target culture.
This work also focused exclusively on binary gender. The non-trivial nature of representing non-binary people in languages with strong gender agreement rules, such as German, substantially complicates the process of creating natural sentences that could be used for evaluation. For this reason, and because it is an important area with its own challenges, we leave the representation of non-binary people in multilingual settings to future work, where it can be studied with care as a topic in its own right.

Additionally, we caution against concluding that models are completely bias free when they generate scores that theoretically unbiased models are expected to generate. It may be that these models still encode biases that cannot be captured using the proposed measure or dataset, which may later manifest once a model is implemented.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Multilingual</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>mBERT</td>
<td>yes</td>
<td>178M</td>
</tr>
<tr>
<td>xlmR (base)</td>
<td>yes</td>
<td>278M</td>
</tr>
<tr>
<td>xlmR (large)</td>
<td>yes</td>
<td>560M</td>
</tr>
<tr>
<td>BERT (uncased)</td>
<td>no</td>
<td>110M</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>no</td>
<td>355M</td>
</tr>
<tr>
<td>ALBERT</td>
<td>no</td>
<td>206M</td>
</tr>
</tbody>
</table>

Table 4: Details of models used in this study.