
Recent Advances in Long Documents Classification Using Deep-Learning

Muhammad Al-Qurishi
Elm Company,

Research Department,
Riyadh 12382, Saudi Arabia,

mualqurishi@elm.sa

Abstract

Long document classification is one of the most
challenging linguistic processing tasks. Re-
cently, Recent deep-learning models such as
the transformers have proven to perform this
task with a high-level of success. Such models
typically include the self-attention mechanism,
which makes the calculations extremely com-
plex as document length increases. In order
to unlock the use of the most accurate docu-
ment classification tools on a wider range of
document types and make the use of methods
based on self-attention practically feasible, it’s
necessary to introduce some innovations that fa-
cilitate better scaling. In this work we provide
a quick and concise survey of recent research
work in the area of long documents classifica-
tion using deep-learning techniques. The ad-
vantages and disadvantages of these methods
have been discussed along with some directions
that may be useful in future research.

1 Introduction

Modern deep learning models for semantic anal-
ysis can achieve impressive results after they are
trained on very large datasets, gaining the ability to
generate highly accurate predictions about content
they haven’t seen before. However, their capacity
to capture the relationships between words and sen-
tences is dependent on statistical operations that
grow more complex as the length of the text se-
quence is increased (Tay et al., 2020). Effectively,
this renders many of the best methods nearly use-
less from a practical standpoint and necessitates
development of tools that can realistically process
long documents and return reliable results within a
reasonable timeframe. In particular, methods that
rely on the attention mechanism (BERT (Devlin
et al., 2018) and its derivatives) tend to become
computationally demanding when working with
long text documents (Vaswani et al., 2017).

Resolving this problem would allow for much
wider use of document classification algorithms

and would potentially allow large organizations
in many different sectors to manage their admin-
istrative burden more efficiently. This is why
researchers are looking into different possibili-
ties for updating the existing algorithms, imple-
menting changes aimed specifically at improv-
ing performance with long text, and testing hy-
brid approaches that offer better ratio between
training/inference time and accuracy of predic-
tion (Wagh et al., 2021; Tay et al., 2020). Their ef-
forts are going in different directions and at present
time it’s unclear which approach might offer the
best chances to overcome the current limitations,
but there are already some promising findings that
could hint towards sustainable solutions.

In this research paper we are trying to introduce
a quick and concise summaries of the recent re-
search papers published in the area of deep learning
that trying to solve the problem of long document
classification. Then we compare them from sev-
eral perspectives such as: used method, authors
objectives, performance and datasets. Finally, we
conclude this review with a discussion of some
ideas and suggestion that might become the basis
for a new research in this area.

2 Long Document Classification
Techniques

In this section we categorize the techniques and
methods that have been used for long document
classification in the most relevant existing research
works into two main categories; Transformer-based
technique such as BERT and hybrid techniques
which combines two or more deep neural network
(e.g., CNN, RNN, transformers, etc.), to improve
the performance of the classification model. All
of these techniques are aiming to identify proce-
dures that could remove some of the well-known
limitations of working with very long documents.



2.1 Transformer-based

Transformer architecture was first proposed in 2017
by (Vaswani et al., 2017), and it quickly lead to
several successful implementations, most notably
BERT by (Devlin et al., 2018) and XLNet by (Yang
et al., 2019). Those models rely on bidirectional
transformations of input that allow for superior
tracking of semantic relationships. One of the
most important properties of a Transformer such as
BERT is that it can be pre-trained and fine-tuned
for specific tasks, languages, and subject matters.
One major problem with BERT is its limit to se-
quence length of 510 tokens. Several approaches
to this problem were considered, including chunk
selection, efficient self-attention, document trunca-
tion, and key sentence selection, with one existing
method chosen as a representative of each theoreti-
cal direction.

(Sun et al., 2019) show how to train and fine-
tune BERT for text classification. They tested their
model using standardized hyper parameters such
as batch size and sequence length, with several dif-
ferent datasets suitable for question classification,
topic classification, and sentiment analysis. The
best option was determined based on experimen-
tal results, for example, in this way it was found
that multiple strategies can be used to get around
BERT’s limit to the sequence length, but the ‘head
& tails’ strategy where only the first 128 and the
last 382 tokens are kept performs the best (Pappa-
gari et al., 2019).

On the other hand (Ding et al., 2020) presents a
very creative solution to get around BERT’s limit
to sequence length. This solution inspired by a
cognition theory of working memory proposed by
Baddeley in 1992. The solution is named CogLTX,
and it starts from the logical assumption that a
majority of semantically important information is
concentrated within specific sentences inside of a
longer text, making it unnecessary to check for con-
nections between all words in a document. Instead,
they propose training a judge model that can rec-
ognize high-relevance sentences and pass them as
input to the reasoning model that can complete the
classification task.

Another work by (Adhikari et al., 2019) attempt
to develop a computationally more efficient version
of BERT that would be better suited for classifica-
tion of long documents. Knowledge distillation is
used where knowledge is transferred from a large
version of BERT to a much smaller BiLSTM net-

work, which is then used to perform the classifi-
cation task on new examples. Likewise, (Beltagy
et al., 2020) attempt to adjust the successful Trans-
former architecture and make it better suited for
analyzing long documents. Due to exponential in-
crease in computational complexity, with models
of this kind it becomes nearly impossible to handle
documents whose length exceeds a certain arbi-
trary threshold. To remedy this issue, the authors
propose an altered model they named Longformer,
which reduces the complexity of the self-attention
matrix.

2.2 Hybrid Methods

Two main approaches that we investigate are algo-
rithms with sparse attention and hierarchical mod-
els, each of which has inspired a number of at-
tempts to adjust the DNN architecture for the long
document classification tasks. Some works use
CNN and utilizing local convolutional feature ag-
gregation to obtain the predictions of the document
class (Liu et al., 2018). They proposed a RNN
component to the architecture described in the first
method, and uses it to track the semantic order
for each of the selected sequences. Another work
by (He et al., 2019) present a hybrid solution devel-
oped specifically with the idea to perform long doc-
ument classification more efficiently. It combines
a RNN-based controller component with a CNN
that extracts discriminative features from linguistic
content. The controller contextualizes the attention
and localizes the extracted bits into a coarse rep-
resentation of the document, before grouping the
extracted features to acquire the overall structure.

Some other ideas are to avoid the exponential
growth of complexity along with text sequence
length that is typical for architectures of this
kind (Huang et al., 2021; Park et al., 2022). For
example, (Khandve et al., 2022) propose a hybrid
solution with transfer learning as the central prin-
ciple and a hierarchical architecture that reduces
the number of necessary operations. The input data
was divided into parts and processed with Universal
Sentence Encoder and BERT, both of which were
pre-trained. After this, the results were passed onto
a shallow network based on either LSTM or CNN
concept, which was used in the role of a classi-
fier. Different combinations were explored to de-
termine whether an improvement can be observed,
and in case of USE it was possible to improve accu-
racy in this manner while for BERT the addition of



CNN classifier resulted in similar level of accuracy
but with much lower computational requirements
thanks to the hierarchical structure.

Another example was developed for the med-
ical domain, and is characterized by strong per-
formance with document of extraordinary length
that are typical within this sector (Hu et al., 2021;
Si and Roberts, 2021). (Hu et al., 2021) describes
a hybrid model that includes several components,
including bi-directional recurrent neural network
(RNN), convolutional neural network (CNN) and
the attention mechanism. Words are embedded as
vectors in the initialization phase, before n-grams
are extracted from sentences to capture more of
the semantic context. A matrix of features is con-
structed with a combination of CNN output with
the ReLu unit.

3 Comparison of the proposed methods

Most of the recent works addressing the problem
of long document classification start from similar
principles common to all deep learning methods.
They also diverge in many aspects, as the authors
explore different avenues for leveraging the power
of the learning algorithms and overcoming the most
significant obstacles (Dai et al., 2022). Since the
authors are essentially attempting to solve the same
problem, namely how to maintain high accuracy of
semantic predictions while keeping the computing
demands reasonable, it would be fair to describe
the papers as belonging to the same family despite
the considerable differences in approach.

To provide an impartial comparison of the pro-
posed models and evaluate the degree of innovation
they introduce, it’s necessary to look at several ele-
ments present in each work, including:

• Basic methodological blueprint used to con-
struct the model

• Priority objectives the authors are trying to
achieve

• Statistical operations and training procedures
designed to improve accuracy and/or effi-
ciency

• Datasets and standards used for quantitative
evaluation of the model

• Potential for real-world applications and
follow-up work

In terms of methodological choices, practically all
works from this group acknowledge the unmatched
power of the attention mechanism for analyzing
semantic relationships, and incorporate it in some
way into the proposed architecture. There is a di-
vision between works that mostly (or completely)
embrace an existing architecture and perform only
minor operations such as fine-tuning or knowledge
transfer in order to reduce the computational de-
mands (Adhikari et al., 2019; Sun et al., 2019). On
a different end of the spectrum, there are works
that propose innovative hybrid solutions in which
the attention mechanism and/or Transformer ar-
chitecture are combined with elements of differ-
ent deep learning paradigms, such as RNNs and
CNNs. In particular, a common strategy is to adopt
a hierarchical structure for the overall solution and
use the attention mechanism only in a limited role,
thus avoiding the exponential growth of complex-
ity (Huang et al., 2021; Si and Roberts, 2021).

The aforementioned methodological differences
stem largely from the expectations for each paper,
which range from proving a theoretical point to at-
tempting to develop specialized model for long doc-
ument classification. Works with a narrower scope
tend to stay closer to the original BERT model de-
sign (Beltagy et al., 2020), while more ambitious
efforts that aim to create new tools are more in-
clined to experiment with previously untested com-
binations of elements. In some papers, the scope
of intended applications is limited to long docu-
ments from a certain domain (i.e. medical) (Si and
Roberts, 2021), while others are approaching the
problem in more general terms. Finally, there is an
important distinction between works that aim for
greater accuracy, and those that primarily attempt
to improve computational efficiency and shorten
the inference time (Park et al., 2022).

It’s a fair assessment that practically all works
from this group are grappling with the same prob-
lem – the tendency of attention-based models to
become prohibitively complex as the length of the
analyzed text is increased. In response, the authors
tried a variety of ideas that rely on vastly different
mechanisms to decrease complexity. From fine-
tuning and knowledge distillation to introduction of
hierarchical architectures and restrictive elements
such as fixed-length sliding window (Beltagy et al.,
2020; Wang et al., 2020), the proposed techniques
are quite innovative and typically leverage some
known properties of deep learning models to affect



Table 1: Comparison of the reported performance of different long document classification methods

Author Method Reported accuracy

(Liu et al., 2018) Local convolutional feature aggregation From 88 to 95.4%
(Sun et al., 2019) BERT + head and tail truncation Error rates from 0.67 to 5.4
(He et al., 2019) Recurrent attention learning From 77.4 to 80.4%
(Adhikari et al., 2019) DocBERT From 54 to 91%
(Pappagari et al., 2019) RoBERT/ToBERT From 82 to 95.4%
(Wang et al., 2020) Dynamic hierarchical topic graph From 68.8% to 97.3%
(Beltagy et al., 2020) LongFormer F1 score from 64.4 to 94.8
(Ding et al., 2020) CogLTX a BERT-based model + MemRecall algorithm F1 score from 70% to 97%
(Si and Roberts, 2021) Hierarchical Transformer Up to 94.7%
(Huang et al., 2021) Hybrid self-attention sparse network From 73.2% to 95.7%
(Khandve et al., 2022) Hierarchical Attention Network (HAN) + BERT + CNN/LSTM From 80 to 100%

how the attention mechanism performs in a par-
ticular deployment. The diversity of ideas found
in those papers illustrates that researchers are cur-
rently casting a wide net and searching for uncon-
ventional answers to a difficult problem, without a
single dominant strategy. On the other hand, hybrid
approaches hold a lot of promise and they combine
some proven elements from different methodolo-
gies into new, potentially more optimal configura-
tions (Huang et al., 2021; He et al., 2019).

Evaluation of the proposed changes to estab-
lished algorithms is crucially important, and all
of the reviewed works include some form of em-
pirical confirmation of their premises. While the
numbers seemingly validate that the proposed solu-
tions achieve state-of-the-art results under the best
possible conditions, those findings are self-reported
and may often be too optimistic. All of the papers
are interested in document classification tasks and
use it to evaluate their solutions, but datasets used
for testing may not be the same in terms of size,
diversity, and content. When directly comparing
different solutions, it’s extremely important to keep
in mind the particulars of the evaluation protocols.
Studies aiming to provide evaluations with inde-
pendently administered comparative testing of sev-
eral different BERT-like algorithms for document
classification are slowly emerging and reporting
some interesting findings that often diverge from
self-assessed results (Wagh et al., 2021; Dai et al.,
2022; Park et al., 2022). Still, there are no widely
accepted evaluation standards and every compari-
son suffers from ‘apples-to-oranges’ problem up to
an extent.

When it comes to practical use of the proposed
solutions, there is a general lack of field data and
even discussions of use cases are rare. This is un-

derstandable considering the main focus is on dis-
covering more efficient methods, but without real
world testing it’s difficult to predict whether any
of the solutions can deliver similar results to their
reported findings. Some works may be directed
as specific niches such as legal (Wan et al., 2019;
Bambroo and Awasthi, 2021) or medical (Si and
Roberts, 2021), but even in this case little attention
is paid to practicalities associated with real world
application. This weakness may reflect the cur-
rent state of the field, which is highly experimental
and mostly built on data collected in a controlled
environment.

4 Datasets and Reported Accuracy

As previously stated, all papers include an exper-
imental evaluation of the proposed solution and
present certain quantitative findings that underscore
their methodological choices. In particular, they
measure the ability of the model to correctly clas-
sify long documents by topic. The performance is
typically reported in terms of accuracy with several
different metrics, but other aspects may be tracked
as well such as complexity or speed of inference.
It’s important to note that multiple versions of the
algorithms are tested on several datasets in each
study, which is why accuracy estimations are given
as ranges as shown in Table 1.

The choice of the training and testing datasets
also carries great significance when analyzing the
output of various deep learning algorithms. The
same is true for the length of documents, as all of
the reviewed papers state among their objectives
the improvement of performance with long text
sequences. Datasets may also differ by their vol-
ume, the number of classes, and other parameters
as well, and some studies may include tasks other



Table 2: Overview of the datasets used for training and evaluation with average sequence length

Author Datasets Average document length

(Liu et al., 2018) Custom set comprised of arXiv papers 6000 words
(Wang et al., 2020) 20NG, R8, R52, The Oshumed, MR, From 39 to 389
(Sun et al., 2019) IMDB, Yelp reviews, TREC, Yahoo answers, AG News, DBPedia, Sogou 10 – 740 words
(He et al., 2019) Custom set comprised of arXiv papers 6300 words
(Adhikari et al., 2019) Reuters, AAPD, IMBD, Yelp 2014 145 -390 words
(Beltagy et al., 2020) WikiHop, TriviaQA, HotpotQA, OntoNotes, IMDB, Hyperpartisan from 139 -2000
(Ding et al., 2020) NewsQA, 20NewsGroups,Alibaba and HotpotQA from 300-650 Limited by MemRecall block
(Pappagari et al., 2019) CSAT, 20NG, Fisher Phase I 260 – 1790 words
(Si and Roberts, 2021) MIMIC III 700 tokens
(Huang et al., 2021) IMDB, Yelp 2018 From 100 to 500 words per review
(Khandve et al., 2022) 20NG, BBC News, AG News, BBC Sports, IMDB, R8 From 39 to 389 words per document

than document classification. The overall datasets
used for training and evaluation with average se-
quence length are presented in Table 2.

5 Conclusion and Future Directions

It is beyond doubt that Transformer architecture
changed the way linguistic analysis is performed,
and in a very short time BERT has been widely
accepted as the golden standard of semantic un-
derstanding. However, the greatest value of this
concept may be tied to its flexibility, as it allows
for extensive customization and specialization with
only minimal modifications of the training proce-
dure. While there have been numerous adaptations
of successful Transformer models in the past, it’s
highly likely that the number and quality of deriva-
tive work will increase in the near future. Figuring
out ways to improve an already impressive model
is not easy, but growing presence of this topic in the
online forums and greater availability of research
papers dealing with some of the outstanding chal-
lenges could power the next wave of research in
this direction. This process is already underway,
and a breakthrough achieved with Transformers is
being actively exploited by research teams from
around the world.

Computational efficiency remains the central
challenge, and developing models that can achieve
elite accuracy on a wide range of tasks without
requiring escalating amount of resources is a top
priority for the next stage of research. Some of the
ideas presented in the reviewed works will certainly
be revisited and expanded in the coming years,
and their cumulative contributions could eventu-
ally lead to a consensus solution. In parallel with
the process of consolidation of knowledge and re-
solving practical difficulties, we can also expect
to see a larger number of domain-specific applica-
tions that are designed and trained with real-world

use in mind. Since in many domains there are
long documents to be classified, solving the diffi-
culties that current algorithms are having with long
text sequences will stay a key objective. Local-
ization is another issue that should be addressed
in future work, as most of the current tools were
never tested with non-English datasets. Given that
the volume of non-English documents is enormous
and growing very fast, it would be refreshing to
see language-specific applications that match the
quality of original BERT.

Hybridization of models remains an area that
hasn’t been sufficiently explored, in part due to
huge potential for mixing and matching different el-
ements. The advantages offered by older paradigms
such as recurrent or convolutional neural networks
shouldn’t be ignored, and some very imaginative
efforts to combine them with the attention mecha-
nism were made. Hybrid approaches to long docu-
ment classification are rapidly emerging over the
last few years (Qin et al., 2022), and some of them
deserve to be explored further. Balancing complex-
ity of the model and compatibility of all compo-
nents presents a unique challenge, and it may take
several years before fully mature solutions of this
type start appearing.
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