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Abstract

In this study, we introduce a new method for
creating paraphrase datasets from parallel bilin-
gual corpora. We also introduce large para-
phrase datasets created using this method. We
utilize machine translation to create paraphrase
datasets by translating the English phrases in
Turkish-English parallel datasets to Turkish.
Detailed pre-processing steps are applied to
the text pairs. A sample from our translated
datasets was annotated by native speakers for
semantic similarity, and a model with the same
task was chosen based on the correlation with
human annotations. We then filtered the pre-
processed and translated text pairs by semantic
similarity calculated by the chosen model. Two
pre-trained encoder-decoder architectures were
fine-tuned on the datasets that we created. We
present results asserting our data collection and
filtering method’s effectiveness.

1 Introduction

Paraphrase generation can be applied in several
fields including data augmentation (Kumar et al.,
2019), machine translation evaluation (Thompson
and Post, 2020), chatbots (Garg et al., 2021), ques-
tion answering (Zhu et al., 2017), and semantic
parsing (Cao et al., 2020). A major challenge in
paraphrase generation research is the lack of large
paraphrase datasets, especially in languages other
than English. This served as a motivation for us to
create high-quality and large paraphrase datasets in
Turkish. We use English-Turkish datasets and trans-
late the sentences from English to Turkish. Seman-
tic similarity is then calculated using a Transformer-
based (Vaswani et al., 2017) model for each pair in
the resulting Turkish-Turkish datasets. Pairs that
have a score greater than a threshold are accepted as
paraphrases. The threshold is chosen in accordance
to human annotations collected by us.

Our main contributions are as follows:

• We present the largest Turkish paraphrase

datasets yet consisting of approximately 800k
pairs in total.

• We introduce a new method for creating a
paraphrase dataset from a parallel corpus com-
bining machine translation and semantic simi-
larity based filtering.

• We share paraphrase generation models
trained on the datasets we introduce as part
of our work and evaluate them using several
benchmark metrics.

• We share a manually annotated semantic tex-
tual similarity dataset consisting of 500 pairs.

The datasets and the fine-tuned models are shared
publicly.1 We hope that our work encourages more
research in this area, and provides a dataset that can
be used for benchmarking paraphrase generation
architectures and datasets in the future.

2 Related Work

The task of finding texts with similar or identical
meaning, often called paraphrase identification is
a challenging task. Several approaches have been
tried to create paraphrase datasets in previous work.

Manual paraphrase collection is very expensive,
unscalable and implausible with limited resources.
Studies in this area have usually made use of crowd
sourcing to construct a paraphrase dataset (Burrows
et al., 2013). The main advantage of this method
is its effectiveness in constructing a high-quality
dataset where diversity of the sentences can be
increased without the fear of producing pairs with
low semantic similarity.

Semantic similarity based mining can be em-
ployed to detect paraphrases in a corpus of texts.
Each sentence is compared with every other sen-
tence in the corpus and given a similarity score, the

1https://github.com/mrbesher/semantic-filtering-for-
paraphrasing



sentence with the highest score is considered a para-
phrase. This method suffers from quadratic runtime
and thus fails to scale to large paraphrase datasets.
A similar approach was employed in (Martin et al.,
2020).

Machine translation can be used where a text is
translated to a pivot language then to the source lan-
guage again (Wieting and Gimpel, 2018), (Wieting
and Gimpel, 2018), (Suzuki et al., 2017). Multi-
ple pivot languages can be used in a similar man-
ner. While this method is successful, it may suffer
from noise caused by automatic translation from
the source to the pivot language and back from it.

Other automatic approaches were used like us-
ing parallel movie subtitles (Aulamo et al., 2020),
image captions of the same image (Lin et al., 2014),
and texts that can be marked as paraphrases based
on different conditions such as duplicate ques-
tions,2 duplicate posts (Lan et al., 2017), and text
rewritings (Max and Wisniewski, 2010).

A handful of research on Turkish paraphrase
dataset creation have been shared. (Karaoğlan
et al., 2016) conduct a study resulting in 2,472 text
pairs annotated by humans. (Demir et al., 2013)
present a paraphrase dataset consisting of 1,270
paraphrase pairs from different sources. The men-
tioned datasets are not shared publicly. (Bağcı and
Amasyali, 2021) present a combination of trans-
lated and manually generated datasets focusing on
question pairs, and train a BERT2BERT architec-
ture on it. None of the existing studies provide a
comprehensive dataset in Turkish to the best of our
knowledge.

3 Dataset Creation

The dataset creation process pipeline consists of
several steps to ensure that the dataset is of high
quality. Firstly, English-Turkish parallel texts with
only one source and one target were downloaded
using Opus Tools (Aulamo et al., 2020).

We considered using the datasets shared on
OPUS (Tiedemann, 2012).3 The following datasets
where downloaded, examined, filtered and machine
translated:

• OpenSubtitles2018: A large database of
movie and TV subtitles across 60 languages4

compiled, pre-processed and aligned by (Li-
son and Tiedemann, 2016).

2https://www.kaggle.com/c/quora-question-pairs
3https://opus.nlpl.eu/
4http://www.opensubtitles.org/
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Figure 1: Dataset Creation Pipeline

• TED2013: A parallel dataset of TED talk
subtitles originally provided by Web Inventory
of Transcribed and Translated Talks.5 The
talks were translated automatically, leading to
significant noise.

• Tatoeba v2022-03-03: A collaborative collec-
tion of sentences and translations, compiled
using crowdsourcing.6

Text pairs were pre-processed according to the char-
acteristics of each dataset to remove unwanted text
pairs. An example is removing the explanations
done in the TED dataset indicated by two hyphens
before and after the explanation while keeping text
in square brackets as they made the statements
more understandable.

Machine translation is applied on the whole
dataset from English to Turkish. At this stage
the dataset contains valid text pairs that are candi-
dates to be paraphrases. Source and translated sen-
tences were removed if one includes the other and
pre-processing steps were applied again to remove
noisy texts generated by the translation model. Af-
ter that, semantic similarity between text pairs is
measured and pairs with a high semantic similarity
score are chosen as paraphrases. The steps, illus-
trated in Figure 1, ensure a robust process to create
a high-quality paraphrase dataset.

4 Translation and Semantic Similarity
Based Filtering

4.1 Translation

Due to the huge volume of data that we aimed to
translate, usage of online machine translation ser-
vices was unfeasible due to restrictions set by the
providers. We chose a machine translation model
provided by OPUS-MT project (Tiedemann and

5https://wit3.fbk.eu/
6https://tatoeba.org



Thottingal, 2020) and shared publicly on Hugging
Face.7

4.2 Human Annotations for Ground Truth
Semantic Similarity

To filter the pairs further, we considered using a
semantic similarity metric to remove pairs with
low semantic similarity. We had several models
to achieve the task of semantic similarity scoring
to choose from. For model selection, we sampled
250, 150, and 100 pairs from OpenSubtitles2018,
Tatoeba, and TED2013 respectively. The samples
were then annotated by 6 native Turkish speakers,
with each pair assigned to two different annotators.
Following (Creutz, 2018), each pair could be as-
signed one of the labels described in Table 1. If the
annotators disagreed and the score difference was
less than two, the label indicating less semantic
similarity was chosen. Otherwise, the label was
discarded.

A bot was created on Telegram8 to ease the pro-
cess of annotation collection and the scores col-
lected from annotators were used later to determine
a threshold to filter out low quality paraphrases.

Annotators disagreed by two points on 16 sam-
ples from OpenSubtitles2018 (OST), 5 samples
from TED2013 (TED), and 3 samples Tatoeba
(TAT). Therefore, a total of 24 samples were re-
moved. The distribution of the labels in each
dataset is shown in Table 2.

The desired phrase pairs are the ones labeled
as near-synonyms or synonyms. 66.32%, 70.94%
and 88.44% of the pairs in TED, OST and TAT
respectively can be considered paraphrases accord-
ingly. The results show a need for further filtering
as phrases with different meanings are expected to
affect the model’s performance.

4.3 Semantic Similarity Based Filtering

Several semantic similarity models were consid-
ered to filter the text pairs. The goal is to cap-
ture the closeness in meaning between two input
texts. The models we considered utilize BERT as
a baseline (Devlin et al., 2019). Among those are
Bi-encoders, two identical encoders that compute
embeddings of sentences separately. Cosine sim-
ilarity is then calculated between the embedding
pair. We considered three pretrained models of this
kind:

7https://huggingface.co/Helsinki-NLP/opus-tatoeba-en-tr
8https://telegram.org/

• distiluse-base-multilingual-cased: Pre-
sented in (Reimers and Gurevych, 2020),
this model creates multilingual sentence
embeddings. The training objective is to
map translated sentences’ embeddings to the
embeddings of the original sentences.

• multilingual-l12: This model maps texts to
a 384 dimensional dense vector space, the
model is shared on Huggingface.9

• emrecan: This model was fine-tuned on a
machine translated version of STS-b10 and
NLI (Budur et al., 2020) to map texts to a 768
dimensional dense vector space. Contrary to
the models mentioned before, this model is
trained on Turkish datasets.

Cross-encoder networks (Reimers and Gurevych,
2019) accept sentence pairs as inputs, and output
the semantic similarity between sentences. Follow-
ing (Beken Fikri et al., 2021), and using their STS-b
(Cer et al., 2017) dataset, which was translated by
the authors using Google Cloud Translation API.11

We fine-tuned BERTurk12 starting from 5 random
seeds for 4 epochs and used the model with the
highest correlation score with the similarity labels
on the development set split provided by the au-
thors.

We chose the semantic similarity model that fil-
tered out the least amount of pairs labeled as syn-
onyms or near-synonyms. The goal is to remove
pairs labeled as having distant meanings or no rel-
evance. We chose thresholds for each model such
that after filtering out pairs below the thresholds in
the sample annotated by humans, 95% of the kept
pairs are labeled as synonyms or near-synonyms.
The percentage of the valid pairs kept can be seen in
Table 3 for every model. Emrecan was chosen for
filtering due to its superiority to the other models.

Table 4, shows the number of text pairs before
any filtering was applied in the raw column and the
number of kept pairs after pre-processing, prior to
translation. The number of pairs kept after seman-
tic similarity based filtering is shown in the last
column.

9https://huggingface.co/sentence-
transformers/paraphrase-multilingual-MiniLM-L12-v2

10https://huggingface.co/datasets/emrecan/stsb-mt-turkish
11https://github.com/verimsu/stsb-tr
12https://huggingface.co/dbmdz/bert-base-turkish-cased



Category Description Example
Eş Anlamlı İki cümle birbirlerinin yerine kullanıla-

bilir ve temelde aynı anlama gelmekte-
dir.

Ona yaklaşmayın, hasta olabilir.
Ondan uzak durun! Hasta olma ihtimali
var.

Synonyms The two sentences can be used inter-
changeably and essentially mean the
same thing

Do not get close to him. He might be
sick.
Stay away from him! There is a chance
that he is sick.

Yakın Anlamlı Cümlelerin tarzları farklı olsa da iki
cümlenin aynı anlama geldiğini düşün-
mek mümkün.

O, saçını yapma tarzını değiştirdi.
Saçının şeklini değiştirmiş.

Near-synonyms Even though the style of the sentences
is different they can be thought to have
the same meaning.

She changed the way she does her hair.
She changed the shape of her hair.

Uzak Anlamlı İki cümlenin neden yan yana geldiği an-
laşılabilir ancak aynı anlama geldikleri
söylenemez.

Farklı roller için de seçmelere
katılmıştım
Birkaç rol için bekledim.

Distant Meanings It can be explained why the sentences
are coupled together but one cannot
consider them to have the same mean-
ing

I attended the auditions for different
roles.
I waited for some roles.

Alakaları Yok Cümleler arasında bir bağlantı yok.
Farklı anlamlara sahipler.

Afedersin bana benim iki elim yeter.
Üzgünüm, sadece ikisini alabilirim.

No Relevance The sentences have no connection.
They have different meanings.

Execuse me, my two hands are enough
for me.
Sorry, I can only take two of them.

Table 1: Semantic Similarity Labeling Task Description for Human Annotators

Label OST TAT TED
No Relevance 25 2 6

Distant Meanings 43 15 26
Near-synonyms 92 40 37

Synonyms 74 90 26

Table 2: The distribution of human annotations across
the datasets

Model OST TAT TED
BERTurk 33.73 33.85 42.86
Distiluse 40.36 8.46 34.92

Multilingual-l12 36.75 9.23 36.50
Emrecan 42.68 26.92 46.03

Table 3: Percentage of the Kept Valid Pairs

5 Experiments

We ran experiments to measure the quality of our
constructed datasets. These are intended to be used
as a baseline for future research on Turkish para-
phrase generation. We train our models on the

unfiltered and the filtered versions of our datasets
to analyze the applied filtering method’s impact on
the quality of our datasets.

For our experiments, we randomly select 5% of
the pairs in each dataset as development split and
5% as test split. The rest of the pairs are used for
training the models. In this section we present the
experimental results of the models we fine-tuned
on the train splits and tested on the test splits of
our datasets. We employ transfer learning using
pre-trained Text-to-Text Transformer models. mT5
is a multilingual variant of T5 presented in (Xue
et al., 2021). We use a pre-trained checkpoint of
mT5-base provided by Google and published on
Hugging Face.13 We also utilized BART (Lewis
et al., 2020) using trBART, a checkpoint of BART-
base (uncased) pre-trained from scratch by (Safaya
et al., 2022). The authors published the model on
Hugging Face.14

In our initial experiments, models fine-tuned

13https://huggingface.co/google/mt5-base
14https://huggingface.co/mukayese/bart-base-turkish-sum



Name Raw Pre-processing Similarity Based Filtering
OST 13,190,557 1,944,955 706,468
TAT 393,876 265,203 50,423
TED 131,874 104,238 39,763

Table 4: Number of Text Pairs in the Datasets Before and After Filtering

on the TED dataset failed to generate acceptable
parahrases. We did not continue experimenting
with the dataset, and thus only provide the trans-
lations and the filtered dataset without experiment
results.

Our models were trained for 4 epochs with a
learning rate of 1e− 4 on the OST dataset, and for
6 epochs with a learning rate of 1e− 4 on the TAT
dataset. Those values yielded the highest BLEU
scores of the models on the development splits after
several experiments with different learning rates.
Five candidate texts were generated for each source
text. The candidate with the highest probability that
does not consist of the same letters as the source
was chosen for evaluation.

We report the following metrics: BERTScore
(Zhang et al., 2019),15 BLEU (Papineni et al.,
2002),16 ROUGE (Lin, 2004), METEOR (Banerjee
and Lavie, 2005), and TER (Snover et al., 2006).
The scores reported in Table 5 are the mean of 4
results from 4 training runs using the settings we
described earlier.

Note that the mT5-base trained on the OST
dataset outperformed the other models in both
datasets. This, in our opinion, suggests general-
izability and high dataset quality. To further assess
the impact of our filtering method, we fine-tuned
mT5-base on the unfiltered datasets and observed
that despite the difference in size, the models fine-
tuned on the unfiltered datasets yielded worse per-
formance on the OST dataset and less semantically
similar pairs on the TAT dataset. We believe that
this is due to the fact that TAT is more carefully con-
structed using crowdsourcing, and thus the effect
of semantic similarity based filtering is less visi-
ble. We report the score of mT5-base trained for 3
and 4 epochs on the unfiltered OpenSubtitles2018
(OST-RAW) and Tatoeba (TAT-RAW) respectively.
The scores of the model on the test splits started to
decrease after those epochs.

We present some generated paraphrase examples
in Appendix A, to highlight the success and the

15https://github.com/Tiiiger/bert_score
16https://huggingface.co/spaces/evaluate-metric/bleu

failure cases of the fine-tuned models.

6 Conclusion

We detailed an approach for creating paraphrase
datasets from parallel text coprora using machine
translation and semantic similarity based filtering.
For filtering, we chose a semantic similarity model
that kept the most paraphrases in the datasets based
on similarity labels we collected from human an-
notators for a sample of our datasets. We present
the paraphrase datasets we created with benchmark
results of Text-to-Text Transformer models trained
on our datasets across a variety of metrics.

7 Future Work

Our approach results in a high-quality paraphrase
dataset, but has a downside of filtering out valid
pairs with low lexical similarity depending on the
semantic similarity metric used. We plan on com-
bining lexical and semantic similarity into a new
filtering metric to obtain a dataset that has more
diverse pairs. We will compare the effectiveness
of models trained on the current datasets and the
diverse dataset in data augmentation for different
tasks. Furthermore, we also plan to test the ef-
fect of curriculum learning (Bengio et al., 2009)
on the newly created diverse datasets, and similar
to (Li et al., 2018) we will evaluate the output of
the models with the help of human annotators on
multiple aspects like clarity, fluency, and semantic
similarity.
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Source Ve onu sizden kimse alamaz, beyler. Woodhouse tatlım biraz daha buza ihtiyacım var. Bir sandviçe yetecek kadar malzemem var.
And no one can take it away from you, gentlemen. Woodhouse, honey, I need some more ice. I’ve got stuff that will be enough for a sandwich.

mT5-base (OST) Ve kimse onu sizden alamaz, beyler. Woodhouse, tatlım, biraz daha buz lazım. Bir sandviç için yeterli malzemem var.
And no one can take it away from you, gentlemen. Woodhouse, honey, there is a need for more ice. I’ve got enough stuff for a sandwich.

trBART (OST) beyler ve onu sizden kimse alamaz. woodhouse biraz daha buza ihtiyacım var. bir sandviçe yetecek kadar malzeme var.
gentlemen and no one can take it away from you. woodhouse, I need some more ice. there is enough stuff for a sandwich.

mT5-base (TAT) Kimse bunu sizden alamaz, beyler. Woodhouse tatlım biraz daha buza ihtiyacın var. Sandviçe yetecek kadar malzemem var.
No one can take that away from you, gentlemen. Woodhouse, honey, you need more ice. I’ve got stuff that will be enough for sandwich.

trBART (TAT) beyler ve onu sizden kimse alamaz. woodhouse biraz daha buza ihtiyacım var. bir sandviçe yetecek kadar malzeme var.
gentlemen and no one can take it away from you. woodhouse, honey, there is a need for more ice. there is enough stuff for a sandwich.

mT5-base (OST-RAW) Kimse onu senden alamaz, çocuklar. Woodhouse, tatlım, biraz daha buz lazım. Bir sandviç için yeterli malzemem var.
No one can take it away from you, kids. Woodhouse, honey, there is a need for more ice. I’ve got enough stuff for a sandwich.

mT5-base (TAT-RAW) Kimse bunu sizden alamaz, beyler. Woodhouse tatlım biraz daha buza ihtiyacın var. Sandviçe yetecek kadar malzemem var.
No one can take that away from you, gentlemen. Woodhouse honey you need more ice. I’ve got stuff that will be enough for sandwich.

Table 7: Generated Paraphrases of Examples from the OST Dataset

Source Tom daha sonra ne yapacağını bilmiyordu. Tom asla tek başına oraya gitmezdi. İlk olarak ne yapacaklarını merak ettiler.
Tom didn’t know what to do next. Tom would never go there by himself They wondered what they would do first.

mT5-base (OST) Tom ne yapacağını bilmiyordu. Tom oraya tek başına gitmezdi. Önce ne yapacaklarını merak ettiler.
Tom didn’t know what to do. Tom wouldn’t go there by himself. They wondered what they would do before.

trBART (OST) tom bundan sonra ne yapacağını bilmiyordu. tom oraya hiç gitmezdi. ilk olarak ne yapacaklarını merak ediyorlar.
tom didn’t know what to do next. tom never went there. they are wondering what they’re going to do first.

mT5-base (TAT) Tom sonra ne yapacağını bilmiyordu. Tom oraya asla tek başına gitmez. İlk başta ne yapacaklarını merak ettiler.
Tom didn’t know what to do next. Tom never goes there by himself. They wondered what they were going to do at first.

trBART (TAT) tom bundan sonra ne yapacağını bilmiyordu. tom oraya hiç gitmezdi. ilk olarak ne yapacaklarını merak ediyorlar.
tom didn’t know what to do next. tom never went there. they are wondering what they’re going to do first.

mT5-base (OST-RAW) Tom bundan sonra ne yapacağını bilmiyordu. Tom oraya hiç tek başına gitmedi. Önce ne yapacaklarını merak ediyorlar.
tom didn’t know what to do next. Tom didn’t go there by himself. They are wondering what they would do before.

mT5-base (TAT-RAW) Tom bundan sonra ne yapacağını bilmiyordu. Tom oraya asla tek başına gitmez. Önce ne yapacaklarını merak ettiler.
Tom didn’t know what to do next. Tom never goes there by himself. They wondered what they would do before.

Table 8: Generated Paraphrases of Examples from the TAT Dataset


