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Abstract

Known vulnerabilities in software are solved
through security patches; thus, applying such
patches as soon as they are released is crucial
to protect from cyber-attacks. The diffusion
of open source software allowed to inspect the
patches to understand whether they are security
related or not. In this paper, we propose some
solutions based on state-of-the-art deep learn-
ing technologies for Natural Language Process-
ing for security patches detection. In the exper-
iments, we benchmarked our solutions on two
data sets for Java security patches detection.
Our models showed promising results, outper-
forming all the others we used for comparison.
Interestingly, we achieved better results train-
ing the classifiers from scratch than fine tuning
existing models.

1 Introduction

The use of Open Source Software (OSS) has be-
come a common practice in proprietary projects,
especially thanks to the speed up in software pro-
duction and the costs reduction (Vaughan-Nichols,
2015). However, this practice comes with the risk
of introducing vulnerabilities in private code-bases.
In this context, we introduce the concept of security
patches: a security patch is a special type of code
patch, which is a set of changes to be applied to
some software to update, fix, or improve it. These
security patches are designed to solve code vulner-
abilities that causes the exposure to cyber-attacks.

The aforementioned code vulnerabilities have
been categorised using different notations. The
most famous are the Common Vulnerabilities and
Exposures (CVE) and the Common Weakness Enu-
meration (CWE); both provide a description of the
vulnerabilities discovered and the second one is
organised hierarchically. Moreover, there exists
data bases containing a list of vulnerable commits

(changes to the software code base) like the Na-
tional Vulnerability Database (NVD) and the Soft-
ware Assurance Reference Dataset (SARD), which
offer an helpful reference to understand these vul-
nerabilities. They contain examples of vulnerable
code paired with the non-vulnerable counterpart,
thus providing test cases for software production.

In this work we focus on OSS projects in Java
maintained on GitHub. On this platform, a commit
represent an update to the code base and is com-
posed of two parts: commit message (a short de-
scription in natural language of the updated piece(s)
of code) and patch (sometimes called code changes,
it consists of one or more hunks). Hunks are the
differences between the old version and the new
version of source code files. These hunks are usu-
ally surrounded by context lines of the original
untouched source code and marked with line num-
bers. Deleted rows are marked with an initial -,
while the added rows start with a +.

Usually, in the process of software development,
the software maintainers are overwhelmed by the
number of patches released in their dependencies,
which can refer to one of those OSS projects. Since
applying patches requires extra work and down-
time, it is important to prioritise security patches.
In this sense, we propose a method based on Nat-
ural Language Processing (NLP) technologies to
analyse the code modified in the patch, focusing
on the semantics expressed in the code, to detect
security patches, and thus allow to prioritise them.

We organise this paper as follows: in Section 2
we present the related research works for code anal-
ysis and classification, in Section 3 we presents
the data sets we used as benchmarks in the experi-
ments, in Section 4 we provide an overview of the
models we considered and how we used them to
tackle the detection task, in Section 5 we present
the experimental approach we followed and the re-
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sults we obtained, and in Section 6 we provide final
remarks and propose possible future extensions.

2 Related work

NLP is the area of Artificial Intelligence (AI) fo-
cused on the analysis and synthesis of human lan-
guage. Recently, the introduction of Deep Learn-
ing-based techniques in this area has pushed signif-
icantly forward the state-of-the-art on many prob-
lems. In particular, the development of Deep Prob-
abilistic Language Models based on the Trans-
former Architecture (Vaswani et al., 2017) like
GPT (Brown et al., 2020), BERT (Devlin et al.,
2019) and T5 (Raffel et al., 2020) seems to have
enabled an impressive step forward. These models
for sequence analysis are pre-trained on large text
data sets doing simple tasks like next token/word
prediction and can be fine-tuned for any problem,
yielding impressive results due to the informative
hidden representations learnt during pre-training.

These same models and techniques used for nat-
ural language, can be also applied for artificial lan-
guages, such as programming languages. In fact,
according to the Naturalness Hypothesis (Hindle
et al., 2016; Allamanis et al., 2018), we can treat
source code in the same way of a document writ-
ten in plain natural language. As a result, deep
learning models for sequence and graph processing
have been actively used to process code, includ-
ing vulnerability classification (Otter et al., 2018;
Semasaba et al., 2020; Wu, 2021).

The application of deep learning techniques to
source code analysis evolved similarly to natural
language. Early solution tackled the problem of
extracting a distributed continuous representation
of code pieces similarly to early works for NLP
based on embeddings (i.e., vector semantic repre-
sentations).

Initially, word embedding models for NLP used
static and shallow embedding matrices to project
words into compact and dense representations
(Mikolov et al., 2013a,b; Pennington et al., 2014;
Bojanowski et al., 2017). Such word representa-
tions can be further combined to obtain semantic
vectors representing sentences (Pagliardini et al.,
2018; Arora et al., 2017; Zhelezniak et al., 2019;
Muffo et al., 2021, 2022) or even entire documents
(Le and Mikolov, 2014; Chen, 2017; Hosseini et al.,
2022).

Following these approaches, Code2Vec (Alon
et al., 2019) was developed to extract distributed

representations of the tokens in a piece of code.
However, Code2Vec exploits more complex struc-
tures than vanilla word emebedding models, like
Abstract Syntax Trees (AST), to compute the vector
representations.

More recently, models for contextual representa-
tion from sequence analysis have emerged: Code-
BERT (Feng et al., 2020) , for instance, employs the
BERT auto-encoder to carry out source code and
natural language analysis, serving as impressive
feature extraction model that can be used on many
downstream tasks, including vulnerability detec-
tion. There are also pre-trained models trained di-
rectly for patch analysis, like CommitBERT (Jung,
2021), however their accessibility is still limited.

Besides feature extraction for code analysis,
many works focused also on specific tasks. In the
context of security patch detection/classification,
many solution work on C/C++ data sets (due to
to higher data availability) and employ multiple
sub-models to break down the input analysis.

In the case of SPI (Zhou et al., 2022) and
PatchRNN (Wang et al., 2021), both models
use multiple Long Short-Term Memory (LSTM)
(Hochreiter and Schmidhuber, 1997) networks fed
using Word2Vec embeddings trained on C code
tokens. SPI uses two LSTMs to extract features
respectively from the added and deleted lines of
code in a patch and it further enhance the input
with the commit message to carry out the classifi-
cation. PatchRNN uses a twin LSTM solution to
analyse the code before and after the patch with the
information from the commit message to classify
the patch. Both models encode the commit mes-
sage using standard embedding techniques, namely
Word2Vec, and use a mixture of experts to combine
the results of code analysis with that of the commit
messages. Differently, CC2Vec (Hoang et al., 2020)
processes only the code changes and exploits the
hierarchical structure of a patch (divided into token,
line, and hunk) thorough a Hierarchical Attention
Network (HAN). It analyses with two separate net-
works added and deleted lines and the post-process
together the extracted feature vectors. This last
approach was employed also for the classification
of C language patches to identify the stable ones.

Concerning Java-specific solutions for security
patches classification, Commit2Vec (Lozoya et al.,
2021) represent the closest work to the one we ap-
resent in this paper. However, the data set used
by Commit2Vec is only partially available, making



impossible a direct comparison with our work. The
Commit2Vec model is based on Code2Vec embed-
dings: it encodes the AST of previous and current
versions code (with respect to the patch), then an at-
tention layer further processes the embedded code
differences to perform the classification.

All the aforementioned works use binary classes
division to categorise the security patches, while we
are also interested in macro-classes identification.

Recent results showed that handcrafted features
and a Random Forest classifier (Breiman, 2001)
are sufficient to obtain reasonable performances on
a set of ten macro-classes derived by the original
CVE labels (Wang et al., 2020).

3 Data

To the end of this work, we focused only on Java se-
curity patches. In particular, we used three separate
data sets: the first two are private data collections,
while the latter is publicly available and was cu-
rated by Ponta et al. (2019).

We merged the first two data sets into one com-
prising 123 000 samples (i.e., code patches, with
1157 being related to security issues). Samples
from the former data set use a binary labelling sys-
tem, while those from the latter used both CVE and
CWE notations. After merging, labels were uni-
formed to the binary system with the two classes be-
ing security and non-security. The training set was
composed of 933 and 918 samples (respectively
for the two classes) and the test set was composed
of 224 and 239 samples (respectively for the two
classes). To cope with the unbalance in the data set
we undersampled the non-security class.

The third data set (Ponta et al., 2019) is com-
posed of 1175 security patches labelled with the
CVE notation. Due to the high number of different
classes, that would have prevented effectively train-
ing a classifier, we first converted the CVE notation
to CWE (yielding 605 different classes instances)
and then we clustered manually the resulting labels
down to five:

Improper management of resources patches to
solve vulnerabilities connected to resources
and variables (e.g., buffer overflow).

Cryptography features patches to solve vulnera-
bilities connected to data security and infor-
mation leakage.

Authentication errors patches to solve vulnera-

bilities connected to access control, authenti-
cation, and user sessions.

Other all the security patches that don’t fall under
the previous categories (e.g., channel errors).

Non-security complementary class to the security
patches (e.g., bug fixes, new features, etc.).
Samples from this class were taken randomly
from the first two data sets.

Pre-processing steps of all data sets consisted in:

• the extraction of added and deleted lines from
the patches;

• replacement of comments, strings, and num-
bers with as many special tokens;

• splitting of function and variable names (we
used the most common naming conventions
like snake case, camel case, and kebab case);

• deletion of special characters and stopwords
(with the exception of java specific ones).

We divided code tokens on spaces and lowercased
to all non-special tokens.

4 Methodology

In the following, we describe how we encoded the
input sequence representing the code to analyse
and the neural network models we considered to
carry out the classification task. We distinguished
between baseline models, used to get an idea of the
performances achievable on the considered data
sets, and advanced models, which exploit more
complex architectures to obtain the best results.

4.1 Embedding
As happens for natural language, we converted the
sequence of tokens written in Java into a continu-
ous vector representation compatible with neural
networks. For this task we considered different
embedding models:

Uninitialised embeddings we employed 32-
dimensional randomly initialised embeddings
we trained with the overall models.

Word2Vec we trained a 100-dimensional embed-
ding model on the code contained in the pri-
vate data sets.

Code2Vec we resorted to a pre-trained model with
128-dimensional embeddings.



Tests showed that uninitialised embeddings yield
a better representations for our task. This is also
supported by the results we report in Section 5:
uninitialised models achieve the best scores.

4.2 Baseline models
We considered two baseline classification models:

XGBoost (Chen and Guestrin, 2016) we trained
this model on handcrafted features, similar
to those used by Wang et al. (2020), and we
employed a count encoder for the patch.

LSTM we employed this baseline similarly to the
work on Commit2Vec, we employed this base-
line; however, we fed it with the added and
deleted lines concatenated with a special sep-
arator token.

4.3 Advanced models
As premised, a part from the baselines, we con-
sidered more complex models. For many of them
we considered a base version and the patch ver-
sion, were the internal model is replicated to anal-
yse separately added and deleted lines as in the
work on PatchRNN. We leveraged both pre-trained
models coming from previous works or generic
uninitialised models:

PatchRNN inspired by the original work, we used
twin recurrent networks to encode separately
added and deleted lines. We used Gated Re-
current Units (GRU) (Cho et al., 2014) with
64 hidden units to build this model.

HAN as for the PatchRNN, we took inspiration
from the HAN used in CC2Vec, and imple-
mented a three layer version of it (respectively
for word, hunk and file level). In each layer
we used GRUs, with 64 hidden units, and at-
tention was computed on top of it. During the
hyperparameters search, we fixed the number
of files to two and hunks to three for the sake
of parallelisation.

CodeBERT we employed a pre-trained trans-
former trained on source code as it is common
practice nowadays in NLP tasks. The input
structure is the same of the LSTM baseline.
We used both the original pre-trained model
and a variant available via the Transfomers
library (Wolf et al., 2020) (alternative model
link). Additionally, for this model we tested
both fine-tuning and simple transfer learning.

PatchCodeBERT we used the pre-trained Code-
BERT to build a twin version of it, replicating
the initial model and feeding one with the
added lines and one with the deleted lines.

Transformer we considered an uninitialised
Transformer encoder with bi-directional atten-
tion (as BERT), thus re-proposing a smaller
version of CodeBERT.

PatchTransformer similarly to what we did with
the Transformer and CodeBERT, we used a
smaller uninitialised version of PatchCode-
BERT that we trained from scratch.

Since many of the models we considered use
separate encoders for added and deleted lines in
the patches, we developed a merging layer working
on the intermediate hidden vectors. The proposed
layer, similarly to the one employed by CC2Vec,
concatenates the two vectors, their product, their
difference, and their cosine and euclidean distances.
The resulting vector is passed through a final classi-
fication layer. The remaining models directly apply
the final projection on the hidden representation.

5 Experiments and results

Table 1: Results on the private data sets.

Method F1

Validation Test

XGBoost 0.692± 0.033 0.695
LSTM 0.823± 0.008 0.829

PatchRNN 0.696± 0.007 0.635
HAN 0.787± 0.007 0.777
CodeBERT 0.767± 0.019 0.764
PatchCodeBERT 0.731± 0.023 0.728
Transformer 0.841± 0.014 0.870
PatchTranformer 0.831± 0.014 0.827

Table 2: Results on the data set by Ponta et al. (2019).

Method macro F1

Validation Test

LSTM 0.661± 0.054 0.607
Transformer 0.667± 0.033 0.635
PatchTranformer 0.643± 0.020 0.601

https://huggingface.co/mrm8488/codebert-base-finetuned-detect-insecure-code


We divided the experiments following the data
sets division. First, we trained multiple models
on the private data sets with the binary labelling
system. We selected the best models from the first
step for training on the third data set with the five
macro-categories. To assess the goodness of the
results we measured the F1-score achieved by the
classifiers on the test and validation sets. The F1-
score on the third data set is computed applying
macro averaging among the macro-categories. Re-
sults on validation sets are reported as avg. ± std
because we applied 3-fold cross validation.

We reported the results on the private data sets
in Table 1. The transformer based solutions clearly
outperformed the other models we considered. In
this case we employed a 2 layers Transformer net-
work with 32 hidden units, 4 attention heads, and
a maximum of 768 tokens in the input sequence.
Interestingly Transformer, LSTM, and PatchTrans-
former models, which achieved the best results,
didn’t undergo any pre-training, indicating that fine-
tuning may be counterproductive in some cases.

We reported the results on the third data set in
Table 2. Here we considered only the three best
methods from the first experiment. The results
confirmed those of the private data sets: the Trans-
former model performed better than all the other
considered solutions. In this case we increased
the hidden units size of the Transformer to 128.
The drop in the F1-score with respect to the previ-
ous experiment was expected since we moved to a
multi-class problem where the issue of unbalance
has most probably harmed the performances.

6 Conclusion

In this paper we evaluated different approaches for
security patches detection in Java OSS using NLP
technologies. Despite the general improvements in
many NLP tasks due to the use of pre-trained mod-
els, in our experiments we found that uninitialised
models yield better results than fine-tuned ones;
this is most probably due to the insufficient pres-
ence of Java code in the pre-training of the consid-
ered models. Differently from previous works, we
also noticed that using separate sub-models yields
worse performances than using a single model.

In the future we are willing to work on two com-
plementary directions. On one side we are inter-
ested in exploring other pre-trained models to re-
fine, either sequential or graph ones. On the other
side we are interested in working on larger data

sets; thus exploiting C/C++ resources can be use-
ful to produce improved models than can be then
transferred to under-resourced languages like Java.
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