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Abstract

The NLP research community resort conven-
tional Word Co-occurrence Network (WCN)
for keyphrase extraction using random walk
sampling mechanism such as PageRank algo-
rithm to identify candidate words/ phrases. We
argue that the nature of WCN is a path-based
network and does not follow a core-periphery
structure as observed in web-page linking net-
work. Thus, the language networks leveraging
on bi-grams may represent better semantics for
keyphrase extraction using random walk. In
this work, we use bi-gram as a node and adja-
cent bi-grams are linked together to generate
an EdgeGraph. We validate our method over
four publicly available dataset to demonstrate
the effectiveness of our simple yet effective lan-
guage network and our extensive experiments
show that random walk over EdgeGraph rep-
resentation performs better than conventional
WCN. We make our codes and supplementary
materials available over Github1.

1 Introduction

The language network is a textual representation
of documents in the shape of a graph to exploit the
best features as their characteristics. With recent
developments in statistical keyphrase extraction,
language network plays a pivotal role in identify-
ing underlying patterns among words, phrases or
sentences (Garg, 2021). The research community
maps these patterns using the network properties
as the structural properties of language networks
has gained much attention in recent years (Lu et al.,
2021). Existing literature contains substantial stud-
ies over the structural properties for different lan-
guages (Vera and Palma, 2021) and different do-
mains (Garg and Kumar, 2020; Quispe et al., 2021)
resulting into development of real-time language
independent and domain-specific techniques, re-
spectively.

1https://github.com/drmuskangarg/
EdgeGraph

Figure 1: Overview of the proposed work

We further use the structural properties in mod-
eling the dynamics of evolving language networks
for downstream NLP applications, for instance, the
Dynamic Heartbeart Graph (DHG) for event detec-
tion on Twitter (Saeed et al., 2019); and tracking the
dynamics of co-word networks for emerging topics
(Huang et al., 2021; Katsurai, 2017). An essential
element for these graph-based topic detection and
tracking applications is keyphrase extraction.

The conventional WCN is established as a
benchmark representation of textual documents for
random walk based keyphrase extraction(Kazemi
et al., 2020; Campos et al., 2020). The random
walk sampling is characterized by stochastic move-
ment of several iterations over a network for re-
distributing weights to nodes. This concept of ran-
dom walk was initially introduced for web-page
linking due to the core-periphery structure (Getoor
and Diehl, 2005) of the World Wide Web (WWW)
connectivity. However, we observe that:

1. The WCN has significant bias towards the
node which represents frequently occurring
words irrespective of its context.

2. In a WCN, the edge-weight gives better in-
sights than a node degree (Garg and Kumar,
2018a) which shows the importance of bi-
gram in a language network .
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3. The WCN does not support the core-periphery
structure like web-page linking which is an im-
portant property for the PageRank algorithm.

In this work, we study a significance of replac-
ing WCN with EdgeGraph for random walk based
GKET. The overview of our proposed approach is
shown in the Fig. 1. The major contributions of
this research are:

1. We propose the EdgeGraph, a graph-based
textual representation to increase the informa-
tion in every node and accommodate edge-
distribution property.

2. We use four different publicly available text
collections for keyphrase extraction to vali-
date the EdgeGraph over WCN.

3. The statistical studies validates the effective-
ness of EdgeGraph over the WCN for English
dataset with medium-sized documents.

2 BACKGROUND AND RELATED
WORK

The automatic keyword extraction techniques are
classified into the structured and unstructured algo-
rithms. The supervised keyword extraction is not
reliable for ever-changing and dynamically evolv-
ing information (Florescu and Caragea, 2017). The
unsupervised algorithms are either statistical or
graph-based. A well-studied approach of super-
vised algorithms is graph-based keyphrase extrac-
tion.

2.1 Evolution of GKET
The PageRank algorithm (Page et al., 1999) is used
for random walk sampling over web-page linkings.
The TextRank uses PageRank algorithm and es-
tablishes itself as the first and one of the most
promising random walk based GKET (Mihalcea
and Tarau, 2004; Zhang et al., 2020) for textual
documents. The extended version of TextRank is
biased towards the node scores but explainable and
is known as the Biased TextRank (Kazemi et al.,
2020). The recent empirical study of TextRank
(Zhang et al., 2020) shows the effectiveness of
graph-based keyphrase extraction. PositionRank
is another keyphrase extraction technique in which
the position of a token plays a pivotal role (Florescu
and Caragea, 2017) in identifying the candidate
phrases.

The NErank (Bellaachia and Al-Dhelaan, 2012)
is proposed for short-text data using the node score

and the edge score over a WCN. Other than the
random walk, some of the path-breaking structural
GKET are degree centrality (Abilhoa and De Cas-
tro, 2014), selectivity based keyword extraction
(Beliga et al., 2016), k-core decomposition (Tixier
et al., 2016), and keyword extraction using collec-
tive node weight (Biswas et al., 2018) which are
based on network science metrics/ models and are
beyond the scope of this study. In future, the ef-
fectiveness of EdgeGraph can be studied for these
structural GKET.

2.2 Historical Perspective of WCN

Graph theory has paved the path to explore lan-
guage networks evolved from textual documents
(Choudhury et al., 2010). The structural properties
for this language network are scale-free networks,
small world property, hierarchical organization,
assortativity and spectral distribution which are
studied for the WCN evolved from Chinese and
English language (Liang et al., 2009), Microblogs
(Garg and Kumar, 2018b), and 12 other Slavic lan-
guages (Liu and Cong, 2013). The WCN follows
the small-world property and is disassortative in
nature. The eigenvalues and the spectral distribu-
tion helps in understanding the vibrations in the
linear system of language networks (Liang, 2017).

2.3 Research Gap

The semantic studies for keyword extraction tech-
niques use Wikipedia (Wan and Xiao, 2008a),
topical ranking (Awan and Beg, 2021; Bougouin
et al., 2013; Boudin, 2018), and semantic connec-
tivity (Duari and Bhatnagar, 2019). Different text-
representation for semantic GKET (Osman and
Barukub, 2020) are Large-scale Information Net-
work Embedding (LINE) (Tang et al., 2015) and
Context Aware Graph (CAG) (Duari and Bhatna-
gar, 2019). CAG incorporates the context set by
two consecutive sentences by linking co-occurring
words together. (Duari and Bhatnagar, 2019) use
CAG for keyword extraction to eliminate the need
of integer-sized sliding window parameters. Vari-
ations in weighted and unweighted adjacency ma-
trix (Papagiannopoulou et al., 2021) and revist-
ing this approach in literature (Ushio et al., 2021)
shows that there is no existing study for variation
in the text-representation with path-based network
of words.

2



3 OUR APPROACH

In this manuscript, we propose a variation in the
graph-based text representation. We find candidate
phrases which seems to be capable to being iden-
tified as keyphrases using random walk. In this
section, we discuss EdgeGraph representation.

3.1 Problem Formulation

Consider a set of pre-processed documents D as
D = d1, d2, d3, . . . dk where di is the ith document.
In a document di, the sequence of tokens is ti,1, ti,2,
ti,3, . . . ti,z , where z is the number of tokens in a
document. Every token is considered as a node ti,j
where i is the position of a document di and j is
the position of the token in that document di. The
total number of nodes are m and m′ which varies
and represents the unique number of tokens for the
WCN and EdgeGraph, respectively. We use the
token (ti,j , ti,j+1) as a node (na) in the graph for
further simplification.

Definition 1: Word Co-occurrence Network
(WCN): The existing WCN is a graph G of words
where edges are added as (na, nb). The word
adjacency matrix A is created by using the co-
occurrence (na, nb) where the first word of the
tuple (na, nb) is taken as the row index and the lat-
ter word is taken as the column index in the matrix.
The adjacency matrix is used to generate a WCN
which is mapped as m ∗m matrix for m: the total
number of nodes in the WCN. Thus, the Graph G
contains m nodes and every edge is represented as
(na, nb).

Definition 2: EdgeGraph: We build EdgeGraph
EG from a set of textual documents D where we
map every document di in a graph of adjacent bi-
grams. Considering a sequence na, nb, nc, the edge
of a graph is the link which exists between the
node (na, nb) and the node (nb, nc) of the graph
EG. We use the bi-gram (na, nb) as the node. The
word adjacency matrix A′ is created by using the
co-occurrence ((na, nb), (nb, nc)) where the first
node of the tuple ((na, nb), (nb, nc)) is taken as
the row index and the latter node is taken as the
column index in the matrix. The adjacency matrix
is used to generate a WCN which is mapped as
m′ ∗m′ matrix for m′: the total number of nodes
in the EdgeGraph.

Given the above settings, our task is to study
random walk based GKET over WCN and Edge-
Graph.

Table 1: Structure of two different graph-based text
representations: WCN and EdgeGraph

Graph #Nodes #Edges Node:
Edge

Avg
Node
Degree

Avg
Edge
Weight

WCN 581 1188 0.49 4.09 1.22
EdgeGraph 1195 1291 0.93 2.16 1.06

3.2 Problem Statement

In the WCN, the PageRank (PR((nb); tq)) of any
node nb at the time tq depends upon the PageR-
ank (PR((na); tq−1)) of the predecessor neigh-
bours na of the node nb. The idea behind this
research work is to emphasise the importance of
bi-gram connectivity in language network in-place
of uni-grams. Thus, the PageRank, for any bi-gram
PR((nb, nc); tq) at the time tq depends upon the
PageRank (PR((na, nb); tq−1)) of the predecessor
neighbours (na, nb) of the node (nb, nc). Thus, the
PageRank for EG is represented as PRG as shown
in Equation 1.

PRG(nb, nc) =
1− d

m′ +d
∑

uϵM(na,nb))

PRG(na, nb)

out(na, nb)

(1)
where d is the damping factor, M(na, nb) is a

node in the set of node (bi-gram) which are directly
linked to the node (nb, nc), and m′ is total number
of nodes in the EdgeGraph EG, The EdgeGraph is
evolved from m′∗m′ adjacency matrix. The PageR-
ank algorithm is used for random walk in the WCN
(PR) and the EdgeGraph (PRG) representation.

3.3 Working Instances

The proposed work is demonstrated over four differ-
ent publicly available dataset. We use the text col-
lection 500N-KPCrowd-v1.1 to discuss two types
of working instances in this section. The first ex-
ample differentiates the characteristics of the WCN
and the EdgeGraph over one of the documents of
500-KP-Crowd-v1.1 dataset. The second example
demonstrates the graph-based text representation
of a short-text document of the dataset 500-KP-
Crowd-v1.1 as WCN and EdgeGraph.

3.3.1 Example 1: Characteristics of the
graph-based text representations

The nature of WCN and EdgeGraph differentiates
due to uni-gram and bi-gram adjacency, respec-
tively as shown in Table 1. The number of unique
nodes (na) in the WCN is lesser than number of
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Figure 2: The working instance document (Doc) and its
preprocessed version di

Table 2: Indexing of tokens for WCN evolving from the
working instance di

Index Word Index Word
t0 david t7 year
t1 mamet t8 york
t2 debut t9 pulitzer
t3 new t10 prize
t4 play t11 winner
t5 anarchist t12 fall
t6 london

nodes (na, nb) in the EdgeGraph because the neigh-
bour of a word in every node may vary and un-
like WCN one word may appear in more than one
node in text representation of the same document.
This repetition preserves the contextual difference
among words with each other. The repetition of
bi-grams is very limited in EdgeGraph and thus,
the node to edge ratio is close to 1 and the average
node degree is reduced. There is slight increase
and decrease in the number of edges and average
edge weight, respectively. If the number of nodes
are almost doubled and there is slight increase in
the number of edges; the density of the network
reduces. As a result, fewer nodes with significant
bi-gram are emphasized.

3.3.2 Example 2: Graph-based text
representation

Consider an example of a document (Doc) which is
pre-processed to obtain the document di as shown
in Fig. 2. We index the uni-gram and bi-gram as
nodes to generate the graph-based textual represen-
tation of a document di. The indexing of tokens
are different for the WCN and the EdgeGraph as
shown in Table 2 and Table 3, respectively. The
WCN and EdgeGraph are generated using these
indexing tables as shown in Fig. 3.

On investigating the connections of a network,
we found that the important bi-gram lexical se-
quence is preserved in EdgeGraph and not in the
WCN, for instance, new york and new play are con-
textually different but the word new is connecting
both play and york in the WCN. The words play

Table 3: Indexing of tokens for EdgeGraph evolving
from the working instance di

Index Word Index Word
tG0 David Mamet tG8 New York
tG1 Mamet debut tG9 play pulitzer
tG2 debut new tG10 pulitzer prize
tG3 new play tG11 prize winner
tG4 play anarchist tG12 winner David
tG5 Anarchist London tG13 debut London
tG6 London year tG14 London fall
tG7 year new

Figure 3: The WCN (left) and EdgeGraph (right)
evolved from the document di, a working instance in
Example 2

and york have different dictionary meanings and
their connection does not make sense. However,
in EdgeGraph, two different nodes preserve these
bi-grams as the node (new york) and the node (new
play). The random walk over WCN may emphasise
frequently used but unimportant words like new
which alone does not make much sense. The Edge-
Graph gives importance to meaningful bi-gram like
David Mamet, new play, new york which make
sense together. If a tuple (a,b) and (b,c) are re-
trieved, we combine them to form (a, b, c) and thus,
n-gram keyphrases are obtained.

4 EXPERIMENTS AND EVALUATION

We perform the experiments with TextRank (Mi-
halcea and Tarau, 2004), SingleRank (Wan and
Xiao, 2008b), PositionRank (Florescu and Caragea,
2017), and NErank (Bellaachia and Al-Dhelaan,
2012) over publicly available text collections. In
this section, we discuss the characteristics of
datasets, the experimental setup, performance eval-
uation and statistical significance of the proposed
textual representation over the baseline.

4.1 Datasets

To test and validate the robustness of EdgeGraph
over WCN, experimental results are carried out
for four different datasets whose characteristics are
given in Table 4. The average number of tokens
per document varies from 20 to 500. The annotated
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Table 4: Characteristics of the dataset used for experiments and evaluation of keyphrase extraction

Dataset Language Type of Doc Domain #Docs #Tokens/ doc
110-PT-BN-KP PT News Misc. 110 304.00
500N-KP Crowd-v1.1 EN News Misc. 500 408.33
pak2018 PL Abstract Misc. 50 97.36
wiki20 EN Research Report Comp. Science 20 6177.65

Figure 4: Performance evaluation of the random walk based GKET over WCN and EdgeGraph representation of
medium-sized text for varying values of k: F-measure, Precision and Recall.
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data is one of the major reasons behind variation in
the resulting values of performance evaluation mea-
sures due to its subjectivity. This variation is not a
potential constraint in this research work as the per-
formance is comparative. We use four different text
collections for this study: 110-PT-BN-KP (Marujo
et al., 2013), 500N-KP-Crowd-v1.1 (Marujo et al.,
2013), pak2018 (Campos et al., 2018), and wiki20
(Medelyan et al., 2008). Three out four dataset
contains few lines of text (containing less than 500
words) to display news and abstract about miscel-
laneous data in three different languages. These
few lines of text are different from short-text and
long textual documents and thus, are termed as
medium-sized text. The dataset wiki2020 is in the
English language which contains the research pa-
per in which there are more than 4000 words in
each document. We use these characteristics to
categorically study the evaluation of results.

4.2 Experimental Setup

The experimental setup for this research work com-
prises the hardware requirements of CPU @ 2.90
GHz with Intel Core i7-7500 CPU over 64-bit Op-
erating System having 8.00 GB RAM. We use the
software of Python 3 with library modules of net-
workx for graphical analysis, NLTK for text pro-
cessing, pandas to handle the data, matplotlib for
graph plot, and many other relevant modules.

We implement the baselines by using existing
modules2 which are further modified to incorporate
the settings for EdgeGraph. We use the default
parameter settings of random walk based GKET
which are available in the existing implementation.
The existing random walk based GKET use varying
values of the sliding window parameter to generate
the WCN. The most widely used value of sliding
window parameter is 2 (Mihalcea and Tarau, 2004;
Florescu and Caragea, 2017). The value of the
damping factor d is set as 0.85 and the number of
iterations are 1000. The network is converged with
error rate ϵ < 0.01.

As the results are comparative, we use student’s
t-test to measure the statistical significance of the
results. The Microsoft Office package is used for
the results obtained in (.csv) format to test and
validate the robustness of the EdgeGraph for its
statistical significance.

2https://github.com/boudinfl/pke

4.3 Performance Evaluation

We evaluate the performances using Precision, Re-
call and F-measure for the varying values of k
where k is the number of top ranked keyphrases.
All the unique tokens in extracted keyphrases are
taken as the set of extracted words, and the to-
kens obtained from the ground-truth keyphrases
are taken as the set of reference words. The perfor-
mance is evaluated over these two lists: extracted
words and reference words for increasing values
of k over the WCN and the EdgeGraph on every
dataset. The results for datasets with medium-sized
text and datasets with long-text are shown in Fig.
4.

For English datasets, recall grows more steeply
than non-English datasets with increasing value of
k. Irrespective of language, recall shows clear im-
provements over EdgeGraph representation for a
higher value of k as shown in Fig. 4. Precision
decreases with increase in the value of k. Vari-
ation around average value of precision is lesser
for medium-sized text than for long-text datasets
because the probability of identifying appropriate
keyphrases decreases in long-text documents due
to reduced probability with large number of tokens.
It is interesting to note that precision for TextRank
on EdgeGraph remains constant for varying values
of k.

4.4 Time Complexity

Since there is no change in the algorithm for ran-
dom walk based GKET, the time complexity re-
mains same. However, the number of nodes and
the information in these nodes is increased. Also,
the node to edge ratio decreases which makes the
graph sparse. As the random walk is based on the
Markov decision process and transition probability
is increased due to change in node degree distribu-
tion.

4.5 Improvements with EdgeGraph

The experimental results are shown in Table 5. The
resulting values of EdgeGraph in bold digit indi-
cates the improvement. The datasets containing
medium-sized text in which the number words are
less than 500 shows better F-measure improvement
over the datasets containing long text. Further, the
dataset with English language shows improvement
over recall in more than 90% of the cases. However,
the resulting values for precision are compromised
due to extraction of huge amount of data as ev-
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Table 5: Results obtained for random walk based GKET over four different keyphrase extraction datasets using the
WCN and the EdgeGraph text representations for k = 20.

Dataset 500N-KPC

Methods Recall Precision F Measure
WCN EdgeGraph WCN EdgeGraph WCN EdgeGraph

Text Rank 0.1875 0.2354 0.4977 0.5272 0.2724 0.3255
NE Rank 0.2042 0.2253 0.5554 0.5042 0.2987 0.3152
Position Rank 0.2994 0.3464 0.5163 0.4878 0.3790 0.4051
Single Rank 0.3224 0.3573 0.4865 0.4621 0.3878 0.4030

Dataset PAK 2018

Methods Recall Precision F Measure
WCN EdgeGraph WCN EdgeGraph WCN EdgeGraph 33

Text Rank 0.0913 0.1345 0.0291 0.0388 0.0441 0.0602
NE Rank 0.1118 0.0951 0.0342 0.0294 0.0524 0.0449
Position Rank 0.1825 0.1966 0.0263 0.0244 0.0461 0.0434
Single Rank 0.2166 0.2246 0.0239 0.0239 0.0430 0.0431

Dataset PT BN KP

Methods Recall Precision F Measure
WCN EdgeGraph WCN EdgeGraph WCN EdgeGraph

Text Rank 0.2401 0.2555 0.2402 0.2555 0.2543 0.2638
NE Rank 0.2601 0.2201 0.2601 0.2201 0.1973 0.2153
Position Rank 0.2088 0.2217 0.2088 0.2217 0.2249 0.2651
Single Rank 0.1982 0.1974 0.1982 0.1974 0.2419 0.2535

Dataset WIKI 20

Methods Recall Precision F Measure
WCN EdgeGraph WCN EdgeGraph WCN EdgeGraph

Text Rank 0.1809 0.2249 0.3258 0.2159 0.2326 0.2249
NE Rank 0.1482 0.1547 0.2703 0.2599 0.1914 0.1940
Position Rank 0.1627 0.1805 0.3186 0.2981 0.2154 0.2249
Single Rank 0.1617 0.1740 0.2765 0.2276 0.2041 0.1972

Table 6: Statistical Significance for different keyphrase Extraction over WCN and EdgeGraph.

Dataset 500N-KPC

Methods Recall Precision F Measure
t_test p_value t_test p_value t_test p_value

Text Rank 8.8480 3.64E-08 -11.3725 6.38E-10 10.5934 2.06E-09
NE Rank 16.1771 1.45E-12 0.8804 0.3896 21.4380 8.98E-15
Position Rank 12.1549 2.09E-10 -14.8203 6.80E-12 20.5013 2.03E-14
Single Rank 9.2492 1.82E-08 -16.0827 1.61E-12 12.9572 7.01E-11

Dataset PAK 2018

Methods Recall Precision F Measure
t_test p_value t_test p_value t_test p_value

Text Rank 4.0972 0.00061 -0.8953 0.3817 -0.4678 0.6452
NE Rank 23.8044 1.31E-15 13.5307 3.33E-11 27.1391 1.17E-16
Position Rank -5.7231 1.62E-05 -4.0292 0.0007 -7.1178 9.08E-07
Single Rank 3.9588 0.00084 -1.3992 0.1778 -0.3888 0.7016

Dataset PT BN KP

Methods Recall Precision F Measure
t_test p_value t_test p_value t_test p_value

Text Rank 11.3315 6.78E-10 -1.1464 0.2658 16.6051 9.09E-13
NE Rank 17.2039 4.83E-13 -0.7460 0.4647 30.9321 1.02E-17
Position Rank 22.7884 2.93E-15 -12.3763 1.54E-10 19.9476 3.34E-14
Single Rank 8.3208 9.30E-08 1.4777 0.1558 9.008 2.75E-08

Dataset WIKI 20

Methods Recall Precision F Measure
t_test p_value t_test p_value t_test p_value

Text Rank -5.0775 6.69E-05 -17.7666 2.71E-13 -12.0685 2.35E-10
NE Rank 5.5577 2.32E-05 -16.2917 1.28E-12 -1.1878 0.2495
Position Rank -3.3987 0.0030 -4.0372 0.00070 -3.9784 0.0008
Single Rank 0.6545 0.5206 -5.6385 1.95E-05 -0.9103 0.3740
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ery node of the EdgeGraph represents bi-gram. In
this section, we analyse the results on WCN and
EdgeGraph text representation for different charac-
teristics of datasets.

4.5.1 Polish and Portuguese dataset
The random walk based GKET for Portuguese and
Polish language over EdgeGraph shows major im-
provements with TextRank, SingleRank and Posi-
tionRank. In future, the robustness and the scal-
ability of EdgeGraph over non-English datasets
can be tested for long textual documents, different
languages and for different domains.

4.5.2 Medium-sized textual documents
The English language medium-sized dataset out-
performs all other datasets with EdgeGraph. It is
interesting to note that though there is improve-
ment for medium-sized textual documents, the re-
sulting values for English and Portuguese dataset
are promising but not suitable for Polish dataset.

4.5.3 Long-text documents
The long-text datasets: Wiki20, show no or slight
improvement with F-measure but significant im-
provement with recall. The nodes represent bi-
grams in the EdgeGraph due to which more number
of words are obtained. Hence, recall is improved
more than the precision. The EdgeGraph repre-
sentation gives better results over medium-sized
text (containing less than 500 words) as compared
to long text (containing more than 4000 words)
irrespective of the language.

4.5.4 Varying number of documents
The number of documents in different dataset
varies from 20 to 500 which may affect the re-
sulting values. More the number of documents, the
stronger the results. We found that the datasets with
large number of documents such as 500N-KPC and
110-PT-BN-KP shows consistency over improve-
ments for all the random walk based GKET and
gives improved F-measure for all the random walk
based GKET.

4.6 Statistical Significance
The results obtained by exploiting random walk
based GKET over WCN and EdgeGraph are not
directly comparable. We further investigate the im-
provements to test and validate the robustness and
significance of the results. We use the Student’s
t-test with 5% of significance level. The statistical
significance is evaluated over the resulting values

of k varying from 1 to 20 as shown in Table 6. The
null-hypothesis in t − test is that the two series
of resulting values are significantly different if the
p− value < 0.5. We use the following symbolic
representation for four categories of statistical anal-
ysis:

1. EdgeGraph significantly outperforms WCN:
We represent Bold p − value if t − test is
positive and the p− value < 0.05.

2. EdgeGraph is better than WCN, but not statis-
tically significant: We represent bold + ital-
ics p− value if t− test are positive and the
p− value0.05.

3. WCN is better than EdgeGraph, but not sta-
tistically significant: We represent italics
p − value if t − test are negative and the
p− value0.05.

4. WCN significantly outperforms EdgeGraph:
We represent normally formatted p− value if
t−test are negative and the p−value < 0.05

We investigate the improvements with simi-
lar and comparative performance of EdgeGraph
over the WCN. In this context, we consider first
three cases to signify non-deteriorating measure.
We found that the Recall and F-measure shows
good performance with EdgeGraph in 83.33% and
66.66% of the total number of cases. On the basis
of individual performance, the SingleRank outper-
forms all other random walk based GKET.

5 Conclusion

Here in this work, we propose an EdgeGraph rep-
resentation for information retrieval tasks. The
experimental results over four publicly available
datasets shows that keyphrase extraction is signif-
icantly improved with EdgeGraph representation
leveraging on bi-grams. The recall and F- measure
improves upto 27% and 18%, respectively, for the
datasets with medium-sized English texts. Appli-
cability of EdgeGraph on more than one languages
(English and Portuguese) suggests its language-
independencex. In future, EdgeGraph can be used
for extractive text summarization, language genera-
tion and cross-lingual analysis and other informa-
tion retrieval tasks. In addition to this, the massive
online data can be handled using dynamics of Edge-
Graph evolved from dynamically streaming data
without using any pre-trained or supervised mod-
els.
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