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Abstract

Abstractive Summarization models are gener-
ally conditioned on the source article. This
would generate a summary with the central
theme of the article. However, it would not
be possible to generate a summary focusing
on specific key areas of the article. To solve
this problem, we introduce a novel method for
abstractive summarization. We aim to use a
transformer to generate summaries which are
more tailored to the events in the text by us-
ing event information. We extract events from
text, perform generalized pooling to get a rep-
resentation for these events and add an event
attention block in the decoder to aid the trans-
former model in summarization. We carried
out experiments on CNN / Daily Mail dataset
and the BBC Extreme Summarization dataset.
We achieve comparable results on both these
datasets, with less training and better inclusion
of event information in the summaries as shown
by human evaluation scores.

1 Introduction

Summarization is the process of giving an overview
of a piece of text. This is done to reduce the amount
of time required to understand a topic by eliminat-
ing information that is not as relevant to the topic.
In abstractive summarization, the model tries to
grasp the source text and produce a summary that
consists of novel words and phrases. As the sen-
tences produced are generated by the model, the
redundancy in the final summary is significantly
reduced as compared to extractive text summariza-
tion. This task of summarization is a complex one
for humans as well. The difficulty of this task is
due to the fact that summarization is fairly sub-
jective. People may assign importance to parts of
text differently. Thus, the main focus of one per-
son’s summary may be just a passing mention in
someone else’s summary. Another reason for this
difficulty is that there has to be a balance between
novel text and text taken from the source article.

For abstractive summaries we want the model to
understand the source text, and then represent it in
a concise manner. This is a tricky balance to main-
tain as we want to achieve saliency, but we also
want to avoid direct copying from the source text.
We use transformers to carry out abstractive text
summarization on the CNN / Daily Mail dataset
(Nallapati et al., 2016) and Extreme Summariza-
tion dataset (Narayan et al., 2018). The transformer
architecture we have used is BART (Lewis et al.,
2020).

In this paper, we propose a system, which mod-
ifies the existing BART (Lewis et al., 2020) ar-
chitecture by adding an additional event attention
block. Events can be described as the sub-topics
around which the news articles revolve. Identifying
these events and adding them separately, along with
source text, prompts the model to focus the sum-
maries around these events. We perform keyphrase
extraction using KeyBERT (Grootendorst, 2020)
to extract important events from the source text
and use these events for prompting our model to
generate event-oriented summaries.

We achieve comparable results for ROUGE (Lin,
2004) and BERTScore (Zhang* et al., 2020) met-
rics for CNN / Daily Mail and XSum datasets, with
the base variant of the BART model. Moreover,
with the help of human evaluation, we quantify
the extent to which our generated summaries are
influenced by the events input to the model.

2 Background

2.1 Problem Statement

Given an input document X = x1, ...,xn, we aim
to generate a summary Y

′
= y

′
1, ...,y

′
m where n

and m denote article and summary lengths respec-
tively. The summary is generated in reference to
Y = y1, ...,yp where p is the length of the ground
truth summary. We make use of auxiliary input, i.e.
event tokens E = e1, ..., eb consisting of b events,
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Ground Truth: The rapper assaulted the photographer at Los
Angeles International Airport in 2013. West apologized as part of
the settlement, the photographer’s lawyer says.
Generated summary: Kanye West has settled a lawsuit with a
paparazzi photographer he assaulted. Daniel Ramos had filed the
civil suit against West after the hip-hop star attacked him and tried
to wrestle his camera from him.
Events: west has settled lawsuit, civil suit against west, ramos had
filed the, photographer he assaulted
Ground Truth: New research finds direct link between exam
stress and performance. London headteacher Michael Ribton says
revision plans, flashcards and cram techniques can all help children
prepare for the exam season. He advises parents that extra tuition
and bribes shouldn’t be necessary.
Generated summary: Study by Lancashire’s Edge Hill University
and the University of South Australia found a direct link between
anxiety and performance. Pupils who worry about their exam
performance are more likely to do badly than those who are less
anxious.
Events: exam performance are more, worry about their exam,
between anxiety and performance, exams and grades achieved
Ground Truth: Smoke from massive fires in Siberia created fiery
sunsets in the Pacific Northwest. Atmospheric winds carried smoke
from the wildfires across the Pacific Ocean. Smoke particles altered
wavelengths from the sun, creating a more intense color.
Generated summary: A fiery sunset greeted people in Washington
Sunday. The deep reddish color caught Seattle native Tim Durkan’s
eye.
Events: fiery sunset greeted people, siberia the dramatic sunset,
reddish color caught seattle, sunset began showing up
Ground Truth: Villagers in Shangdong are seen using bags as
long as six metres. It is becoming a common behaviour in some
villages since 2011. Previous investigation suggested gas in the bag
are often stolen. Gas carriers have little understanding of dangers
claiming it to be safe.
Generated summary: Residents from Lijin village in Dongying
city carry the explosive in bags as long as six metres on rickshaws.
Worried passers-by compared this behaviour to carrying a bomb on
their backs.
Events: the explosive in bags, stealing gas from large, gas this
reckless behaviour, carrying bomb on their

Table 1: Few results for samples from CNN DailyMail
dataset.

with each event having a fixed number of tokens k.
We make use of seq2seq architecture, specifically
a transformer encoder and decoder network, along
with input prompting, generalized pooling and an
additional event attention block which focuses on
event embeddings to generate event-oriented sum-
maries.

2.2 Sequence Models

Since abstractive summarization is a sequence
based task, the initial application of deep learn-
ing models to abstractive summarization started
with an attention based encoder and a sequence
decoder making use of beam search (Rush et al.,
2015). Since the decoder was not a recurrent model,
later approaches to recurrent based summarization
systems (Nallapati et al., 2016) performed better

in generating summaries. The encoder mechanism
consisted of an attention block attending to differ-
ent encoder time steps, and a decoder RNN, which
would take into account the encoder’s attention out-
puts for the decoding step. A pointer generator
network model (See et al., 2017) was introduced,
which would dynamically decide whether to gener-
ate new tokens or to copy tokens from the article
text, thus making the summarization model more
factually correct. However, with the rise of transfer
learning, language models like BERT (Devlin et al.,
2019) and GPT (Radford et al., 2018) gave a far
better performance as compared to LSTMs for the
same task.

2.3 Transformer Models

With the introduction of transformers (Vaswani
et al., 2017), sequence to sequence tasks have be-
come much easier using pre-training. Transformers
were first used for training on machine translation
tasks on the WMT 2014 English-French dataset
(Bojar et al., 2014). Transformers outperformed
previous models on the BLEU metric (Papineni
et al., 2002). Consequently, the application of trans-
formers to summarization was done by a BERT
encoder used to feed embeddings to a transformer
decoder (Zhang et al., 2019). A two stage mecha-
nism, where masked language modelling as used
in BERT (Devlin et al., 2019) is applied for refined
word prediction in the later stage of the model. Raf-
fel et al. (2020) pre-trained a transformer model
on the C4 dataset, along with an analysis of differ-
ent pre-training objectives such as prefix language
modelling. PEGASUS (Zhang et al., 2020) follows
the same pre-training objective as BERT, however,
they introduce a summarization specific objective,
i.e. to mask and generate sentences, similar to an
extractive summary. Results indicated a significant
increase in ROUGE scores with previous SOTA
methods. Another training objective proposed was
denoising in BART (Lewis et al., 2020), i.e. cor-
rupting the input sequences with a range of opera-
tions including replacement, masking, text infilling,
and sentence permutation.

3 Related Work

3.1 Event Extraction

Örs et al. (2020) use pre-trained transformer mod-
els, namely BERT (Devlin et al., 2019) and AL-
BERT (Lan et al., 2020) for predicting if a pair of
sentences point to the same event, and later use

100



the prediction scores to capture the degree of relat-
edness between different sentence pairs. Xu et al.
(2021) propose a graph-based model to capture
the relation between different sentences and entity
mentions. A tracker module is used which stores
the global information about the extracted events,
which can be used to query the stored information
for interdependency relations. Rule-based systems
(Ritter et al., 2012; Valenzuela-Escárcega et al.,
2015) follow a syntactic and a word feature-based
approach for extraction of events. A more gen-
eral approach is used by Sun et al. (2021) where a
multi-task training objective is followed over pre-
trained language model embeddings for n-grams
to capture both their informativeness and phrase-
ness. Instead of following a complex method, we
use KeyBERT (Grootendorst, 2020), which is more
simple and minimalistic as it uses BERT embed-
dings and cosine similarity. Moreover, we are able
to set the hyperparameters for keyphrase extraction
such as keyphrase n-gram length, and the number
of keyphrases, which helps in modifying the data
consistently.

3.2 Input Prompting
Prompting refers to the addition of instructions in
the model input, to generate conditional outputs.
Jiang et al. (2020) follow a mining based method
which follows a relation extraction mechanism fol-
lowed by a paraphrasing method, which generates
identical yet diverse prompts compared to the orig-
inal prompt. Manually designed rules or a complex
selection of input prompts from a discrete space as
proposed by Shin et al. (2020) and Gao et al. (2021)
can be used. However, selecting prompts from a
discrete space would require more training and op-
timization. For our scenario, where the selection
of prompts is done by a separate pipeline, we pro-
ceed with the keyphrases extracted from KeyBERT.
Our method is similar to Puri et al. (2020), where
instead of a question and passage tokens, we have
article tokens and event tokens.

3.3 Sentence Embeddings
Word embeddings such as Glove (Pennington et al.,
2014) and Word2Vec (Mikolov et al., 2013) provide
a vector space for representing words. Word2Vec
works on the principle of a context window, where
it takes into account a fixed set of previous and next
words for modelling its embedding. Glove lever-
ages local and global information for generating
word embeddings. Contextualized Embeddings,

where a word’s embedding depends on the con-
text it is used in, were proposed in BERT (Devlin
et al., 2019), which follow a masked language mod-
elling and next sentence prediction tasks, where
masked language modelling is a word level task
and next sentence prediction is a sentence level task.
Sentence-BERT (Reimers and Gurevych, 2019)
leverages these contextualized embeddings along
with a pooling layer to get a single embedding for
the sentence, and a triplet loss function for gener-
ating sentence embeddings. However, this method
requires having labelled data for positive and nega-
tive sentences. Chen et al. (2018) use a generalized
pooling method, using a vector based weight mul-
tiplication, instead of a simple operation like max,
or average. This method is trainable in an end to
end fashion, without any additional data require-
ments. We perform a similar pooling operation on
our event embeddings to get event representations
which will be used by the decoder.

4 Methodology

4.1 Event Extraction

We use input prompting to guide the summa-
rization task performed by BART (Lewis et al.,
2020). This auxiliary input has an event sequence
E = e1, ..., eb where b is the number of events
and ei is an event. Each event consists of k differ-
ent tokens. Thus, an event ei = ei1, ..., eik where
eij εRdh , where dh is the size of hidden representa-
tion. For event extraction, we use KeyBERT (Groo-
tendorst, 2020) to extract keyphrases. KeyBERT
uses BERT embeddings to create keywords and
keyphrases that have maximum similarity to the
document. This similarity is calculated using co-
sine similarity.

A word overlap threshold t is set to factor in di-
versity. Each key phrase is tokenized and padded to
reach a fixed-length k. The events are concatenated
and inserted before the source text. Thus, input to
the BART encoder is a sequence of events followed
by the source text.

4.2 Input prompting

To make use of the events extracted from the article,
we need to prompt the event data. The tokenized
events are added before the tokenized source text.
Thus the input to the encoder is E1:bX1:n, where n
is the length of the source text and b is the number
of events. Individual events and event information
and source text are separated by separator tokens.
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Figure 1: Event information prompted by adding event
tokens prior to article tokens.

Event attention masks and source text attention
masks are generated to distinguish event informa-
tion from the source text. This modification is made
to the input of the BART architecture to incorpo-
rate event information. This kind of concatenation
helps us generate event embeddings in a similar
manner to source text embeddings.

4.3 Summarization model

The summarization model follows a sequence-to-
sequence transformer architecture consisting of an
encoder and a decoder. We use BART-base as our
base model for the architecture. BART-base con-
sists of N = 6 layers of encoder and decoder, with
the encoder consisting of multihead self-attention
block, and the decoder consisting of multihead
masked self-attention and cross-attention mech-
anism. Pooling is performed on the event em-
beddings to generate event representations. These
event embeddings are sent to the decoder. In addi-
tion to these attention blocks, we propose the use of
an additional attention block, called event attention,
which applies cross attention between ground truth
summary and the events extracted from our source
text. The purpose of this block is to understand
how much importance the events hold with respect
to the ground truth summary.

4.3.1 Encoder
The encoder for BART-base consists of N = 6 lay-
ers, each with a self attention mechanism, feed for-
ward layers and residual connections between the
layers. The encoder’s input is E1:bX1:n, source
text attention mask, and event attention mask,
where n is the length of the source text and b is
the number of events. The positional embeddings
are added to these tokens and fed into the encoder.
Output of each encoder layer is fed into the next
encoder layer, for all layers from L = 1 to L = N -
1. Each layer produces embeddings of dimension
Rdh . After the layer L = N, the output of the Nth

layer is separated to get event and article embed-
dings. Generalized pooling is performed on the
event embeddings to get a representative embed-
ding for each of the events.

The attention mechanism in the encoder consists
of multiple heads. The attention block takes three

Figure 2: Model architecture consisting of a transformer
encoder and decoder. Generalized pooling is performed
on event information. Pooled event embeddings and
encoder output is sent to the decoder. Decoder con-
sists of an additional attention block, where attention is
computed between events and ground truth summaries.

inputs: queries Q εRdq , keys K εRdk and values
V εRdv where dq, dk, and dv are the dimensions
of queries, keys and values respectively. A similar-
ity (dot product) between the keys K and queries
Q is computed followed by the softmax function.
Multiplying these scores with values V gives us
the output for the attention block.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

The attention block consists of multiple heads,
with each head focusing on a different representa-
tion. Outputs of each of these heads are concate-
nated and multiplied by a weight matrix to get the
output for the attention block.

The queries, keys and values come from the en-
coder input for L = 1. For layers, L = 2 to N,
queries, keys and values come from the previous en-
coder layers. Encoder self-attention is not masked
hence, can attend to all the positions of the input.

4.3.2 Generalized Pooling
To get a representation for each event, we employ a
method to go from token embeddings to an embed-
ding for each event. We split the output of the final
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encoder layer into event embeddings and source
text embeddings. We use a weighted pooling mech-
anism to form a single vector representation of
each event. However, we use a one-dimensional
convolutional layer, instead of a feed forward layer
(Chen et al., 2018). The idea behind using a convo-
lutional layer is to get a sliding window so that
each event can be handled without recursively
passing it through the feed-forward layer. For an
input X1:n having events E = e1, . . . , eb where
ei = ei1, ..., eik, a single representation is calcu-
lated for every event. PE represents the weighted
pooled embeddings. Thus, the input to the decoder
is PE1:bX1:n where PE = pe1, ...,peb.

pei = Conv1D(ei) (2)

4.3.3 Decoder
The decoder for BART-base consists of N = 6 lay-
ers, each with a masked self-attention mechanism,
masked cross attention and a masked event atten-
tion block. The input to the decoder is Y1:p as
ground truth summary and PE1:bX1:n as encoder
output, where p is the length of the ground truth
summary. The output of each decoder layer is fed
into the next decoder layer, for all layers from L =
1 to L = N− 1. Each layer produces embeddings
of dimension dh . After the la yer L = N, the
output is passed through a feed-forward layer and
softmax activation over the vocabulary to get the
logits which are used for generating the summary.

The attention mechanism in the decoder is
masked so that the decoder does not attend to in-
puts of time steps ahead of the current time step.
These attention blocks are similar to the attention
block in the encoder. The self-attention block uses
ground truth summary as query, key, and value.
For the cross attention mechanism, X1:n is used
for keys and values, whereas queries are obtained
from the previous decoder layer. Similarly, for the
event attention block, the queries are obtained from
the previous decoder layer and the keys and values
are obtained from the pooled event embeddings
PE1:b.

5 Experimental Setup

5.1 Dataset

We have used CNN / Daily Mail (Nallapati et al.,
2016) and XSUM (Narayan et al., 2018) datasets
for our experimentation. CNN / Daily Mail consists
of news articles and their abstractive summaries.

CNN / Daily Mail XSUM
Train 287113 204045
Validation 13368 11332
Test 11490 11334

Table 2: Number of data points in training, validation
and testing sets for each of the datasets.

XSUM consists of BBC articles which cover a wide
variety of domains. Since we are using event-based
summarization, we need to first extract the events
and add them to the model input along with the
article. In our experiments, we have extracted 4
events, each of these being keyphrases consisting
of 4 words. We use BART tokenizer to tokenize the
dataset. This may result in some words being split
into multiple tokens. Thus every event is allocated
10 tokens including the start and end tokens. Since
the input size for the encoder is 512, the articles
are truncated to 472 tokens to accommodate the
40 tokens for the event sequence. Allocating more
tokens to an event or increasing the number of
events would decrease the number of tokens that
can be taken from the source article. This results
in event information vs article length trade-off. For
CNN / Daily Mail the ground truth summaries are
truncated to 128 tokens, and for XSUM the ground
truth summaries are truncated to 64 tokens. This
difference between ground truth summary lengths
is because, in CNN / Daily Mail, the summaries
are highlights from the news article, but in XSUM
the summaries are mostly a sentence long. The
different splits for the above-mentioned datasets
are specified in Table 2. The number of events
extracted from some of the articles is less than 4.
In such cases, padding is added to reach the 40
tokens allocated for event information.

5.2 Implementation Details

We chose BART-base as our base model, instead
of BART-large, due to insufficient resources for
training the larger variant of the model. The en-
coder and decoder each consist of N = 6 layers. As
BART is pre-trained, these pre-trained weights are
taken to be the initial model weights. The weights
for generalized pooling and event attention blocks
are randomly initialized. BART-base consists of
12 attention heads for encoder and decoder, with
hidden dimension size dh = 768, and a vocabulary
size V = 50,265. For the generalized pooling block,
kernel size k = 10, a stride of 10, and the number
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Model R1 R2 RL RLSum BertScore
Event prompted BART-base 41.57 19.89 29.52 38.88 63.79
BART Large-CNN 44.16 21.28 40.90 36.42 64.14
Pegasus Large-CNN 44.17 21.47 41.11 36.39 62.52

Table 3: Metric values for CNN / Daily Mail Dataset

Model R1 R2 RL RLSum BertScore
Event prompted BART-base 40.51 18.64 33.27 33.26 66.51
BART Large CNN 45.14 22.27 37.25 36.47 68.64
Pegasus Large CNN 47.21 24.56 39.25 38.63 69.99

Table 4: Metric values for XSUM Dataset

of input and output channels as 768 are used.
We use a cross-entropy loss objective for train-

ing the model. Our model has a total of 159M
parameters, 139M parameters due to BART-base
with an additional 20M parameters due to general-
ized pooling block and event attention block. We
use NVIDIA Quadro RTX 6000 16GB GPU for
running experiments on the model. We use a batch
size of 8 for training and validation. The learn-
ing rate is set to 1e-05 with a linear learning rate
scheduler for CNN / Daily Mail and a polynomial
learning rate scheduler for XSUM. Weight decay
is set to 5e-04 for CNN / Daily Mail and 1e-04 for
XSUM and the models are trained to 500k steps
for CNN / Daily Mail and 250k steps for XSUM.
While decoding, we use beam search with a beam
size of 5 for both datasets.

6 Results and Analysis

6.1 Metric Evaluation
The results of our model are quantified us-
ing Rouge1, Rouge2, RougeL, RougeLSum and
BERTscore (Zhang* et al., 2020). Rouge1 and
Rouge2 measure the uni-gram and bi-gram matches
respectively. RougeL measures the longest com-
mon subsequence. RougeLSum is a variation of
RougeL and it differs from RougeL in the treatment
of the newline character. BERTscore computes the
semantic similarity between generated and ground
truth summary. We observe in Table 3 and Table 4
that rouge scores from our model are comparable
with BART-Large and Pegasus-Large.

Since our summaries revolve around events, we
compute the rouge scores between the identified
events vs ground truth and identified events vs gen-
erated summaries. This will showcase the overlap
between the events and their respective generated
summaries. We randomly select 25 summaries
from each of the datasets and compute rouge scores
between each of the events vs the ground truth, and
each of the events vs the summaries generated by

Figure 3: Rouge Scores between events vs ground truth,
and events vs summaries generated by Event prompted
BART-base for CNN / Daily Mail.

Figure 4: Rouge Scores between events vs ground truth,
and events vs summaries generated by Event prompted
BART-base for XSUM.

our model. We average out the scores returned be-
tween a summary and each of the identified events
to get a single value. We observe in Figure 3 and
Figure 4, that the rouge scores between events and
summaries generated by our model is close to or
higher than the rouge scores between events and
ground truth summaries.

CNN / Daily Mail and XSUM are both datasets
used for abstractive summarization, however, the
expectations from the generated summaries are dif-
ferent in both cases. CNN / Daily Mail consists
of longer ground truth summaries which explain
the article in a few sentences. On the other hand,
XSUM consists of significantly shorter ground
truth summaries. As observed in Figure 5 and
Figure 6, the length of summaries generated by
our model is similar to the length of ground truth
summaries. While calculating the length of text,
we tokenize the text using BART tokenizer and
consider the number of tokens output by the BART
tokenizer as the length of the text. In Figure 7 and
Figure 8 the lengths of the generated summaries
are divided into groups of 10 and the average rouge
scores for all the summaries in a group is calculated.
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Figure 5: Distribution of summary lengths as calcu-
lated by the number of tokens generated by the BART
tokenizer for the CNN / Daily Mail dataset.

Figure 6: Distribution of summary lengths as calcu-
lated by the number of tokens generated by the BART
tokenizer for the XSUM dataset.

It can be observed in Figure 7 that Rouge scores
increase as the length of the articles increases in
the CNN / Daily Mail dataset. However, in Figure
8 we observe that for the XSUM dataset, longer
summaries seem to have lower rouge scores.

6.2 Human Evaluation

To capture the subjectiveness and diversity of lan-
guage generation tasks such as summarization, we
conduct human evaluation. Since we have added
event input prompting to our model, we aim to uti-
lize human evaluation as a method to understand to
what extent summaries generated by our model are
influenced by the events. Three evaluators, fluent
in the English language were sent summaries gen-
erated by BART-Large-CNN, PEGASUS-Large-
CNN and Event prompted BART-base, along with
their respective source text, extracted events and
ground truth summaries. The names of the models
that generated the summaries to be evaluated, were
not shared with the evaluators. The evaluators were

Figure 7: The average rouge scores for all the summaries
in a group for CNN / Daily Mail.

Figure 8: The average rouge scores for all the summaries
in a group for XSUM.

provided with 25 such data points from the test split
and a list of metrics to grade the summaries on. The
metrics were fluency, event inclusiveness, factual
correctness, coherence, and informativeness. Flu-
ency is used to verify if the text generated has the
correct grammatical structure and rules. Since our
model incorporates input prompting using events,
we use event inclusiveness as a metric to capture
how much the summaries are influenced by the
identified events. Factual correctness is included
to confirm if the facts in the summary are consis-
tent with the facts in the source text and ground
truth. For understanding to what degree the sum-
mary makes sense as a whole, coherence is added
as a metric. Informativeness is used to verify if the
most important points of the article are present in
the summary.

The average of the scores was taken across all the
data points for different models and their metrics.
The average fluency, event inclusiveness, factual
correctness, coherence, and informativeness scores
for BART-Large-CNN, BART-base prompted by
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Metrics Event prompted
BART-base BART Large-CNN Pegasus Large-CNN

Fluency P1 4.12 4.32 3.76
P2 4.88 4.92 4.72
P3 4.64 4.76 4.40

Event
inclusivness

P1 3.92 4.16 3.60

P2 3.84 2.56 2.04
P3 4.16 3.72 3.68

Factual
Correctness

P1 4.08 4.04 3.80

P2 4.96 4.88 4.56
P3 4.76 4.64 4.44

Coherence P1 3.80 3.60 3.28
P2 4.24 3.84 3.88
P3 4.44 4.40 3.64

Informativness P1 3.52 3.56 3.16
P2 3.44 3.44 2.68
P3 3.80 3.84 3.20

Table 5: Human Evaluation results for the CNN / Daily
Mail dataset.

events, and PEGASUS-Large CNN are shown in
Table 5, where P1, P2, and P3 refer to the the three
evaluators.

Figure 9: Correlation matrix between the rouge scores
and human evaluation metrics. Scores assigned by re-
viewers are averaged out.

We can observe in that our scores for fluency are
comparable to the scores for BART Large-CNN.
We can see that 2 among 3 reviewers rated our
generated summaries as being the most event in-
clusive. The first reviewer gave our summaries a
score very close to the BART-Large score. For
factual correctness and coherence the scores are
highest for our generated summaries. For informa-
tivness, we observe that our scores are very similar
to BART-Large scores, which rank the highest in
the informativeness category.

7 Conclusion and Future Work

We introduce event prompting and an additional
event attention block in the existing BART-base
architecture to enable the model to generate sum-
maries related to the events identified in the source
text. Our model achieves comparable Rouge and
BERT scores as the larger versions of BART and
PEGASUS (Zhang et al., 2020). We also carry

out human evaluation for our trained model, and
achieve higher scores for event information in-
clusiveness as compared to the other transformer
based models.
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