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Abstract

Indian epics have not been analyzed computa-
tionally to the extent that Greek epics have.
In this paper, we show how interesting in-
sights can be derived from the ancient epic
Mahabharata by applying a variety of analyti-
cal techniques based on a combination of natu-
ral language processing methods like semantic
analysis, sentiment analysis and Named Entity
Recognition (NER). The key findings include
the analysis of events and their importance
in shaping the story, character’s life and their
actions leading to consequences and change
of emotions across the eighteen parvas of the
story.

1 Introduction

Semantic analysis is the study of the meaning
of language, whereas sentiment analysis is the
study of emotions depicted. Sentimental analy-
sis is prevailing in various domains such as social
media monitoring (Rodríguez et al., 2019), cus-
tomer support management (Pankaj et al., 2019),
and analysing customer feedback (Capuano et al.,
2021).

Mahabharat is a tightly interwoven story with
intricate characters traversing various incidents re-
sulting in many course of actions. This makes
Mahabharat an interesting study for analysing such
characters and incidents using the various NLP
techniques. The goal of the project is to provide a
comprehensive analysis of this rich ancient text to
allow for ease of understanding of the same. We
are proposing a completely automated technique
using semantic and sentiment analysis.

The Mahabharat Ganguli translation is used for
conducting such an analysis. Entity Analysis in-
volves named entity recognition which helps in
discovering many unfamiliar characters present in
Mahabharat. Semantic Analysis is used to under-
stand and interpret the insights of the story whereas
sentiment analysis is used to analyze the flow of

emotions as the story progresses. Character analy-
sis describes the character’s life, the trails and tribu-
lations the character has been through and his/her
characteristics. The paper presents a unified tech-
nique to achieve the above as stated.

2 Organization of the paper

The paper is organized into 5 different sections.
Introduction gives a general idea of the goal of the
paper and the motivation behind the proposal of
the idea. Related Works provides a summary of
works which are similar in nature and how those
works can be further extended to meet our goals.
The next section discusses the different approaches
used and their role in achieving the goal of the
project. Performance Analysis depicts the metrics
used for comparing the results obtained the final
output of the proposed idea. Conclusion acts as a
footnote to encourage readers to utilize this paper
to supplement their future works.

3 Related Works

Mahabharat is an epic with valuable lessons on life
and values. An epic typically has a plot which im-
part life lessons to the readers. Plots of an epic
have various constituents i.e. happiness, sadness,
suffering, reversal, recognition of latest knowledge,
surprise etc. An epic is different from a newer
literary genre like a novel and will have lot of nega-
tive sentiment across its breadth but in spite of that
conveys a noble theme in the minds of its audience.

(Das et al., 2016) have proposed the usage of
NLP techniques such as sentiment analysis and
characterization of important characters with re-
spect to their emotion. Mabhabharatha text is to-
kenized using standard NLP techniques. - The
tokens are POS (parts of speech) tagged and tagged
tokens are mapped to synsets in Wordnet(Priyatno,
2019) in a word sense disambiguation process. The
sentiment scores are picked up from SentiWordnet
for each synset. Overall sentiment of the parva



is derived from these values by summing the con-
stituent sentiment scores. Emotion analysis for the
full text and each of the protagonists is done with
the help of NRC word-emotion association lexicon
(Mohammad et al., 2020). After extracting the rel-
evant part of the corpus,the score is calculated for
each POS (part of speech) tagged token for each
emotion and finally summed up. However, by this
approach one cannot get an overall view of the char-
acter in terms of their life, relations and actions but
only about their emotions. The usage of lexicon
based approach limits the ability of the model to
learn new vocabulary. The proposed idea in this
paper aims to remove these two limitations.

(Chandra et al., 2022) have discussed the results
of semantic and sentiment analysis on Bhagavad
gita which revolves around two characters i.e Ar-
juna and Krishna. The sentiments discussed in the
paper are classified into optimistic and pessimistic
sentiments. There is no discussion about differ-
ent types of emotions which can shed light on the
change in tone as the story transpires. The seman-
tic analysis of Bhagavad Gita discusses about the
similarity between verses of three authors and not
on the overall text. Using the discussed paper as
a motivation, this paper emphasizes on perform-
ing a detailed study by considering 28 different
emotions on Mahabharat text and discuss about the
different characters involved in the epic, important
events which transpire and an interactive question
answering model.

Named Entity Recognition is identifying proper-
nouns in the text. The biggest challenge in Named
Entity Recognition is the lack of sufficient labelled
data. This poses a challenge for NER in Mahab-
harat as the standard tagged datasets are different
in comparison. Active Learning is an efficient op-
tion as it helps identify samples that will be the
most informative to the model(Li et al., 2022), dis-
cuss active learning technique for Named Entity
Recognition. Further work is done by Yanyao
Shen et.al (Shen et al., 2017) where a CNN-CNN-
LSTM model is built for NER, in an iterative ap-
proach. They have used various selection strategies
for NER such as least confidence and Maximum
Normalized Log-Probabilities.

Named Entity Recognition is a sequence la-
belling task.(Akhundov et al., 2018) discusses the
merits of using Bidirectional Long Short Term
(BiLSTM) models for sequence labelling tasks. For
any sequence labelling task the model is required

to take into consideration the context of the entire
sentence.

(Devlin et al., 2019) introduced a model called
(BERT) Bidirectional Encoder Representations
from Transformers. BERT is designed to help
computers understand the meaning of ambiguous
language in text by using surrounding text to es-
tablish context. BERT is trained on two tasks -
masked word prediction and next sentence predic-
tion. These tasks can make use of data that requires
no labelling and is widely available.

Conditional random field is a popular probabilis-
tic method for structured prediction.(Sutton and
McCallum, 2010) discussed the problem of classifi-
cation by predicting a single discrete class variable
y given a vector of features.

In co-referencing resolution, training recurrent
neural networks to model long term dependencies
is an issue faced.(Dhingra et al., 2017) had pro-
posed to use external linguistic knowledge as an
explicit signal to inform the model which memories
it should utilize.

4 Methods

This section describes the idea being proposed with
the help of an overall system architecture repre-
sented in Figure 1. Using NLP techniques such as
co-referencing, relationship extraction, analysis on
events, many other functions are performed like
automated question-answering, graphical represen-
tations and identifying relationships of different
entities in the Mahabharat dataset. Relationship
extraction is a key task done with the help of co-
referencing. Event analysis utilizes BART for sum-
marizing and whole word masking BERT for ques-
tion answering. The character sketch is drawn from
using adjective extraction model using BERT and
POS tags. The POS tags along with generated sum-
mary of each parva in Mahabharat is used to draw
the character sketch. The emotion sketch is derived
from using BERT model by using emotions from
Go-Emotion dataset (Demszky et al., 2020) . The
generated summary along with emotions extracted
in every parva is passed through a text generation
model for generating an emotion sketch.

4.1 Raw Dataset

Kisari Mohan Ganguli’s translation of the Sanskrit
epic Mahabharat is the raw dataset. The raw data
consists of eighteen books. They are Adi Parva,
Sabha Parva, Vana Parva, Virata Parva, Udyoga



Figure 1: Overall Architecture Diagram

TAG EXPANSION
B-PER Beginning of Person entity
I-PER Inside a Person entity
B-PLACE Beginning of Place entity
I-PLACE Inside a Place entity
B-EVE Beginning of Event entity
I-EVE Inside a Event entity
B-WEAPON & WAR STRATEGY Beginning of Weapons and

War Strategy entity
I-WEAPON & WAR STRATEGY Inside a Weapons and War

Strategy entity
B-COMMUNITY Beginning of Communities

entity
I-COMMUNITY Inside a Communities

entity
B-LIT and ART Beginning of Literature and

Art entity
I-LIT and ART Inside a Literature and

Art entity

Table 1: NER tags and their Expansions

Parva, Bhishma Parva, Karna Parva, Shalya Parva,
Sauptika Parva, Stri Parva, Santi Parva, Anusasana
Parva, Aswamedha Parva, Asramavaisika Parva,
Mausala Parva, Mahaprasthanika Parva and Svar-
garohanika Parva. The entire dataset has 1,35,850
sentences.

Figure 2: Relationship Extraction Architecture Diagram

4.2 Named Entity Recognition
In order to identify and extract the entities in
the text, we curated a list of potential entities
specific to Mahabharat which have been listed
in the Table 1. To automatically identify these
entities from the text, we trained a Conditional
Random Field(CRF) model on the Mahabharat
dataset. The CRF model considers the semantics
of the given text where, given a sequence of input
words we obtain the sequence of output labels.
Training set

{(
X(t),y(t)

)}
is a set of input and

target sequences pairs:

input words are X(t) =
[
x
(t)
1 , . . . ,x

(t)
Kt

]
target labels are y(t) =

[
y
(t)
1 , . . . , y

(t)
Kt

]
Kt is the length of the tth sequence.
A set of features from the Mahabharat dataset
has been crafted which is provided to the CRF
model. The features of the sentence given to
the model include the case of the word, the last
few letters of the word. The implementation of
the CRF model has been implemented through
the Sklearn-CRFSuite (Pedregosa et al., 2011).
It has been modified based on the features for
Mahabharat text.

4.3 Relationship Extraction
The Relationship Extraction architecture is rep-
resented in Figure 2 involves co-referencing and
RoBERTa for relationship extraction.The process
of co-referencing involves replacing the pronouns
by their respective proper nouns in the sentence.
For each mention or a pair of mentions a set of
features are crafted. The most likely antecedent is
mapped to its corresponding mention.After the co-
referencing phase, the text has the proper noun in
place of the pronoun referencing it. Coreferrence
Resolution has been implemented through Neural
Coref model. This co-referenced data is sent to the
OpenIE (Mausam et al., 2012) model which finds
all the relationships in the data. The output is given
as a triplet of entities and the relationship identified.
The relationship triplets identified here has to be
filtered according to the relationships mentioned
in Mahabharat. The dataset is analysed to identify
fourteen relationships as listed in Table 2 between
the entities identified in the Mahabharat text. The
dataset with entities, relationship labels and its to-
kens are given to the RoBERTa base Model. The
relationship extractor is thus trained on the given



Relation Subject, Object
Child of Person, Person
King of Person, Place
Born in Person, Place
Master of Person Literature, Artifact
Killed Person, Person/Place/Weapon
Lived in Person, Place
Happened in Event, Place
Spouse of Person, Person
Sibling of Person, Person
Friend of Person, Person
Leader of Person, Community/Place
Guardian of Person, Person/Community
Belongs to Person, Community/Place

Table 2: NER tags and their Expansions

dataset.

4.4 Event Analysis

The event analysis architecture is represented in
Figure 3. The important tasks involved in event
analysis are summary generation, question - an-
swering and graphical representation of the insights
obtained.

Figure 3: Event Analysis Architecture Diagram

Summary Generation :
After the Mahabharat dataset has been tagged

by the NER tagger the section of the document
describing the events are identified by the B-EVE
and I-EVE tags. This sections of Parvas are given
to the summary model to extract the summary of
each event identified. The events identified include
swayamvaras of Amba, Ambalika, Ambika, Drau-
padi and Damayanti, Abhimanyu’s death and war
analysis on different parvas. Different kinds of
analysis are performed on the events and repre-
sented in graphs. The BART model generates sum-
mary. The embedding in a BART model is built

TAG EXPANSION
Attendees People present at the event
Chosen one The groom
Bride The one who chooses
Father of Bride King who organized the event
Place it was held The kingdom
Weapon used Weapons used in the event

Table 3: Template for the Swayamvara graph

on top of BERT. For every text sequence in its
input, the BERT encoder outputs an embedding
vector for each token in the sequence as well as an
additional vector containing sentence-level infor-
mation. The pre-training is done using the masked
sequences. BART uses additional masking mecha-
nisms as shown in Figure 4.

Figure 4: BART sentence masking

Question-Answering : The question-answering
task is performed by whole word masking BERT
model where the model gives the answer for the
given question from the context. BERT model pre-
dicts the probability of each word being the starting
and ending index of the answer span.
The BART model discussed in the previous section
outputs the summary of the event. The summary of
the event is given to the question-answering model
which identifies the answer span of data from the
context for the specific question given by the user.
The fine tuning of the question and answering
model has been done using the SQuAD(Stanford
Question Answering Dataset).

Visualization : The insights of events of Ma-
habharat obtained on characters involved, place of
the event etc. is represented by a tree structure as
shown in Figure 12 which helps in comparing the
event. Table 3 shows the entities of the template.

4.5 Character Analysis
Character Analysis presents a holistic view of the
character in perspective of Mahabharat. It in-
cludes the qualities of the character, their rela-
tionships, trials and tribulations they have been
through and consequences of their actions. The



Figure 5 depicts the flow of execution in per-
forming this task. The qualities are extracted us-
ing the 11 POS tags i.e [ADJ],[PUNCT], [ADV],
[INTJ], [NOUN], [PROPN], [VERB], [CCONJ],
[NUM],[PART],[AUX]. The extracted relations
and the generated summary are used to create the
character sketch with the help of a text generation
model.

Figure 5: Character Sketch Diagram

The qualities of a person define who he/she is
in the story. These are exhibited using adjectives
in the story. The adjectives have to be extracted
using POS tags with the help of BERT model. The
BERT model is fine-tuned on the UPenn-Treebank
dataset(Taylor et al., 2003) with an accuracy of
about 97.25%. The top 15 adjectives are chosen by
frequency corresponding to the character as they
distinctly represent the character’s qualities.

Figure 6: An Example of a sentence with POS tags

The Figure 6 depicts an example of how BERT
identifies POS tags and extracts [ADJ] tags for
adjectives. These adjectives are used alongwith
summary to generate the character sketch.

The summary of character analysis is generated
using the BART model built on top of a base BERT
model. The input is given parva wise to the sum-
mary generation model so that necessary informa-
tion is captures which can be later used for any
generation tasks.

OpenAI’s GPT-2 model is used for text genera-
tion. The GPT-2 transformer takes in a sequence
of input tokens and then tries to generate multiple
sequences of tokens in some chronological order so
they form a meaningful sequence. The sequence of
tokens generated are appended together to form a
text. The Mahabharath summary alongwith the
set of adjectives are taken as input collectively
with some keywords such as "marriage", "parents",
"born" etc. The model tries to decipher information
related to these keywords and incorporates into the
final text. Thus a character sketch is generated.

4.6 Emotion Analysis
Mahabharat being an epic, contains a myraid of
emotions throughout. It is important to identify
these emotions and present them to the user in the
most concise way possible without losing out infor-
mation being captured. This is done by employing
a emotion detection mechanism initially using a
BERT model. This paper uses 28 different emo-
tions as per the Go-Emotions dataset. The extracted
emotions are then fed to the text genration model
collectively with the summarized text of Mahab-
harath (Parva-wise).

Emotion Detection : The Go-emotions dataset
employs 28 emotions as depicted in Figure 7 as the
necessary ones that can accurately capture different
emotions while also not losing out on the context.
BERT model is initially trained on an annotated
parva of Mahabharat with these set of emotions.
The model is then deployed in the other 17 Parvas.
Every sentence is attributed with some dominant
emotion and the emotion which is dominant in one
section of the parva is chosen as the right emotion.
Every Parva contains about 100 sections and this
procedure is followed for every Parva.

Figure 7: Emotions used in the paper

The GPT-2 model takes in output from emotion
detection phase and generated summary of Mahab-
harat parva-wise. The keywords such as "feelings",
"tension", "dilemma" are given as inputs alongwith
the model so that the generated text is able to cap-
ture related incidents pertaining to those keywords.



TAG COUNT
PERSON 1689
PLACE 173
EVENT 20
WEAPON and WAR STRATEGY 22
COMMUNITY 524
LIT and ART 23

Table 4: NER tags and their Expansions

The text is presented to the user in the form of
parapraghs.

5 Analysis

This section represents the results of semantic
analysis tasks on Mahabharat like NER, Relation-
ship extraction, Summary and Question Answering
modules, Character Analysis and Emotion Analy-
sis.

5.1 Entity Analysis

The entire text of Mahabharat has been annotated
using a CRF model tuned for Named Entity Recog-
nition.

Following this, a Relations Extraction model has
been built and the dataset for this model consists
of parvas 5,6 of the Mahabharat text. The size of
the training data is 2164 sentences. The model is
capable of recognizing the relationships between
the entities as one of the 14 categories as shown in
Table 1. From the annotated data, the following
inferences have been made.

The number of unique entities in each category
identified in the text are shown in Table 4. The fre-
quency distribution of unique occurrences of each
entity type is calculated and visualized as a pie
chart as shown in Figure 8.
The "person" entities are then paired with each
other based on their occurrences in the text. Two
person entities are said to be connected if they oc-
cur together in a span of 30 words. A network
graph is thus constructed. The weight of the edges
are assigned based the frequency of the particular
pair.

Each centrality represents a different kind of in-
formation about the entity.
Degree centrality is a measure of the number of
other people a person is connected to. Higher the
degree centrality, more the person is connected.
Betweenness centrality is a measure of the popu-

Figure 8: Distribution of Entities in the Text

larity of the person. It is a measure of how many
nodes are connected to others through this node.
Closeness centrality is a measure of the weightage
of each of the connections in the graph. As the
name indicates it shows how close each entity is to
its neighbour.
The top fifteen entities with the highest closeness
centralities are identified and represented as a graph
in Figure 9.

Figure 9: Interrelationships graph based on closeness
centrality

The entities included in this graph are those that
have closest relationships with others. Arjuna has
some of the most highly weighted edges implying
that he is one of the most strongly connected char-
acter in the book. In addition this graph also shows
the strong relationship between the five pandavas,
with eachother and with Krishna.

In addition, the top fifteen entities based on their
individual frequencies were identified and their in-
terrelationships are represented in a network graph
as shown in Figure 10.

This graph shows the most frequently occurring
characters in the text. On comparison with the
graph based on characters with highest centrality,
two additional characters are identified - Sanjaya



Figure 10: Interrelationships graph based on Frequency

and Kunti. This shows that these two characters
occur frequently in contexts outside of interactions.

5.2 Event Analysis

The entities tagged as events are identified and ar-
eas of the text where they are clustered are inferred
to be the major events. These include Swayamvara,
War parvas, Abimanyu’s Death, dice game and dis-
robing. These events are analysed using Summary
generation model, Question Answering models and
through graphs.

5.2.1 Swayamvara
The Swayamvara event has been analysed using
the following tasks.

Summary Generation: The text pertaining to
the event are fed as input to the summary gener-
ation model as a sequence of paragraphs. This
model gives a 3-4 line output for the given input
sample. The summary model is able to retain all im-
portant entity information and conveys the overall
sequence of events in a succinct way.

Question Answering model for Quiz App: The
output of the summary model is used as the context
for the Question Answering model. The Q and A
model has been used to build a quiz application,
where the user is presented with an event and a set
of questions pertaining to the question. The model
identifies the answer from the context summary,
and compares the answer it to the one given by the
user. This has been demonstrated in Figure 11.

In addition, there are provisions for the users to
give their own questions to the model about each
event.

Analysis and Graphical Representation: The
event swayamvara is analysed using semantic
graphs and a quiz app. A semantic graph with a
fixed set of fields is defined for the events. By using
the relationships identified in the event context, the
values for the fields are filled.The template for the

Figure 11: Snippet of the Question-Answering model

semantic graph of the event Swayamvara consists
of the entity types mentioned in Table 3.This graph
allows a comparison between the events. Figure
12 depicts the semantic graph for the Swayamvara
of Amba, Ambika and Ambalika. This graph dis-
plays that the ceremony was held for three people
together.

Figure 12: Semantic Graph depicting Amba’s Swayam-
vara

5.3 War Analysis

The war events are distributed across four parvas:
Bhishma Parva, Drona Parva, Karna Parva, Shalya
Parva. The performance of the Pandavas in each
of these Parvas is plotted in a graph. If a mem-
ber of the Pandava army is pierced or struck there
is a small dip in the graph, if they are slayed a
slightly bigger dip is shown and an even bigger
dip is shown when they are slaughtered in bigger
numbers. Similarly peaks of sizes proportional to
the defeat of the Kouravas can be seen. Figure 13
and 14 depicts trends in two different war parvas.

These graphs also allow us to track the battle
sequence. The Kouravas saw major victories in
Bhishma and Drona Parva, which is demonstrated
by the major dips in the corresponding graphs.
The victory of the Pandavas is shown in the final
peak in the final graph.



Figure 13: Line graph showing the performance of the
Pandavas in Bhishma Parva

Figure 14: Line graph showing the performance of the
Pandavas in Drona Parva

5.4 Abhimanyu’s Death

The events surrounding Abhimanyu’s death mark
a turbulent battle between him and the kouravas.
Abimanyu’s efforts and performance at the time of
his death are plotted in Figure 15. The graph shown
in Figure 15 demonstrates how well Abhimanyu
fought before the time of his death.

Figure 15: Line graph showing the performance of the
Abhimanyu at the time of his death

5.5 Dice game and Disrobing

The dice game and disrobing event is analysed
through summary generation and the q and a model
and a quiz app is built for the same. Further there
is also a provision for the users to ask questions
related to a particular event as shown in Figure 16.

Figure 16: Q and A for disrobing event

5.6 Character Analysis

Character Analysis is performed by combining
POS tagging model, BART model to generate sum-
mary and finally GPT-2 for generating text.The user
has to give the Character’s name as the input for the
model to generate a summary of the character. The
below character sketch shows a part of Arjuna’s
character sketch.

Arjuna is the son of King Pandu and Kunti. Ar-
juna was born out of a boon offered to Kunti by
Durvasa and is the son of Indra. Pandu raised Ar-
juna as his child. He was the third eldest among
the Pandavas. Arjuna’s brothers are Yudhisthira,
Nakula, Sahadeva and Bhima.
Arjuna married four wives. Arjuna married Drau-
padi in a swayamvar in Panchala. Arjuna hit the
rotating target in the ceiling by looking at the water
reflection below and married Draupadi. Their son
was Shrutakarma. Arjuna married Balarama’s sis-
ter Subhadra while he was in exile. Their son was
Abhimanyu. Arjuna married Ulupi, Naga princess
whilst in forest preparing for war. Their son was
Iravan. Arjuna married Chitrangadha, princess of
Manipura. Their son was Babhruvahana.
Arjuna is dark-skinned with a jubilant demeanour.
He is an excellent archer and a brave warrior and
a favourite of Dronacharya. His courage and pro-
ficiency was noted among his brothers during the
Kurukshetra war. He is depicted to be handsome
and furious. He emerged victorious in his battle
against Karna who was equally good in archery.
He was righteous and fought for the right cause.He
was loved for his humility. Arjuna was killed by his



son Babhruvahana in a battle by Vasus curse

5.7 Emotion Analysis

The Emotion analysis analyzes the emotion
sentence-wise and attributes the most occurring
emotion to the section containing those sentences.
The user can enter the Parva of choice for which
the emotions are to be deduced. The emotions can
be used as a basis for deriving any other analysis
of the Mabhabaharatha text. The below paragraph
shows a part of emotion sketch output of Drona
Parva.

The Kauravas grief over the fall of Bhishma and
are very sad. The desire for revenge is very high.
Kauravas were optimistic and Duryodhana made
Drona the commander-in-chief of the Kuru. The
pride of Kuru thus rested upon him. The Pandas
were surprised to fight their teacher as leader of
Kauravas and were nervous.
Krishna asks Arjuna to be optimistic about the war.
There’s confusion among the warriors due to ner-
vousness of Pandavas. Krishna’s words provided
relief and joy for the Pandavas.
Yudhishthira fought bravely and killed a lot of
warriors on Kaurava side. Duryodhana was an-
gry over Bhishma’s fall and plotted Yudhishthira’s
death, to isolate and kill him. Arjuna consoles his
brother. Day ends with Pandavas having a upper
hand.
The following day, Dronacharya killed Satyajit. Ar-
juna killed Sampathakas bringing joy and admira-
tion for him among war.

6 Conclusion

The paper has discussed the different techniques
used to analyze intricate events of Mahabharat and
present them in a lucid and interesting manner to a
user without prior knowledge of the text . Various
entities present in the Mahabharat text were identi-
fied using a CRF model after a comparative analy-
sis. Once the entities were identified, the observa-
tions and inferences based on their count, frequency
distribution and interactions have been recorded.
Various events in the text including Swayamvara
and War have been analysed using summary gener-
ation models and question answering models.

The character analysis provides a first hand im-
pression of the character under consideration and
the trails and tribulations which the character has
gone through. Emotion analysis draws the flow of
emotions and reactions of events described in Ma-

habharat to be presented in a concise manner to the
user. Since Mahabharat is an extensive epic and the
focus was rather on important events, interactive
question answering model, analysis of characters
and the overall sentiment expressed throughout dif-
ferent sections of the text, coherent text generation
using large language models wasn’t discussed in a
larger context. This study can be used to discuss
generation of coherent text for other literature using
above mentioned techniques.

Aspect based sentiment analysis provides a
deeper understanding on underlying emotions es-
pecially in a complex and intertwined epic like
Mahabharat. However, since the general idea is to
present to the reader an overall view of how emo-
tions transpire through major events of the epic,
paying too much focus on different sets of con-
flicting emotions within sentences strays way from
the goal. This study can be used as a motivation
for further diving deep into aspect-based sentiment
analysis with compound analysis of emotions as
the major task.

Large language models like GPT-2 by OpenAI
can be used for generating coherent text. GPT-2
uses input text to set the initial context for further
text generation. Mahabharatha is an extensive epic
and the focus was rather on important events, inter-
active question answering model, analysis of char-
acters and the overall sentiment expressed through-
out different sections of the text, coherent text gen-
eration using large language models wasn’t dis-
cussed in a larger context. This study can be used
to discuss generation of coherent text for other lit-
erature using discussed techniques.

Interested readers can utilize the obtained results
from this paper as an incentive for any additional
work.
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