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Preface to the Generation Challenges

The Generation Challenges (GenChal) are an umbrella event designed to bring together a variety of shared-task efforts that involve the generation of natural language. This year GenChal features two new challenge proposals and reports of organisers and participants from three completed challenges. The generation challenges were coordinated by Anastasia Shimorina.

We thank all challenge organisers and participants for their efforts.

New Challenge Proposals

• The Second Automatic Minuting (AutoMin) Challenge: Generating and Evaluating Minutes from Multi-Party Meetings — Tirthankar Ghosal, Marie Hledíková, Muskaan Singh, Anna Nedoluzhko, Ondrej Bojar

• The Cross-lingual Conversation Summarization Challenge — Yulong Chen, Ming Zhong, Xuefeng Bai, Naihao Deng, Jing Li, Xianchao Zhu, Yue Zhang

Completed Challenges

• https://cylnlp.github.io/dialogsum-challenge/ — Organisers: Yulong Chen, Yang Liu, Yue Zhang


• https://reprogen.github.io/ — Organisers: Anya Belz, Maja Popovic, Anastasia Shimorina, Ehud Reiter

Further information

More information about previous challenges at GenChal can be found through https://sites.google.com/site/genchalrepository/
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Abstract

We would host the AutoMin generation challenge at INLG 2023 as a follow-up of the first AutoMin shared task at Interspeech 2021. Our shared task primarily concerns the automated generation of meeting minutes from multi-party meeting transcripts. In our first venture, we observed the difficulty of the task and highlighted a number of open problems for the community to discuss, attempt, and solve. Hence, we invite the Natural Language Generation (NLG) community to take part in the second iteration of AutoMin. Like the first, the second AutoMin will feature both English and Czech meetings and the core task of summarizing the manually-revised transcripts into bulleted minutes. A new challenge we are introducing this year is to devise efficient metrics for evaluating the quality of minutes. We will also host an optional track to generate minutes for European parliamentary sessions.

We carefully curated the datasets for the above tasks. Our ELITR Minuting Corpus has been recently accepted to LREC 2022 and publicly released.1 We are already preparing a new test set for evaluating the new shared tasks. We hope to carry forward the learning from the first AutoMin and instigate more community attention and interest in this timely yet challenging problem. INLG, the premier forum for the NLG community, would be an appropriate venue to discuss the challenges and future of Automatic Minuting. The main objective of the AutoMin GenChal at INLG 2023 would be to come up with efficient methods to automatically generate meeting minutes and design evaluation metrics to measure the quality of the minutes.

1 Introduction

Ever since most of our interactions went virtual, the need for automatic support to run online meetings became essential. Due to frequent meetings and the resulting context switching, people are experiencing an information overload (Fauville et al., 2021) of epic proportions. Hence a tool to automatically summarize a meeting proceeding would be a valuable addition to the virtual workplace. Automatic minuting (Nedoluzhko and Bojar, 2019) is close to summarization; however, there are subtle differences. While summarization is motivated towards generating a concise and coherent summary of the text, minuting is more inclined towards adequately capturing the contents of the meeting (where coverage is probably more significant than coherence and conciseness). Summarizing spoken multi-party dialogues (Bhattacharjee et al., 2022) comes with its own challenges: incorrect/noisy automated speech recognition (ASR) outputs, long discourse, topical shifts, the dialogue turns, redundancies and small talk, etc. Hence we deem automatic minuting to be more difficult than text summarization (Figure 2 in Appendix A shows an envisaged demonstration of the task).

With the AutoMin challenge, we want to explore the various problems associated with the task and their potential solutions from the perspective of a multi-year joint community initiative. Apart from the main task of summarizing meeting transcripts into concise, bulleted minute items, another crucial task is to develop efficient evaluation measures to judge the quality of the automatically generated minutes. It is a known fact that the current popular methods of automatic summarization evaluation (e.g., ROUGE (Lin, 2004)) do not guarantee critical quality parameters like fluency, adequacy, grammatical correctness, etc. (Ghosal et al., 2021a,b), which is why we have to primarily rely on human evaluation metrics in our shared task. The proposed instance of the AutoMin challenge will venture into developing automatic/semi-automatic evaluation metrics to measure the quality of generated minutes. Summarizing the participants’ ideas for this challenge and the anticipated follow-up dis-
cussions, we will try to define an ideal meeting summary. Since the task suffers from resource scarcity, we would launch an initiative where interested parties could donate their meetings to prepare a public multimodal, multilingual dataset of real meetings.

2 First AutoMin @ Interspeech 2021

The AutoMin shared task at Interspeech 2021 (Ghosal et al., 2021a) was a first of its kind with this problem. It generated considerable interest in the speech and NLP community. Twenty-seven teams from diverse geographical regions registered, and finally, ten teams (both from academia and industry) actively participated in the challenge. Almost 70 people attended the shared task virtual event. The first AutoMin consisted of one main task (Task A) and two supporting tasks (Task B and Task C), relying on a dataset of transcripts and minutes from primarily technical meetings in English and Czech (Nedoluzhko et al., 2022).

Considering the current non-availability of large-scale domain datasets on multiparty meeting summarization, the best recipe for automatic minuting that evolved out from the first AutoMin is roughly the following: training a deep neural model on available dialogue summarization datasets (SAMSum (Gliwa et al., 2019); DialSum (Chen et al., 2021); etc.) and further fine-tuning it on the minuting or meeting summarization datasets (AMI (McCowan et al., 2005); ICSI (Janin et al., 2003); AutoMin (Ghosal et al., 2021a)), accompanied by some intelligent pre- and post-processing steps.

3 Task Overview

We would continue with the tasks in the previous AutoMin challenge in the current iteration. However, the new additions would be: (1) automatically generating the meeting minutes of parliamentary sessions as part of Task A, and (2) designing appropriate evaluation schema/metrics to evaluate the generated minutes as a new Task D.

3.1 Task A

The main task consists of automatically generating minutes from multiparty meeting conversations provided in the form of transcripts. The objective is to generate minutes as bulleted lists, summarizing the main contents of the meeting, as opposed to usual paragraph-like text summaries. This task would run for the meetings in the ELITR Minuting Corpora (Nedoluzhko et al., 2022) and the new data we curated from the European parliamentary sessions. Note that the nature of meetings as well as the corresponding minutes are very different in the two datasets (technical project meetings vs. parliamentary sessions).

3.2 Task B

Given a pair of a meeting transcript and a manually-created minute, the task is to identify whether the minute belongs to the transcript.

During our data preparation from meetings on similar topics, we found that this task could be challenging due to the similarity of the discussed content and anchor points like named entities, e.g., in recurring meetings of the same project on the one hand, and the differences in the style of minuting, on the other hand. Another reason is that some minutes do not capture the central points in the meeting because the external scribes did not understand the context correctly and created minutes that miss significant issues discussed in the meeting or are simply too short.

3.3 Task C

Task C is a variation of Task B. Given a pair of minutes, the task is to identify whether the two minutes belong to the same meeting or to two different ones. This task is important as we want to uncover how minutes created by two different persons for the same meeting may differ in content and coverage.

3.4 Task D (New Task)

Given a meeting transcript, a candidate minute, and a set of one or more reference minutes, assign a score indicating the quality of the candidate minute.

The participating evaluation methods can focus on diverse aspects of minutes quality, such as the coverage of content discussed, the adequacy of the description, the readability, etc. We will evaluate the submitted scores with respect to correlation with human judgements in terms of adequacy, fluency and grammatical correctness from AutoMin 2021 human evaluations, and possibly in terms of additional criteria.

In other words, there is not a single evaluation criterion for submissions to Task D. Task D should...
be treated as a joint exploration rather than an optimization exercise.

4 Dataset Description

We provide the AutoMin 2023 participants with ELITR Minuting Corpus (Nedoluzhko et al., 2022); however, we would allow them to use any external datasets if they explicitly describe them in their system reports.

4.1 ELITR Minuting Corpus for Task A

In our ELITR Minuting Corpus (Nedoluzhko et al., 2022), a meeting usually contains one manually corrected transcript, one original minute (created by a meeting participant; in some cases, these minutes are a detailed agenda which got further updated during or after the meeting), and one or more generated minutes (by annotators).

Table 1 presents our dataset’s statistics regarding the number of meetings and hours. We separately count meetings for which we have only one, two, and more than two (up to 11) minutes. For English meetings, either (i) our annotators created both minutes or (ii) one minute was written by one of the participants before or after the meeting, and one or more generated minutes (by annotators).

Table 1: Basic transcript and minutes statistics for ELITR Minuting Corpus.

<table>
<thead>
<tr>
<th>Meetings</th>
<th>#meetings</th>
<th>#hours</th>
<th>#meetings</th>
<th>#hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>120</td>
<td>109</td>
<td>39</td>
<td>53</td>
</tr>
<tr>
<td>Czech</td>
<td>59</td>
<td>22</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2: Text statistics of ELITR Minuting Corpus.

<table>
<thead>
<tr>
<th>Language</th>
<th>English</th>
<th>Czech</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Meetings</td>
<td>120</td>
<td>59</td>
</tr>
<tr>
<td>avg. words per transcript</td>
<td>7,066</td>
<td>8,534</td>
</tr>
<tr>
<td>avg. words per summary</td>
<td>373</td>
<td>236</td>
</tr>
<tr>
<td>avg. turns per transcript</td>
<td>727</td>
<td>1,205</td>
</tr>
<tr>
<td>avg. number of speakers</td>
<td>5.9</td>
<td>7.6</td>
</tr>
</tbody>
</table>

4.2 EuroParlMin for Task A

We curate this dataset from the publicly available European parliamentary sessions by using the transcripts in the EuroParl dataset (Koehn, 2005) and crawling the corresponding minutes from the EU parliament website.

We automatically create a set of transcript–minute pairs (~2000). This dataset is new, and we would make this available to the shared task participants.

4.3 Test Data for Task D

There is no training data for Task D (except training data available for Tasks A–C anyway).

The test data for Task D consists of participants’ submissions to AutoMin 2021. Our human evaluators rated each submitted minute by the ten different participating teams (some had multiple submission runs) in three criteria: adequacy, fluency, and grammatical correctness on the test set. Additionally, we plan to design some methods of minute scoring based on the (manual) alignments between the transcript and the minute Polák et al. (2022). These alignments are included in ELITR Minuting Corpus for many of the meetings and their manually created minutes, which can be used as training data. We will also prepare these alignments for AutoMin 2021 submissions, i.e., automatic minutes.

We will use these annotations (adequacy, fluency, grammatical correctness and different scores based on the alignments) as different possible ground truth values for participants in Task D. It is up to the participants of Task D to propose which type of criterion their metric will focus on. We will evaluate each submission against all available ground truths.


We prepared data for Task B and Task C from ELITR Minuting Corpus (leaving the meetings we selected to run AutoMin 2021).
## Evaluation Campaign

### 5.1 Human Evaluation

We will perform human evaluation on the submissions in Task A (both English and Czech) with the usual metrics: adequacy, fluency, relevance, and grammatical correctness (Kryscinski et al., 2020) on a Likert scale of 1-5.

1. **Adequacy** assesses if the minute adequately captures the major topics discussed in the meeting, also considering coverage (all such topics reflected).
2. **Fluency** reflects if the minute consists of fluent, coherent texts and is readable to the evaluator.
3. **Grammatical Correctness** checks the level to which the minute is grammatically consistent.
4. **Relevance** signifies whether the important content from the source transcript appear in the candidate minutes.

Along with that, we will launch a pilot evaluation of the submitted minutes via our ALIGNMEET tool (Polák et al., 2022). An alignment maps each turn of the transcript to either one line of the minute’s file in which it is summarized, a “problem” label, both or neither. The alignments are done in such a way that whole discussions are aligned to the minutes lines (e.g., speaker A agreeing to a statement by speaker B is aligned to the same minutes line as speaker B’s original statement; see Figure 3 for an example of an alignment in Appendix A).

There will be no manual evaluation for Tasks B, C, and D.

### 5.2 Automatic Evaluation

For our automatic evaluation of Task A, we will still rely on the widely popular text summarization metric ROUGE (Lin, 2004) in its three variants: ROUGE-1, ROUGE-2, ROUGE-L. Additionally, we will use BERTScore (Zhang et al., 2019) and/or BARTScore (Yuan et al., 2021) which are currently being used to evaluate generation tasks.

For Tasks B and C, which are actually classification tasks, we will use accuracy and class-wise F1 scores.

Task D will not be evaluated by a single criterion. As mentioned above, all submissions to Task D will be evaluated in terms of Pearson correlation against all manual and all other automatic evaluation scores.

Figure 1 plots the heatmaps of Pearson correlations between various types of evaluations of minutes. For automatic scores (ROUGE variants), we utilize multiple reference minutes, where available, and average or maximize over them. For manual scores (Adequacy, Correctness, and Fluency), we average or maximize the score assigned by two annotators to get a single score for a given minute.

We see that all ROUGE score types are significantly correlated with each other but not much related to the manual scores. The highest correlation is between ROUGE 1 and Adequacy in the (b) plot in Figure 1, reaching 0.66, which is approx-

![Figure 1: Correlations of metrics (human and automatic) used in AutoMin 2021 across all participants. Each cell represents the Pearson correlation between the two types of measurements of a given meeting. With multiple reference minutes, the automatic scores are aggregated with (a) average and (b) maximum. Two independent judges assigned manual scores, and to arrive at a single score per minute, we again aggregated them with average or maximum.](image-url)
imately the same level of correlation as between Correctness and Fluency. Any variants of the automatic score do not reflect Correctness and Fluency. Figure 5 in Appendix C shows one of the good minutes generated by a participating team in the First AutoMin shared task.

6 Baseline Evaluations

We provide our participants with the baseline codes for automatic minuting (Task A) here. The details of the experiments are described in Singh et al. (2021). It includes initial exploration using off-the-shelf text summarization models for future investigations. For generating abstractive meeting minutes we use BART (Lewis et al., 2019), BERTSUM (Liu and Lapata, 2019), BERT2BERT (Rothe et al., 2020), LED (Beltagy et al., 2020), Pegasus (Zhang et al., 2020), Roberta2Roberta (Liu et al., 2019), and T5 (Raffel et al., 2019) models. For extractive meeting summaries we use TF-IDF-based summarizer (Christian et al., 2016), an unsupervised extractive summarizer, TextRank (Mihalcea and Tarau, 2004), LexRank (Erkan and Radev, 2004), Luhn Algorithm (Luhn, 1958), and LSA (Gong and Liu, 2001) based summarizer. These off-the-shelf text summarization models are not the best candidates for generating minutes which calls for further research on this challenging task for meeting-specific summarization or minuting models.

7 AutoMin 2023 Procedure and Timeline

Table 3 summarizes the tentative timeline for AutoMin 2023. We would create and host a server to handle the shared task system submissions. We would use START or EasyChair for paper submissions and reviewing. We would also set up a program committee to review the system submissions and help the authors improve their reports.

8 Diversity and Inclusion

As our commitment to diversity and inclusion, like the previous iteration, we would like to make our event open-to-all (and possibly hybrid) in consultation with INLG 2023 chairs. We would especially reach out to organizations like Widening NLP (where our first organizer is also a chair) to help us reach the underrepresented groups and communities and encourage them to participate. We would also look for funding from industries/labs interested in the application of this research to sponsor resources (especially compute) and/or travel/registration of our participants in need of those logistics.

9 Conclusion

AutoMin is a very timely yet complex task for the speech and natural language processing community. Given the array of problems this task had to offer, we are very excited to continue this iteration of the generation challenge at INLG 2023. We look forward to uncovering the several linguistic phenomena and insights that should go into action while a machine writes a minute and see how much we have progressed towards an acceptable automated minuting output. In that essence, Task A and Task D are of more interest to the NLG and summarization community than Task B and Task C.

10 Ethical Considerations

For our ELITR Minuting Corpus, all meeting participants consented to make the data publicly available. Please refer to Nedoluzhko et al. (2022); Ghosal et al. (2021a) for a detailed description of our de-identification and participant-consent process. We would follow the same conditions to prepare the hidden test set. The EuroParl (Koehn, 2005) data, as well as the minutes for those parliamentary sessions, is publicly available (on the EuroParl website). Hence, there should not be any privacy or ethical issues.
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A Appendix

Now to the UI issue, would you prefer the transcript at the top or at the bottom? I’d say top. Bottom. I prefer the transcript rolling up, so top. Sorry for getting back to the protocol type. I think we forgot to consider network load due to the call itself.

Original agenda as prepared by the organizer beforehand:
- Protocol type: push or pull?
- Layout of the user interface:
- Transcript grows at the top or bottom of the document?
- Or in a side pane?

Shared document, everyone allowed to edit.
- Starts with the agenda and gets populated by Automatic Minuting.
- Protocol type: push or pull? Pull easier to implement. Updates can get lost with push in case the user.
- Consider network load.
- Layout of the user interface:
- Transcript grows at the top or bottom of the document?
- Top, transcript rolling up. Bottom. Top, transcript rolling up.
- Or in a side pane?

Transcript, optionally editable to correct ASR errors:
- 11:02 Sorry for getting back to the protocol type. I think we forgot ...
- 11:02 I prefer the transcript rolling up, so top.
- 11:02 Bottom

Figure 2: Envisioning Automatic Minuting
Figure 3: Example of an alignment viewed in ALIGNMEET. Dialogue Acts with white background are not aligned to minutes, other colors indicate alignment to minutes line of the same color. Problems are shown in the right column of the transcript view.
Date: 2019/04/01  
Attendees: [PERSON10], [PERSON2], [PERSON3], [PERSON7], [PERSON11], [PERSON8], [PERSON1]  
Purpose of meeting: Technical prepare for [ORGANIZATION6] congress

Agenda:  
- Start recording.  
- Date for [PROJECT1] call.  
- Collecting photos and videos from Trade Fair.  
- Confirmation of proposed scheme of wiring for [ORGANIZATION6] Congress.  
- Digital interface to audio mix pult.  
- Microphones.  
- Get a contact for someone from [ORGANIZATION4], who will handle the presentation platform.  
- Will [ORGANIZATION4] also try get their ASR.  
- When will the python version of [ORGANIZATION4] platform sample connector.

Summary of meeting:  
[PERSON3], [PERSON7]:  
- After reminder missing vote for [PROJECT1] call date was chosen the April 16th.  
[PERSON3], [PERSON7]:  
- Ask for photos from the trade fair. Will be sent to e-mail immediately.  
[PERSON3], [PERSON7], [PERSON11]:  
- It is needed to specify the settings for workshop in June and [ORGANIZATION6] congress.
  The hardware will provide outside company.  
  It is supposed to translating and transcribing the main session.  
  There will be rented tablets and is supposed that everyone will have their cell phones.  
  It is needed to connect the microphones to the mean audio mixer and then to have digital output to the booth for listening and ASR.  
  Any of the separate notebooks after the ASR can provide input to the multilingual translation system.  
  Proposal that every input language has uhnhave to have its own ehm session with the mediator, this will be implemented by [PERSON2].  
  It is needed original sound from the microphones as possible from booth main microphone of the plenary session, ideally the digital signal captured at microphone.  
  Languages: English, German, Czech, French, Italian, Spanish, Russian.  
  There is experience only with Dante, but it is very expensive and doesn’t simplify setting.  
  It is needed one PC for each language, one PC per input channel.  
  It is recommended to keep audio data and network traffic separated.  
  Will be demand one direct microphone output from the main microphone.  
  And one direct microphone output from each of the booths and for these booth microphones we demand that only the predefined languages is spoken at that channel.  
  Proposal to say get booth analog output as a call back and digital interface scholar choice.  
  [ORGANIZATION4] will let know what digital audio should be specify in the documentation until Tuesday.  
[PERSON3], [PERSON11], [PERSON7]:  
- It is needed to demand also Microphones.  
  Ask for definition all the individual microphones that the speakers will use.  
  After discussion they agreed that there will be preferred wired microphone for main stage.  
  Until Tuesday [PERSON7] will provide specification for main stage wired microphones and interpreters booths large microphones and also for wireless.  
[PERSON3], [PERSON7], [PERSON11]:  
- Presentation platform will have to be different for the workshop in June and for the [ORGANIZATION6] congress, because the setting is different.  
  Explain idea.  
[PERSON2] will be coding this thing.
− [ORGANIZATION4] won’t try their own ASR.

− Ask when the python connector to the [ORGANIZATION4] platform would be ready. People using python at the [ORGANIZATION8] will help with this point. It will be published at public website.

Minutes submitted by: [ANNOTATOR1]

Figure 4: A sample minute taken by our external annotators
The Czech Republic government has lifted the rules. People can go out even if they don’t need to, but they have to wait until the 4th of June for the free circulation of people. They can go to the forest, but if you are in PERSON6, PERSON5, PERSON1, PERSON3, PERSON15, PERSON16 and PERSON12 are going to do the summarization and three-point-one review.

-PERSON6, PERSON5, PERSON8, PERSON2, PERSON1 and ORGANIZATION6 are writing a project management guide for a party. There is no description of the deliverable and there are no project management guides.

-PERSON6, PERSON1, PERSON6 and PERSON4 are working on the EU projects. They need more people to be added to the language map.

-PERSON6, PERSON1 and PERSON9 agree that the public use of the test sets should be limited to a few of them. They also agree that there should be only 3 file lists for the general public.

-PERSON1, PERSON9, PERSON6, PERSON16 and PERSON9 are discussing the implementation of the SLTF. According to PERSON6, the only reliable way to do the comparison is to run the models or a serve the model.

-People can misinterpret the time stamps and the forced alignment is not reliable for them.

-PERSON6 and PERSON1 are doing both finding and curating the translations and translating them into Czech. They made progress in getting translations out of the auditing websites.

-PERSON1, PERSON15, PERSON6, PERSON7, PERSON11 and PERSON16 are working on a project. The project was started when the EU still existed. There are ten tens of thousands of sentences. Irish is equally important to the project as other languages.

-PERSON1, PERSON9 and PERSON6 are discussing ASR’s retranslation policy. They discuss the pros and cons of retranslating.

-There is no internal SLT in the endtoend ASR. The MT only translate will be get from ASR hypothesis. There is research going on how to integrate the ASR and MT.

-PERSON6 is trying to run GPT tool to predict the tail of the sentence. The interpreters can guess up to 90% of the time, but sometimes they get it wrong.

-There is no way to touch up on these topics before the PERSON16 will create a Doodle, send it to both partners and ask them what they would like to demo. The demo should include both the ORGANIZATION1 representation and the sub-representation with subtitles.

-PERSON1, PERSON6, PERSON13 and PERSON9 discuss screenshare and how to improve the quality of the machine translation.

-PERSON1 thinks the idea screenshare is a good one, but it takes away one indicate.

-PERSON6 is sorry for not managing the half an hour for the demo in the coming days.
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Abstract

We propose the shared task of cross-lingual conversation summarization, ConvSumX Challenge, opening new avenues for researchers to investigate solutions that integrate conversation summarization and machine translation. This task can be particularly useful due to the emergence of online meetings and conferences. We use a new benchmark, covering 2 real-world scenarios and 3 language directions, including a low-resource language, for evaluation. We hope that ConvSumX can motivate research to go beyond English and break the barrier for non-English speakers to benefit from recent advances of conversation summarization.

1 Task Overview

The cross-lingual conversation summarization (ConvSumX) task asks models to output a salient, concise and coherent summary in target languages (e.g., Chinese), given a conversation in a source language (e.g., English). In particular, ConvSumX contains 2 tracks: daily dialogue summarization and query-based meeting minute. Each covers 3 language directions: English-to-Chinese (En2Zh), English-to-French (En2Fr) and English-to-Ukrainian (En2Uk). Figure 1 gives examples in ConvSumX, where we show summaries in 4 languages (including English). Both automatic and manual evaluations are used to measure the model performance, while the evaluation is highly inclined to human evaluation (Section 3.5).

2 Motivation

Thanks to the availability of large-scale corpora (Gliwa et al., 2019; Chen et al., 2021a; Zhong et al., 2021b), research on conversation summarization has made great progress (Zhong et al., 2021a; Ni et al., 2021; Ghazvininejad et al., 2021; Lin et al., 2022). However, existing corpora in this area focus on English while ignoring other languages (Feng et al., 2021a). Such English-dominated corpora lead to a barrier for non-English speakers to benefit from conversation summarization research, which becomes more severe in the era of epidemic, where international meetings are held online and participants communicate in English. ConvSumX integrates conversation summarization and machine translation, involving the language shift from one to another and stylistic shift from long spoken conversations to concise written monologues. Ideally, using the first translate, then summarize and vice versa pipelines can solve the task. However, besides the difficulties in monolingual conversation summarization (Chen et al., 2021b; Feng et al., 2021b), pipeline methods suffer from problems caused by machine translation systems. For translation-first systems, Zhu et al. (2019) find that machine translation introduces errors for summarizers on news text. In addition, existing machine translation systems show poor performance on conversation text (Wang et al., 2021). For summarization-first systems, translating summaries without conversation context can lead to inconsistent translation, in particular for polysemous words. Take $c_{En2Zh}$ for example. The summary “Bob is going to the bank.”, where “bank” can be translated into “岸边” (river bank) or “银行” (financial bank), requires models to determine the proper translation by considering conversation context. Such issues can be also found in end-to-end systems developed for cross-lingual news summarization and directly using those methods can lead to error propagation (Zhu et al., 2019; Xu et al., 2020; Liang et al., 2022). Thus, more sophisticated designs that take care of conversation natures or data selection strategies that can make better use of silver data are in need.

1 The setting means the input conversation text is in English, and the output summary is in Chinese.
To this end, ConvSumX Challenge encourages researchers to investigate different solutions to cross-lingual conversation summarization. First, from the perspective of downstream applications, ConvSumX is useful for both business and personal uses. Second, from the perspective of research, ConvSumX Challenge looks for a general method that can deal with cross-lingual conversation summarization. Although only 3 typical target languages are presented in this shared task, we hope that ConvSumX can motivate research to a broader range of target languages. Third, from the perspective of social good, ConvSumX aims to break the barrier of accessing information for non-English speakers and to make them benefit from the advance of conventional English-dominated conversation summarization technologies.

We hope that ConvSumX Challenge can gain interest from both communities of text summarization and machine translation and also push the progress on related fields for other languages, including more low-resource languages.

3 Task Description

Formally, the task of ConvSumX Challenge asks participants to provide a system that can output a summary in a target language given the input conversation text in a source language.

3.1 Setting

The ConvSumX Challenge focuses on the low-resource/few-shot setting and cross-lingual/domain transfer technologies. The low-resource/few-shot here is stated from the perspective of lacking large gold training data. The term gold data refers to cross-lingual conversation-summary pairs that are annotated by translators who are expert at both source and target languages.

The reasons are: (1) gold data are limited as the annotation is very costly, in particular when conversations involve domain expert knowledge (e.g., academic meeting). In contrast, machine translation and monolingual summarization data are abundant and useful (Perez-Beltrachini and Lapata, 2021); (2) we seek for a general solution that can be applied to not only the target languages in this paper, but also other languages. However, for practical consideration, we provide large silver data (Section 3.3.2). We also encourage participants to make use of other external resources to solve the task.

The above setting is widely adopted by existing cross-lingual summarization datasets in other domains, such as the first large-scale cross-lingual summarization corpus, NCLS dataset (Zhu et al., 2019) and its succeeding works (Xu et al., 2020; Bai et al., 2021; Liang et al., 2022).
### 3.2 Tracks

The *ConvSumX Challenge* consists of 2 tracks, focusing on different scenarios, respectively.

- **Track 1** focuses on cross-lingual summarization for real-life dialogues. This track is in line with the INLG 2021 *DialogSum Challenge* (Chen et al., 2021b) while we extend *DialogSum* into a cross-lingual setting. *ConvSumX* can be particularly useful in scenarios such as travelling abroad where summarizers can serve as personal assistants.

- **Track 2** focuses on cross-lingual meeting minutes. Compared with daily conversations, meetings are much longer and contain richer topic switches and more professional knowledge. Generating cross-lingual meeting minutes can help non-English speakers to quickly access information of their interest, especially in cases where conferences are mostly held in English. In particular, Track 2 asks a system to generate a summary in the target language, given an input meeting text in the source language and a query in the target language.

### 3.3 Data

#### 3.3.1 Data Selection

The data of *ConvSumX* are derived from two public English datasets, namely DIALOGSUM (Chen et al., 2021a) and QMSum (Zhong et al., 2021b). Table 1 shows the statistics.

**DIALOGSUM** is a large-scale dialogue summarization dataset, consisting of face-to-face spoken dialogues that focus on real-life scenarios. In particular, DIALOGSUM provides multi-references for each test dialogue. We ask annotators to first choose the best reference summary and then annotate it into the target languages.

**QMSum** is a query-based meeting minute dataset, covering 3 domains, namely academic, product and committee. We choose academic meeting and product discussion meeting for annotation as they are more in line with our motivation.

#### 3.3.2 Annotation

Each summary in the dev and test sets of DIALOGSUM and QMSum is annotated into 3 target languages by expert translators. Note that the annotation is not the simple translation of summaries, instead, each annotation needs to take care of original English conversations to ensure that the annotated summary is consistent with the input (Section 2).

In addition to manually annotated dev and test sets, following Zhu et al. (2019), we construct silver training data using machine translation. In particular, we translate summaries in target languages using multiple engines, including Google translate, NiuTrans and LanMT. Besides, to provide resources for pipeline methods, we translate the conversation texts using the same methods. Note that we do not filter these silver data. Instead, we leave this issue as an open question for the participants.

### 3.4 Protocol

We propose the following schedule:

- **Phase 1** (from Jul, 2022): The shared task is announced at the INLG 2022 conference, and the data are available on the shared task website; participants can register to the task.

- **Phase 2** (from Dec, 2022): The leaderboard is open; participants can submit their systems to the organizers and the online leaderboard keeps updating the best performance on each track using automatic evaluation metrics.

- **Phase 3** (from Mar, 2023): The submission is closed; organizers conduct manual evaluation.

- **Phase 4** (Jun, 2023): The *ConvSumX Challenge* shared task is fully completed. Organizers submit participant reports and challenge reports to INLG 2023 and present at the conference. The hidden test set is made public.

3 More information can be found in Appendix A.

4 https://translate.google.com

5 https://niutrans.com

6 https://www.dtranx.com

<table>
<thead>
<tr>
<th>Track</th>
<th>Data Source</th>
<th>Domain</th>
<th>Query</th>
<th># Conv.</th>
<th># Summ.</th>
<th>Train/Dev/Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track 1</td>
<td>DIALOGSUM</td>
<td>Daily-life Dialogue</td>
<td>✗</td>
<td>131.0</td>
<td>13.8</td>
<td>12,460/500/500</td>
</tr>
<tr>
<td>Track 2</td>
<td>QMSum</td>
<td>Product Meeting</td>
<td>✓</td>
<td>6,007.7</td>
<td>70.5</td>
<td>690/145/151</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Academic Meeting</td>
<td>✓</td>
<td>13,317.3</td>
<td>52.7</td>
<td>259/54/56</td>
</tr>
</tbody>
</table>

Table 1: Statistics of ConvSumX. # Conv. and # Summ. are averaged token lengths of conversations and summaries.
In particular, in Phase 1 participants can train and validate summarization systems on their hardwares using data provided by the organizers. Participants are encouraged to use external resources to train their systems. Such resources include, but are not limited to: monologue summarization data, machine translation data, and other public or additional cross-lingual summarization data that are manually/automatically created by the participants. However, for fairness and reproducibility, participants should specify what and how external resources are used in their system reports. In Phase 3, after the submission deadline, the organizers will start to evaluate summaries generated by final submitted models with the help from linguistic experts. For fairness, the test set will not be publicly available during the shared task.

Please note that the above schedule can be modified accordingly when the schedule of INLG 2023 is released. The leaderboard and the detailed schedule will be announced on the shared task website at https://cylnlp.github.io/convsumx-challenge/.

3.5 Evaluation

The evaluation of the ConvSumX Challenge considers both automatic and manual evaluation metrics.

3.5.1 Automatic Evaluation

Following previous cross-lingual summarization work (Zhu et al., 2019), we use ROUGE scores (Lin, 2004) for automatic evaluation. ROUGE scores evaluate the model performance by considering the overlap of n-grams in the system-generated summary against the reference summary. Although recent works claim that ROUGE fails to measure important information regarding factual consistency (Zhang et al., 2020; Fabbri et al., 2021), we choose ROUGE because: (1) it directly reflects model’s ability of obtaining salient information and; (2) it can be easily applied to multiple languages including low-resource languages.

3.5.2 Manual Evaluation

As neural summarizers mostly contain factual errors that cannot be easily detected by automatic metrics (Zhu et al., 2019; Fabbri et al., 2021) and translated words can be various (Freitag et al., 2021), automatic evaluation such as ROUGE can be less accurate. Thus, our evaluation highly relies on manual evaluation. Given that the ConvSumX integrates conversation summarization and machine translation, we adopt multiple human evaluation metrics from both tasks to better measure model performance.

In particular, standard summarization metrics include: Fluency, Consistency, Relevance and Coherence (Kryscinski et al., 2019); standard machine translation metrics include: Omission, Untranslation, Mistranslation, Addition and Terminology (Mariana, 2014). However, except for Fluency, summarization metrics evaluate generated summaries from the perspective of input documents in the same language while machine translation metrics evaluate translation from the perspective of source sentences (the English summary in our case). There can be an evaluation inconsistency between these two tasks. In addition, there is an overlap between these two groups of metrics. For example, a mistranslated summary can be regarded as containing consistency errors.

To unify the aforementioned evaluation metrics and obtain fine-grained evaluations, we propose to evaluate system-generated summaries from the following aspects against source conversation texts.

**Fluency and Use of Language** evaluates the quality of generated sentences, including the grammar and word order. Moreover, it evaluates whether the language in generated summaries is natural and conventional, e.g., the syntactic structure is not normal or the summary contains untranslated words.

**Relevance** evaluates the importance of information in the generated summary.

**Factual and Translation Consistency** evaluates the factual alignment of the generated summaries (target languages) against the source conversation (source languages), including information that is not presented in the conversation, wrong causal relation, etc. Moreover, for pipeline methods, if the final summary contains mis-translated words, we consider it inconsistency.

**Terminology** evaluates the use of language. For example, the generated word can be a right translation but is improper in certain domains (e.g., academic meeting).

**Overall score** measures the overall quality for each summary.

For each metric above, we randomly extract 10% generated summaries and ask annotators who are native in the target languages to give scores from 1 to 5. The higher, the better.
4 Related Work


Very recently, Wang et al. (2022) and Feng et al. (2022) construct cross-lingual dialogue summarization datasets. In particular, Wang et al. (2022) manually translate summaries from SAMSum (Gliwa et al., 2019), an online written dialogue summarization dataset, and 40k data in MediaSum (Zhu et al., 2021) into German and Chinese. Feng et al. (2022) construct MSAMSum by automatically translating SAMSum into Chinese, French and Russian. Compared with them, our work focuses on spoken conversation in multiple scenarios, and covers low-resource language (Ukrainian). In addition, we also focus on query-based meeting scenarios, which can be more useful in real-world applications.

Similarly to ConvSumX Challenge, Ghosal et al. (2021) propose a shared task, AutoMin, at Interspeech 2021. AutoMin focuses on monolingual meeting minutes in English and Czech. In contrast, we focus on the cross-lingual setting and consider more scenarios, domains and languages.

5 Conclusion

We propose the ConvSumX Challenge to address the task of cross-lingual conversation summarization, with the hope that ConvSumX can encourage researchers to investigate various methods for conversation summarization beyond English, in particular for low and mid-resource languages, and the frontier of cross-lingual conversation summarization can be pushed further.

Copyright and License of Datasets

The ConvSumX Challenge uses cross-lingual ⟨conversation-summary⟩ pairs that are an-notatedated on the top of two English conversation summarization datasets, namely DIALOGSUM and QMSum, to evaluate models. Both DIALOGSUM and QMSum are free for academic use with the MIT license, which contains no limitation to use, modification or distribution. We will also make our annotated data available for the academia.
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A More Information about Annotation

The cross-lingual (conversation-summary) pairs used for ConvsumX Challenge are constructed by expert translators from the Sichuan Lan-bridge Information Technology which is recognized as a qualified institution for translation service \(^7\) by the ISO \(^8\). The entire construction process involves 9 annotators, 3 editors and 1 project manager.

For each language direction (e.g., En2Zh), we have 3 annotators and 1 editor. All summaries and queries are first annotated by annotators and then reviewed by an editor. If bad summaries are found by editors (e.g., grammar and inconsistency errors or unnatural language), the annotator would re-annotate the batch until they are qualified.

All annotators/editors are native in the target language (i.e., Chinese, French or Ukrainian), and professional in English. Annotators/editors have following competences:

- translation competence and;
- linguistic and textual competence in the source language and the target language and;
- competence in research, information acquisition and processing and;
- culture competence and;
- technical competence and;
- domain competence.

In addition, annotators/editors shall meet at least one of the following criteria:

- a recognized graduate qualification in translation from an institution of higher education or;
- a recognized graduate qualification in any other field from an institution of higher education plus two years of full-time professional experience in translating.

To monitor the whole annotation process and conduct quality control, we invite a senior translator as the project manager. The manager, who also satisfies the above requirements, has more than 5-year experience in multi-lingual translation projects that cover the language directions as described in this paper.

---

\(^7\) Requirements for translation services: https://www.iso.org/standard/59149.html

\(^8\) International Organization for Standardization: https://www.iso.org/home.html
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Abstract

We hosted a shared task to investigate the factors influencing the quality of the code-mixed text generation systems. The teams experimented with two systems that generate synthetic code-mixed Hinglish sentences. They also experimented with human ratings that evaluate the generation quality of the two systems. The first-of-its-kind, proposed sub-tasks, (i) quality rating prediction and (ii) annotators' disagreement prediction of the synthetic Hinglish dataset made the shared task quite popular among the multilingual research community. A total of 46 participants comprising 23 teams from 18 institutions registered for this shared task. The detailed description of the task and the leaderboard is available at https://codalab.lisn.upsaclay.fr/competitions/1688.

1 Introduction

Code-mixing is the phenomenon of mixing words and phrases from multiple languages in a single utterance of a text or speech. Figure 1 shows the example code-mixed Hinglish sentences generated from the corresponding parallel Hindi and English sentences. Code-mixed languages are prevalent in multilingual communities such as Spain, India, and China. With the inflation of social-media platforms in these communities, the availability of code-mixed data is seeking a boom. It has lead to several interesting research avenues for problems in computational linguistics such as language identification (Singh et al., 2018; Shekhar et al., 2020), machine translation (Dhar et al., 2018; Srivastava and Singh, 2020), language modeling (Prata et al., 2018), etc.

Over the years, we have observed various computational linguistic conferences and workshops organizing the shared tasks involving code-mixed languages. Diverse set of problems have been hosted such as sentiment analysis (Chakravarthi et al., 2021; Patwa et al., 2020), offensive language identification (Chakravarthi et al., 2021), word-level language identification (Solorio et al., 2014; Molina et al., 2016), information retrieval (Banerjee et al., 2016), etc.

Despite these overwhelming attempts, the natural language generation (NLG) and evaluation of the code-mixed data remain understudied. The noisy and informal nature of the code-mixed text adds to the complexity of solving and evaluating the various NLG tasks such as summarization and machine translation. These inherent challenges (Srivastava and Singh, 2020) with the code-mixed data makes the widely popular evaluation metrics like BLEU and WER obsolete. Various metrics (e.g., CMI (Das and Gambéck, 2014; Gambéck and Das, 2016), M-index (Barnett et al., 2000), I-index (Guzmán et al., 2017), Burstiness (Goh and Barabási, 2008), Memory (Goh and Barabási, 2008), etc.) have been proposed to measure the complexity of code-mixed data, but they fail to capture the linguistic diversity which leads to poorly estimating the quality of code-mixed text (Srivastava and Singh, 2021a).

In this shared task1 (see Section 2) for the de-

1https://sites.google.com/view/hinglisheval

Figure 1: Example parallel Hinglish and English sentences. The code-mixed Hinglish sentences contain words from Hindi and English languages.

Example I

HINGLISH: ye ek code mixed sentence ka example hai
ENGLISH: this is an example code-mixed sentence

Example II

HINGLISH: kal me movie dekhne ja raha hu. How are the reviews?
ENGLISH: I am going to watch the movie tomorrow. How are the reviews?
tailed description), we look forward to the new strategies that cater to the broad requirement of the quality evaluation of the generated code-mixed text. These methods will entail various linguistic features encompassing syntax and semantics and the perspectives of human cognition such as writing style, emotion, sentiment, language, and preference. We also put forward a subtask to understand the factors influencing the human disagreement on the quality rating of the generated code-mixed text. This could help design a more robust quality evaluation system for the code-mixed data.

A total of 46 participants comprising 23 teams from 18 institutions registered for this shared task. Out of which four teams have submitted their final reports. Section 3 presents the overview of the participants and submission methodology. Section 4 compares the four submissions and presents discussions around the similarity and differences of the approaches. We conclude and present future directions in Section 5.

2 The HinglishEval Shared Task

In this shared task, we propose two subtasks to evaluate the quality of the code-mixed Hinglish text. First, we propose to predict the quality of Hinglish text on a scale of 1–10. We aim to identify the factors influencing the text’s quality, which will help build high-quality code-mixed text generation systems. We synthetically generate the Hinglish sentences using two different approaches (see Section 2.1) leveraging popular English-Hindi parallel corpus. Besides, we also have at least two human-generated Hinglish sentences corresponding to each parallel sentence. The second subtask aims to predict the disagreement on a scale of 0–9 between the two annotators who have annotated the synthetically generated Hinglish sentences. Various factors influence this human disagreement, and we seek to investigate the reasoning behind this behavior.

2.1 Dataset

As outlined in Section 1, the code-mixed NLG task observes a scarcity of high-quality datasets. Consequently, the quality evaluation of the generated code-mixed text remains unexplored. To address this challenge, we propose a new dataset with Hinglish sentences generated synthetically and rated by human annotators. We create the dataset in two phases.

Phase 1: Human-generated Hinglish sentences:

We select the English-Hindi parallel sentences from the IIT-B parallel corpus (Kunchukuttan et al., 2018) to generate the Hinglish sentences. The parallel corpus has 1,561,840 sentence pairs. We randomly select 5,000 sentence pairs in which the number of tokens in both the sentences is more than five. We employ five human annotators and assign each 1,000 sentence pairs. Table 1 shows the annotation guidelines to generate the Hinglish sentences. Post annotation, we obtain 1,976 sentence pairs for which the annotators have generated at least two Hinglish sentences.

Phase 2: Synthetic Hinglish sentence generation and quality evaluation:

We synthetically generate the Hinglish sentence corresponding to each of the parallel 1,976 English-Hindi sentence pairs. We employ two different code-mixed text generation (CMTG) techniques:

- Word-aligned CMTG (WAC): Here, we align the noun and adjective tokens between the parallel sentences. We replace the aligned Hindi token with the corresponding English token and transliterate the Hindi sentence to the Roman script.
- Phrase-aligned CMTG (PAC): Here, we align the key-phrases of length up to three tokens between the parallel sentences. We replace the aligned Hindi phrase with the corresponding English phrase and transliterate the Hindi sentence to the Roman script.

For the token alignment between parallel sentences, we use the online curated dictionaries, GIZA++ (Och and Ney, 2003) trained on the remaining IIT-B corpus, and cross-lingual word embedding trained on English and Hindi word vectors from FastText (Bojanowski et al., 2017). We employ eight human annotators\(^2\) to provide a rating between 1 (low quality) to 10 (high quality) to the generated Hinglish sentences. Table 1 shows the annotation guidelines to rate the sentences. Figure 2a and 2b shows the distribution of the annotators’ rating and their disagreement, respectively.

Data format: Table 2 shows an instance from the dataset. In total, we have 3,952 instances\(^3\) in the dataset where each data instance \(i\) for subtask-1 (see Section 2.2.1) is represented as \(X_i=\{\text{Eng}_i, \text{Hin}_i, \text{Synthetic}_i\}\) and \(Y_i=\{\text{Average}_i, \text{rating}_i\}\).

\(^2\)Different from the annotators in Phase 1. Each annotator gets 247 sentences generated by PAC and WAC, each corresponding to the same set of parallel sentences.

\(^3\)Two synthetic Hinglish sentences are generated for each parallel sentence pair.
Figure 2: Distribution of (a) human evaluation scores and (b) disagreement in human scores in the synthetically generated Hinglish sentences.

<table>
<thead>
<tr>
<th>Task</th>
<th>Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hinglish text generation</strong></td>
<td>1. The Hinglish sentence should be written in Roman script.</td>
</tr>
<tr>
<td></td>
<td>2. The Hinglish sentence should have words from both the source languages.</td>
</tr>
<tr>
<td></td>
<td>3. Avoid using new words, wherever possible, that are not present in both sentences.</td>
</tr>
<tr>
<td></td>
<td>4. If the source sentences are not the translation of each other, mark the sentence pair as “#”.</td>
</tr>
<tr>
<td><strong>Quality rating</strong></td>
<td>The rating depends on the following three factors:</td>
</tr>
<tr>
<td></td>
<td>1. The similarity between the generated Hinglish sentence and the source sentences.</td>
</tr>
<tr>
<td></td>
<td>2. The readability of the generated sentence.</td>
</tr>
<tr>
<td></td>
<td>3. The grammatical correctness of the generated sentence.</td>
</tr>
</tbody>
</table>

Table 1: Annotation guidelines to the annotators for the two different tasks.

For subtask-2 (see Section 2.2.2), the instance \( j \) is represented as \( X_2^j = \{ \text{Eng}_j, \text{Hin}_j, \text{Synthetic}_j \} \) and \( Y_2^j = \{ \text{Annotator}_j, \text{disagreement}_j \} \). In addition, we provide at least two human generated Hinglish sentences corresponding to each data instance for both the subtasks. We shuffle and split the dataset in the ratio 70:10:20 with 2766, 395, and 791 data instances in train, validation, and test respectively. The more detailed description of the dataset is available in (Srivastava and Singh, 2021b).

### 2.2 The Two Sub-tasks

#### 2.2.1 Subtask 1: Quality rating prediction

The first subtask is predicting the quality rating of the code-mixed text. The participating teams can use the English, Hindi, and human-generated Hinglish sentences to predict the average rating\(^4\) as provided by the human annotators to the synthetic Hinglish sentences.

#### 2.2.2 Subtask 2: Annotators’ disagreement prediction

The next subtask is predicting the disagreement between the ratings provided by the human annotators to the synthetic Hinglish sentences. We calculate the disagreement between the ratings as the absolute difference between the two rating scores.

### 2.3 Baseline Experiments

We created a baseline with SOTA multilingual contextual language model M-BERT (Devlin et al., 2019). We finetune the pre-trained M-BERT model by adding one hidden-layer neural network on the top. We use the Relu activation function, AdamW optimizer with 0.03 learning rate, cross-entropy loss, and a batch size of 32. We use the contextual word-embedding corresponding to the synthetic Hinglish sentences in the dataset as an input to the model. The architecture remains the same for both subtasks.

### 2.4 Evaluation Metrics

We use the following three evaluation metrics:

- **F1-score (FS)**: We use the weighted F1-score to evaluate the system performance. The score

\(^4\)We take the greatest integer \( i \leq \text{average of the two rating scores} \).
ranges from 0 (worst) to 1 (best).

- **Cohen’s Kappa (CK):** We use the Cohen’s Kappa score to measure the agreement between the predicted and the actual rating. The score ranges from $\leq 0$ (high disagreement) to 1 (high agreement).

- **Mean Squared Error (MSE):** MSE suggests the difference between the actual and the predicted scores. A low MSE score is preferred, with zero being the lowest possible score.

We use all three metrics for the first subtask, whereas we use FS and MSE to evaluate the second subtask.

3 **Overview of Participants and Submissions**

In total, 46 participants grouped in 18 teams have registered for the shared task. This includes teams from top US universities like Stanford University and Carnegie Mellon University, companies like Tencent QQ, and top Indian universities like IISc, IITK, and IITBHU. Out of 18 teams, nine and eight teams have submitted at least once during train/validation and test phase, respectively.

We requested all teams that submitted the test scores to submit the paper illustrating the methodology. Out of eight teams, we received papers from four teams listed below:

1. **IIIT Hyderabad, India** (Kodali et al., 2022): This team comprises seven researchers. The team ranked 2nd against FS and CK metrics and 1st against MSE metric in Subtask 1 and 3rd against FS metric and 1st against MSE metric in Subtask 2. Hereafter, we refer to this team as ‘IIITH’.

2. **Manipal University, India** (Singh, 2022): This team comprises one researcher. The team ranked 3rd against FS and CK metrics and 1st against MSE metric in Subtask 1, and 1st in Subtask 2 against both FS and MSE metrics. Hereafter, we refer to this team as ‘MU’.

3. **BITS Pilani, India** (Furniturewala et al., 2022): This team comprises five researchers. The team ranked 5th against FS and CK metrics and 2nd against MSE metric in Subtask 1, and 2nd in Subtask 2 against both FS and MSE metrics. Hereafter, we refer to this team as ‘BITS’.

4. **Jadavpur University, India** (Guha et al., 2022): This team comprises three researchers. The team ranked 9th against FS, 8th against CK and 3rd against the MSE metric in Subtask 1 and 6th against FS, and 3rd against the MSE metric in Subtask 2. Hereafter, we refer to this team as ‘JU’.

Next, we discuss each of the submissions in detail:

3.1 **IIITH**

IIITH team leveraged two Multilingual Large Language Models (MLLMs), XLM-R (Conneau et al., 2020) and LABSE (Feng et al., 2022) to generate embeddings for Hindi, English, synthetic, and Human-generated code-mixed Hinglish sentences. In addition to the embeddings as a feature, they computed scores from three code-mixing metrics, Code-Mixing Index (CMI, (Gambék and Das, 2016)), Number of Switch Points, and Burstiness (Goh and Barabási, 2008). All metric scores and embeddings are combined together to generate features. The features are used to train Linear Regression, MLP Regressor, and XGBoost classifiers. Out of these three, MLP Regressor performed best.

3.2 **MU**

MU team leveraged LABSE (Feng et al., 2022) to create embeddings for Hindi and English sentences and BERT (Devlin et al., 2019) to create embeddings for Hinglish sentences. The obtained vectors

<table>
<thead>
<tr>
<th>English</th>
<th>Hindi</th>
<th>Human-generated Hinglish</th>
<th>Synthetic Hinglish 1</th>
<th>Synthetic Hinglish 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>The reward of goodness shall be nothing but goodness.</td>
<td>अचानक का बदला आया है जब तक अचानक के लिए और सब के साथ हैँ?</td>
<td>अचानक का बदला आया है जब तक अचानक के लिए और सब के साथ हैँ?</td>
<td>reward les badla reward ke nothing aur kya ho sakta hai Rating: 7</td>
<td>reward of goodness goodness ke siva aur kya ho sakta hai Rating1: 9 Rating2: 7</td>
</tr>
</tbody>
</table>

Table 2: Example human-generated and synthetic Hinglish sentences from the dataset along with the source English and Hindi sentences. Two different human annotators rate the synthetic Hinglish sentences on the scale 1-10 (low-high quality).
<table>
<thead>
<tr>
<th>Team Name</th>
<th>Subtask 1</th>
<th>Subtask 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FS</td>
<td>CK</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.26637 (1)</td>
<td>0.09922 (1)</td>
</tr>
<tr>
<td>IIITH</td>
<td>0.25734 (2)</td>
<td>0.09858 (2)</td>
</tr>
<tr>
<td>MU</td>
<td>0.25062 (3)</td>
<td>0.08153 (3)</td>
</tr>
<tr>
<td>BITS</td>
<td>0.21796 (5)</td>
<td>0.07337 (5)</td>
</tr>
<tr>
<td>JU</td>
<td>0.11582 (9)</td>
<td>0.00337 (8)</td>
</tr>
</tbody>
</table>

Table 3: Comparison between the four submissions. Number inside a bracket represent relative rank in respective shared task for a particular metric.

are then concatenated and fed into a catboost-based classifier (Prokhorenkova et al., 2018) to generate final predictions.

3.3 BITS

BITS team, first-of-all, finetuned a Multilingual BERT model (Pires et al., 2019), a language model pretrained on 104 languages. Then, they utilized the deep semantic features extracted from Multilingual BERT for different sentence types to train a fully connected neural network. They used the same two-fold architecture for both tasks.

3.4 JU

JU team leveraged GloVe embeddings (Pennington et al., 2014) to represent English and Hindi sentences and one hot vectors to represent Hinglish sentences. Further, GloVe embeddings were passed through respective Bidirectional LSTMs (Bi-LSTMs). The one-hot vectors are fed to a dense layer. The combined vectors from the Bi-LSTMs and dense layers are further passed through a dense layer for final predictions. They used the same architecture for both tasks.

4 Results and Discussion

In this section, we compare the four submissions for both sub-tasks. Table 3 showcases the results for four systems. Note that the table contains only those entries that submitted the final methodology paper. As illustrated, no team was able to outperform the baseline for Subtask 1. MU performed best for Subtask 2. The other entries and their corresponding rankings are present on the official leaderboard of the shared task.

The four teams have leveraged large-scale language models (XLM-R, LABSE or BERT). The models were either finetuned or used for generating embeddings. The embeddings were passed to a classifier model for final predictions. Subtask 2 showcases significant improvements over baseline scores.

5 Conclusion and Future Directions

In this shared task, the participating teams have created systems to evaluate the quality of the code-mixed text. These systems can help develop futuristic NLP tools that filter out noisy poor, quality code-mixed text from the good quality code-mixed text. We also proposed several research questions that need to be answered implicitly with the experiments. However, none of the team has answered these questions. We plan to explore these questions in our future editions. Overall, this shared task will help the code-mixing research community build efficient and robust code-mixed text generation and evaluation systems.
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Abstract

Code-Mixing is a phenomenon of mixing two or more languages in a speech event and is prevalent in multilingual societies. Given the low-resource nature of Code-Mixing, machine generation of code-mixed text is a prevalent approach for data augmentation. However, evaluating the quality of such machine generated code-mixed text is an open problem. In our submission to HinglishEval, a shared-task collocated with INLG2022, we attempt to build models factors that impact the quality of synthetically generated code-mix text by predicting ratings for code-mix quality. HinglishEval Shared Task consists of two sub-tasks - a) Quality rating prediction; b) Disagreement prediction. We leverage popular code-mixed metrics and embeddings of multilingual large language models (MLLMs) as features, and train task specific MLP regression models. Our approach could not beat the baseline results. However, for Subtask-A our team ranked a close second on F-1 and Cohen’s Kappa Score measures and first for Mean Squared Error measure. For Subtask-B our approach ranked third for F1 score, and first for Mean Squared Error measure. Code of our submission can be accessed here.

1 Introduction

Code-mixing is a phenomenon where linguistic units from two or more languages are interspersed in a single utterance or a speech event and is common in multilingual communities. Due to increased penetration of the Internet and social media, code-mixing has become common and, at the same time, has posed challenges to automatic text processing pipelines (Çetinoğlu et al., 2016). One such challenge is the dearth of naturally occurring code-mixed data. Data constraints have been the primary motive for researchers to leverage data augmentation and construct synthetically generated code-mixed corpora using monolingual parallel data as input.

Synthetic code-mixed data generation, using monolingual parallel corpora, is a non-trivial generation task. In the generated code-mixed sentence, one has to be careful about both the adequacy (preserving semantic content of monolingual sentence) and fluency (grammatical correctness). The task is further obscured by the fact that there is no single way of writing a code-mixed sentence.

In this work, we describe our approaches implemented in our submission to HinglishEval, a shared task co-located at INLG2022. HinglishEval is based on the HinGE dataset (Srivastava and Singh, 2021a). HinGE is created in two phases: a) Human-generated Hinglish sentences: at least two Hinglish sentences corresponding to the 1,976 English-Hindi sentence pairs; b) Synthetic Hinglish sentence generation and quality evaluation: generate Hinglish sentences using two rule-based algorithms, with human annotations for quality rating for each synthetically generated sentence. Two annotators rated each sentence on a scale of 1(low-quality) to 10 (high-quality).

HinglishEval (Srivastava and Singh, 2021b), consists of two subtasks - a) Subtask-1 Quality rating prediction: For each synthetically generated sentence, predict the average (rounded-off) quality rating; b) Subtask-2 Disagreement prediction: predict the disagreement score (absolute difference between the two human ratings) for the synthetically generated sentence. Two annotators rated each sentence on a scale of 1(low-quality) to 10 (high-quality).

In our approach, we use a combination of code-mixed metrics and language model embeddings as features and train an MLP regressor for both the tasks. Rest of the paper is organised as follows: Section 2 describes the features and models in detail as well as the experimental setup; Section 3 covers the results of our experimentation; and...
we end with Section 4 discussing the implications, limitations, and future work.

2 System Overview

Figure 1 shows the system architecture of our submission for both the Sub-Tasks. We describe the Pre-Processing involved, methodology for feature computation, and model architecture in subsequent sub-sections.

2.1 Pre-Processing

Before computing features on code-mixed sentences, we pre-process the sentences using CSNLI tool 2. CSNLI computes the token-wise Language ID (LID) and converts romanised Hindi tokens to native (Devanagari) script, a step that is also known as Normalisation. LID tags are used to compute LID based code-mixing metrics. The normalised code-mixed sentences are useful in computing Multilingual Large Language Model (MLLM) features. MLLMs have been shown to perform better in downstream tasks when input code-mixed text is in normalised form (Pires et al., 2019).

2.2 Features

Features used in our regression model can be broadly categorised as a) Code-Mixing Metrics as features, b) MLLM based Features.

1. Code-Mixing Metrics: (Guzmán et al., 2017; Gambäck and Das, 2016) proposed multiple Language ID based metrics which are used to compare code-mix corpora. However, such measures fail to capture syntactic variety in code-mixing, and to overcome this limitation we utilise SyMCoM measures proposed by (Kodali et al., 2022). We use the en-hi code-mix PoS tagger released by authors to compute PoS tags based on which SyMCoM scores are computed. For syntactic code-mix measures, we use SyMCoM scores for each PoS tag (Eq 3), and sentence level scores (Eq 4). For Eq 3 & 4, $SU$ is a POS tag, and $L_1$ and $L_2$ are languages that are mixed. We use the following LID based code-mixing measures:

- Code-Mixing Index (CMI) as described in Eq. 1, where $N$ is the total number of languages mixed, $w_i$ is the number of words present from $i^{th}$ language, $n$ is

---

2https://github.com/irshadbhat/csnli
Sub-Task 1  
Quality rating prediction

F1 Score: 0.25734 (2)  
Cohen’s Kappa: 0.09858 (2)  
Mean Squared Error: 2.00000 (1)  
Δ = 0.009  
Δ = 0.00064  
Δ = 0

Sub-Task 2  
Disagreement prediction

F1 Score: 0.23523 (3)  
Cohen’s Kappa: -  
Mean Squared Error: 3.00000 (1)  
Δ = -0.02592

Table 1: Performance Measures of our system for individual Sub-Tasks. Values in the bracket show position of our system in the task leaderboard. Δ is indicating the difference between the top-performing system for the sub-task and our system.

the total number of tokens, and \( u \) is the number of tokens given other tags.

- Number of Switch Points: number of times the language is switched within a sentence
- Burstiness, as described in Eq. 2, where \( \sigma_t \) denotes the standard deviation of the language spans and \( m_t \) the mean of the language spans. Burstiness captures the periodicity in the switch patterns, with periodic dispersion of switch points taking on burstiness values closer to -1, and sentences with less predictable patterns of switching take on values closer to 1.

Code-mix metrics are only computed for the synthetic code-mix sentences. Further, we scale normalised code-mixing metric based features.

\[
CMI = \frac{\sum_{i=1}^{N}(w_i) - \max(w_i)}{n - u} \quad (1)
\]

\[
Burstiness = \frac{\sigma_t - m_t}{\sigma_t + m_t} \quad (2)
\]

2. MLLM Features: In recent years, Multilingual Large Language Models (MLLMs), such as XLM-R (Conneau et al., 2020), have performed well across semantic tasks and cross-lingual transfer, and have been the go-to methods in code-mixed settings as well (Khanuja et al., 2020). We utilise embeddings from two models - XLM-R and LABSE (Feng et al., 2022). We compute the pseudo-log-likelihood (PPL) scores proposed by (Salazar et al., 2020), which are akin to perplexity scores of conventional LMs. In our model, PPL scores are computed for both synthetic code-mixed sentences as well as human generated code-mixed sentences, and delta between the two PPL scores is considered as a feature.

We use LABSE model to compute sentence embeddings which are used as features. We compute LABSE embeddings for Hindi, English monolingual sentences, and synthetic code-mixed sentence. The intuition behind using features from two different LMs was to improve the discriminative power of the model.

All the aforementioned features are concatenated resulting in a vector of dimension 2,385, and these features are used to train task-specific models.

\[
SyMCoM_{SU} = \frac{(\text{Count}_{SU_{L1}}) - (\text{Count}_{SU_{L2}})}{\sum_{i=1}^{2} \text{Count}_{SU_{Li}}} \quad (3)
\]

\[
SyMCoM_{sent} = \sum_{SU \in \text{sent}} \frac{\text{Count}_{SU}}{\text{len}} \times |SyMCoM_{SU}| \quad (4)
\]

2.3 Models

We experimented with various models such as - Linear Regression, MLP Regressor, and XGBoost with the combination of the above features. In the Validation phase, we noticed that the MLP outperformed all the other models. For the test phase we used only the MLP Regressor models. We train task-specific MLP Regression models using the same features, and rely on them to learn the complex function to predict the task-specific values in the same feature space.

We use the Sklearn library (Pedregosa et al., 2011) to implement the MLP Regressor models. We implement the MLP with three hidden layers - consisting of 1000, 100, and 10 neurons, respectively, paired with ReLU activation functions, an Adam optimizer, adaptive learning rate, and a default batch size and number of epochs. We could do only a limited hyper-parameter search,
3 Results

The scores for the Sub-Tasks achieved by our model are given in Table 1. For Sub-Task 1, we achieved rank 2 on the leaderboard for F1-Score and Cohen’s Kappa, while a rank of 1 for Mean Squared Error (tied with the baseline model).

For Sub-Task 2, we beat the baseline model and achieved rank three on the leaderboard for F1-Score and one for Mean Squared Error (tied with the models achieving ranks 1 and 2).

For Sub-Task 1, our system is closest to the baseline model, as none of the competing models would beat the baseline model’s performance. We hypothesize that the low-performance scores can be attributed to the task’s hardness and the data’s size.

As noted earlier, a comprehensive and structured hyper-parameter search will likely improve the results. Because of the very low delta between our system and the best performing system, hyper-parameter tuning could be crucial to surpassing the baseline models.

4 Discussion

In this work, we propose a system to predict the Quality and Disagreement scores given code-mixed sentences and their monolingual counterparts. We leverage the combination of code-mixing metrics and MLLMs embeddings as features and train MLP regressor models. While our approach fails to beat the baseline/best performing system, the performance of our system is a close second or third and ranks first on MSE for both Sub-Tasks. Further hyper-parameter tuning could be crucial to surpassing the baseline models.

Even the best-performing systems/baselines have very low scores across performance measures, which can be attributed to the difficulty of the task at hand, and the subjectivity of annotators while rating a sentence on a scale of 1-10. The size of the dataset could also be a limitation for solving the task at hand.

While MLP-based regressors are black boxes, having an explainable/interpretable model could help rank the features that impact the scores. In our system, an ablation study could help prune the feature space and identify the kind of features that are useful in rating prediction, and such features could be augmented. We leave these pursuits as part of our future work.
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Abstract

This paper describes the system description for the HinglishEval challenge at INLG 2022. The goal of this task was to investigate the factors influencing the quality of the code-mixed text generation system. The task was divided into two subtasks, quality rating prediction and annotators’ disagreement prediction of the synthetic Hinglish dataset. We attempted to solve these tasks using sentence-level embeddings, which are obtained from mean pooling the contextualized word embeddings for all input tokens in our text. We experimented with various classifiers on top of the embeddings produced for respective tasks. Our best-performing system ranked 1st on subtask B and 3rd on subtask A. We make our code available here: https://github.com/nikhilbyte/Hinglish-qEval

1 Introduction

With the increase in popularity of social media platforms like blogs, Facebook, and Twitter in India, the amount of spoken and written Hinglish data has been on the rise. Hinglish is a blend of English and Hindi, involving code-switching between the above-mentioned languages. Due to the increasing number of users, the analysis of this new hybrid language using computational techniques has gotten important in a number of natural language processing applications like machine translation (MT) and speech-to-speech translation. (Bali et al., 2014),(Das and Gambäck, 2013).

Classical NLP problems such as language modeling (Pratapa et al., 2018), sentiment analysis (Singh and Lefever, 2020), (Chakravarthi et al., 2021), Hate-Speech Identification (Sreelakshmi et al., 2020) and language identification (Molina et al., 2016) are covered for Code-Mixed textual data. However, the generation and evaluation aspect of CM data hasn’t been explored a lot.

This shared task aims to further the research of quality evaluation of the generated code-mixed text in a new way, proposing two tasks that will help quantify the quality of the synthetically generated CM text. Moreover, the organizers put forward another task that will help estimate the disagreement between the different human annotators, which further strengthens and reduce the noisiness of the ground-truth quality labels of the generated CM text sequence.

2 Related Work

There has been an increased interest in Code-Mixed data for various NLG tasks. (Yang et al., 2020) proposed a new pre-training strategy to tackle the complexities in CM text sequences in a non-traditional way. (Gautam et al., 2021) talks about generating low-resource Code-Mixed language from a high resource language such as English using various Seq2Seq models such as mBART (Liu et al., 2020). Other than this, various augmentation techniques were also proposed to improve the quality of generated Hinglish text sequences (Gupta et al., 2021). Due to its high linguistic diversity and lack of standardization, the basic Natural Language generation needs to be tackled and evaluated differently as shown in (Garg et al., 2021) where they propose different metrics to evaluate the quality of generated CM data and show why traditional translation metrics such as BLUE (Papineni et al., 2002) etc. cannot capture the quality evaluation properly.

3 Task Overview and Dataset

The task (Srivastava and Singh, 2021b) was divided into two subtasks. Subtask-A comprised of predicting the quality of the generated Hinglish sentences on a scale of 1–10. 1 is low quality and 10 is the highest quality, considering the semantics and meaningfulness of the generated text sequence. However, the code-mixed language is seldom used in a formal setting, leading the popular evaluation
techniques such as BLUE and WER being inappropriate. The organizers tried to tackle this using another way of evaluation to curb the noisiness of labels occurring in subtask-A by proposing another subtask-B. This subtask tests the capacity of the proposed models for estimating the disagreement between individual annotators, which often occurs when trying to evaluate the quality of informal text sequences.

The data for this task introduced in (Srivastava and Singh, 2021a) is called the HinGE dataset. Its dataset comprises 3,952 instances. Where a particular instance i comprises a text sequence triplet in English, Hindi, and hinglish language and Average rating as the label for subtask-A and Annotator disagreement as the label for subtask-B. These instances were shuffled and divided into three parts in a ratio of 70:10:20, leading to 2766, 395, and 791 data instances in train, validation, and test respectively. An instance of the dataset can be found in Figure 1.

4 Methodology

We attempted these tasks as a text triplet classification problem, wherein we have three text sequences side-by-side and a label attached to them. We analyzed the text sequences and found them to be clean and without any redundant information, hence we didn’t perform any traditional pre-processing step. The following steps were taken to build the submit system:

- Out of the three text sequences in a particular data instance, we feed the English and Hindi input sentences or texts into a transformer network named Language-agnostic BERT sentence embedding model (LaBSE) (Feng et al., 2020). The model produces contextualized word embeddings for all input tokens in our text into a shared latent space that produces similar vector/embeddings for similar sentences in a language-agnostic way. As we want a fixed-sized output representation (vector u), we need a pooling layer. Different pooling options are available, the most basic one is mean-pooling: We simply average all contextualized word embeddings the model is giving us. This gives us a fixed 768-dimensional output vector independent of how long our input text was.

- The hinglish sequence was embedded using a BERT (Devlin et al., 2018) based model for hinglish text sequences available here ¹ after using the same strategy as done for the English and Hindi counterparts.

- By this point, we have the three sentences/texts mapped to a fixed sized dense vector.

- The obtained vectors are then concatenated and fed into a catboost (Prokhorenkova et al., 2018) based classifier.

- The model was trained in a supervised manner using the default catboost classifiers with a logloss objective. A seed value of 42 was used to keep the model deterministic.

- The model took approximately 1.75 hours to train on CPU with a memory of 12Gb.

- The complete experiment was done on Google Colab Pro.

- The model architecture can be seen in Figure 2.

All our experiments were performed using SBERT ²

5 Results

Three evaluation metrics F1-score (FS), Cohen’s Kappa (CK), Mean Squared Error (MSE) were used to measure the performance of the submitted systems. We present the results obtained on test set along with the baselines in Table 1.

<table>
<thead>
<tr>
<th>SubTask</th>
<th>FS</th>
<th>CK</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SubTask A</td>
<td>0.25062</td>
<td>0.08153</td>
<td>2.00000</td>
</tr>
<tr>
<td>SubTask B</td>
<td>0.26115</td>
<td>-</td>
<td>3.00000</td>
</tr>
<tr>
<td>Baseline A</td>
<td>0.26637</td>
<td>0.09922</td>
<td>2.00000</td>
</tr>
<tr>
<td>Baseline B</td>
<td>0.14323</td>
<td>-</td>
<td>5.00000</td>
</tr>
</tbody>
</table>

Table 1: Results on for Test Set

6 Conclusion

We developed a system to evaluate the quality of machine-generated text sequences using a combination of deep learning feature vectors and machine

¹https://huggingface.co/niksss/Hinglish-HATEBERT
²https://www.sbert.net/index.html
learning models. The results are nowhere near what would actually be used to evaluate the quality of the generated sequence. However, this is the first installment of the shared task and it sets off the baselines for future research on the same subject.
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Abstract

Code-Mixed text data consists of sentences having words or phrases from more than one language. Most multi-lingual communities worldwide communicate using multiple languages, with English usually one of them. Hinglish is a Code-Mixed text composed of Hindi and English but written in Roman script. This paper aims to determine the factors influencing the quality of Code-Mixed text data generated by the system. For the HinglishEval task, the proposed model uses multi-lingual BERT to find the similarity between synthetically generated and human-generated sentences to predict the quality of synthetically generated Hinglish sentences.

1 Introduction

The term "Code-Mixing" refers to mixing words or phrases from different languages into a single text or speech utterance. It embeds linguistic units from one language, such as phrases, words, and morphemes, into an utterance from another language. An example of the Code-Mixed data can be seen in the Figure 1 (Srivastava and Singh, 2021b). In countries where bilingualism is a common practice, we often see people naturally switching between the two languages. A significant challenge to research is that there are no formal sources like books or news articles in Code-Mixed languages, and studies have to rely on sources like Twitter or messaging platforms. Generating and evaluating the available or produced data without a baseline is primarily reliant on people who are fluent in both languages.

Furthermore, present language models are ineffective in Code-Mixed situations, where morphemes, words, and phrases from one language are embedded in the other. As Code-Mixing has long been a way of communication in a multi-cultural, multi-lingual society, the next generation of AI bots should be able to understand Code-Mixed text.

The inherent challenges with the code-mixed data make the widely popular evaluation metrics like BLEU (Bilingual Evaluation Understudy Score) and WER (Word Error Rate) less effective. With the given task, the main objective is to propose and develop new strategies that address the overall need for quality evaluation of the generated Code-Mixed text.

This paper aims to assess the quality of the generated Hinglish text. The proposed model uses the transformer-based multi-lingual BERT (Pires et al., 2019) to obtain the embeddings of the Hindi, English, and Hinglish text. A similarity score is computed between synthetically generated Hindi and English text and human-generated Hindi and English sentences. This score will serve as the sentence’s agreement or disagreement factor.

2 Related Work

Developing methodologies and resources for diverse Natural Language Processing applications incorporating multi-lingual and Code-Mixed languages has recently become popular. Few of them are word-embedding (Chen and Cardie, 2018), question answering system (Raghavi et al., 2015; Kumari et al., 2022), Code-Mixed text generation
Various techniques were used to generate the Code-Mixed data, including matrix frame language theory, semi-supervised approach (Gupta et al., 2020), using dependency parsing (Jain et al., 2021), equivalent constraint theory (Pratapa et al., 2018) and Generative Adversarial Networks (Gao et al., 2019). A Metric Independent Evaluation Pipeline (MIPE) (Garg et al., 2021) considerably enhances the correlation among evaluation measures and human assessments of the generated Code-Mixed data. In the candidate’s Hinglish phrase, MIPE minimises spelling differences and language switches for evaluation. Based on the significance of the terms missing from the candidate Hinglish sentence, deduct credit from the evaluation score. By arranging the candidates as well as the reference sentences into the phrases and using the paraphrasing ability, it also deals with the issue of having a restricted amount of reference sentences.

3 Dataset

HinGE(Srivastava and Singh, 2021a), a recently proposed dataset, is used for the HinglishEval task. The dataset contains 1976 English-Hindi sentence pairs and corresponding synthetic and human-generated Hinglish sentences.

**Human Generated Sentences:** Each English-Hindi sentence pair has at least two Hinglish sentences, with a total of 6694 such sentences.

**Synthetically Generated Sentences:** Using two different algorithms (WAC and PAC), synthetic Hinglish sentences are generated for each English-Hindi sentence pair. Each sentence is then given a quality rating by two human annotators. There are 2766 such sentences. For each sentence, the rounded off average of the two quality ratings is provided under the label of ‘Average Rating’ and the absolute difference of their scores is provided as ‘Disagreement’. An instance of the HinGE dataset (Srivastava and Singh, 2021a) can be seen in Table 1.

4 Proposed Model

The proposed approach used a two-step procedure for both the rating and disagreement prediction tasks. The first step is to fine-tune multi-lingual BERT, a language model that has been pre-trained on 104 languages and is used to classify and evaluate disagreements further on. The second step used the deep semantic features obtained from multi-lingual BERT for various phrase categories to train a classifier neural network.

4.1 Multi-lingual BERT

We employed the BERT-base-multi-lingual-cased model, a modified pre-trained BERT encoder that is pretrained in a self-supervised manner using the largest Wikipedias with the goal of masked language modeling. Multi-lingual BERT allows us to provide it with two sentences as input in the form:


Here, the CLS and SEP tokens are special tokens that allow BERT to recognize the beginning of an input and a separation between two different input sections. The central SEP token ensures that BERT knows there are two different sentences in the input.

Based on the dataset, we had four models for different types of sentences—English, Hindi, Synthetic Hinglish, and Human Hinglish. We ran the language model four times for each sub-tasks with various sorts of sentence pairs each time. The first two models trained had Synthetic Hinglish sentences as Sentence B, with Sentence A being the corresponding English sentence for model 1 and Hindi sentence for model 2. The next two models did the same, with Human Hinglish sentences paired with English sentences for model 3 and Hindi sentences for model 4. This process is repeated twice for rating classification and again for disagreement classification. The proposed model employs the BERT AutoTokenizer to tokenize the inputs and the Adam optimizer to train at a learning rate.
The reward of goodness shall be nothing but goodness.

Goodness ka badla goodness ke siva aur kya ho sakta hai.

Achai ka badla shall be nothing but achai.

<table>
<thead>
<tr>
<th>English</th>
<th>Hindi</th>
<th>Human-Generated Hinglish</th>
<th>WAC</th>
<th>PAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>The reward of goodness shall be nothing but goodness</td>
<td>अच्छाई का बदला अच्छाई के अलावा और क्या हो सकता है?</td>
<td>The reward of achai shall be nothing but achai.</td>
<td>reward ka badla reward ke nothing aur kya ho sakta hai</td>
<td>reward of goodness goodness ke siva aur kya ho sakta hai</td>
</tr>
<tr>
<td>Achai ka badla shall be nothing but achai.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: An Instance of the HinGE dataset

rate of 1e-6 for five epochs.

We extracted the deep semantic text features from each model using the BERT source code. The CLS token’s feature vector is extracted from the output results of the last hidden layer, which is a 768-dimensional deep semantic feature of the legal language. We chose the CLS token, also known as the Classification token, as it has the fixed embedding that appears at the beginning of every sentence. Since all words infer the output of this token in the phrase, this CLS vector provides BERT’s understanding of the sentence, which is particularly beneficial for a sentence classification task. The extraction process can be seen in Figure 2, where $\mathbf{T}_{[CLS]}$ is the CLS vector output of the last hidden layer of multi-lingual BERT extracted from the model.

4.2 Classifier Neural Network

We obtained four sets of feature vectors from multi-lingual BERT for each sub-task. Two of them had dimensions of (2766, 768) and used synthetic Hinglish words as input. The other two used human-generated sentences and had dimensions of (6694, 768). To reduce the dimensionality of the latter, we averaged the vectors corresponding to each English-Hindi sentence pair resulting in a set of dimensions (1976, 768).

For each synthetic sentence, we concatenated the first two sets of vectors, and corresponding to each vector in this set, we appended its respective human vector. After combining the four-vector sets, we had an input of size (2766, 3072) for each sub-task.

The proposed model is trained with two fully connected neural networks, one for each sub-task, using these concatenated vector sets as their respective inputs. Both neural networks had two Linear hidden layers of dimensions (3072, 1536) and (1536, 768) with a final layer of size (768, 10). After each layer, a Rectified Linear activation function is being used. Binary Cross-Entropy loss is the chosen loss function. Adam optimizer were used along with a learning rate of 5e-6. Ten training epochs were used to train the disagreement classifier compared to just three for the ratings classifier. The entire procedure is illustrated in Figure 3, where the four concatenated CLS vectors are passed as input to a classifier neural network.

Figure 3: Proposed Model Architecture
Table 2: Validation and Test results on the HinGE dataset

<table>
<thead>
<tr>
<th></th>
<th>Sub-Task 1(Average Rating)</th>
<th>Sub-Task 2(Disagreement)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>F1</td>
</tr>
<tr>
<td>Validation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>0.09504</td>
<td>-0.01530</td>
</tr>
<tr>
<td>Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td>0.26637</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>0.21796</td>
<td>0.07337</td>
</tr>
</tbody>
</table>

5 Results and Evaluation

5.1 Results

The evaluation metrics used are F1 Score, Cohen’s Kappa (CK), and Mean Square Error (MSE). The submissions created by the model achieved rank 4 in rating prediction and rank 2 in disagreement prediction, not accounting for baseline scores, based on F1 Score, Cohen’s Kappa, and mean squared error. The proposed approach results can be seen in Table 2, compared with the baseline scores.

We attained F1 scores of 0.218 on Rating classification and 0.242 on Disagreement classification after training over 2766 synthetic sentences and testing over 791 synthetic sentences.

6 Conclusion and Future Work

This paper used a two-step approach to solve the text classification problem. For each pair of phrase types, deep semantic text features were initially extracted using multilingual BERT as CLS vectors. These vectors were then properly combined, and processed by a fully-connected classifier neural network. The results suggest the proposed model is useful and that the obtained results can be greatly improved by fine-tuning and training with larger data, which could be a future research direction.
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Abstract

In this paper we describe a system submitted to the INLG 2022 Generation Challenge (GenChal) on Quality Evaluation of the Low-Resource Synthetically Generated Code-Mixed Hinglish Text. We implement a Bi-LSTM-based neural network model to predict the Average rating score and Disagreement score of the synthetic Hinglish dataset. In our models, we used word embeddings for English and Hindi data, and one hot encodings for Hinglish data. We achieved a F1 score of 0.11, and mean squared error of 6.0 in the average rating score prediction task. In the task of Disagreement score prediction, we achieve a F1 score of 0.18, and mean squared error of 5.0.

1 Introduction

In India, social media’s enduring popularity has resulted in massive amounts of user-generated textual content. During a conversation, multilingual speakers frequently flip between languages. Speakers frequently talk in multiple languages, and often transliterate. Listeners may not always be able to keep up with the multilingual speakers. That’s why we need automated systems for transliterated translations.

But we don’t have a significant amount of transliterated translation data to train our models. So we might use synthetic data for this purpose. Synthetic data has become a common resource for a variety of applications. It may be required because of data unavailability, cost savings, security, or privacy concerns. Because synthetic data matches the statistical properties of production data, it can be used to train models, validate models, and evaluate performance. Machine learning models have now made it possible to create incredibly fast natural language generating systems by building and training a model.

Now the next challenge is to evaluate the data which is synthetically generated. In this paper we have introduced an algorithm to check the quality of the generated data. We have proposed a supervised learning model using multiple Bi-LSTM and dense layers to predict two types of scores (Average Rating score and Disagreement score). In this paper we are using the data from Srivastava and Singh (2021a).

This is a transliterated translation verification problem which essentially boils down to a task of document similarity evaluation. Document similarity evaluation is a well researched task in NLP. As Merlo et al. (2003) suggests, various Machine learning techniques, and Natural Language Processing tools can be used for this purpose. Linhares Pontes et al. (2018) shows us how hybrid models of LSTM’s can be used for document similarity prediction. Some work has also been done in the multilingual scenario, as in Wang et al. (2018). However not much work has been done in transliterated translation verification, and certainly none has been done in the Indian domain. Srivastava and Singh (2020) explains the challenges in both generating transliterated translations and evaluating it.

2 Dataset

The phenomena of code-mixing are the mingling of words and phrases from various languages in a single text or spoken utterance. Examples of code-mixed Hinglish sentences created from parallel Hindi and English utterances are shown in Fig-1.

In this shared task, there are two subtasks for evaluating the quality of the code-mixed Hinglish text in this common task (Srivastava and Singh, 2021b). In the first sub-task, they proposed using a scale of 110 to determine the quality of Hinglish content. They want to figure out what elements influence text quality, so high-quality code-mixed text generating systems can be created. The second sub-task is to predict how much the two annotators
who annotated the synthetically generated Hinglish sentences differ on a scale of 0.9. Various factors influence human disagreement.

The dataset consists of five columns (English, Hindi, Hinglish, Average Rating, Disagreement). Hinglish sentences are generated using two rule-based algorithms (i.e., WAC and PAC). For the two rating columns (Average Rating & Disagreement) each sentence is rated on a scale of 1 (low-quality) to 10 (high-quality) by two annotators. The quality of the synthetically generated sentences is calculated by rounding off the average of the two human ratings and using this score (in the range of 1-10) in the Average rating column. And the Disagreement score is calculated by the absolute difference of the two human ratings as the disagreement score (in the range of 0-9).

3 System Description

We used a sequence of Glove embeddings as input for English and Hindi sentences. However, for Hinglish sentences we used one hot vector as inputs. We fed the English and Hindi embeddings to separate Bi-lstm’s[l-e, l-h], and retrieved sequence output from them. To capture the word sequences of different Hindi and English sentences we have used two different LSTMs. Then we concatenated these 2 outputs and passed it through another Lstm layer to get a fixed (not sequence) vector output [l-h-e].

We fed the one hot vector from the Hinglish data to a dense layer and received a vector output [d-he]. Since one hot vector does not capture the sequential information, we have used a dense layer. We then concatenated these two [l-h-e and d-he] vectors, and passed it through a dense layer to get a final class (score between 1 to 10). We used the same model for both the tasks. Please refer to Fig-2 for complete system architecture.

4 Training

On a total of 2766 training data points, we train the LSTM model using the Adam optimizer with a batch size of 32. Started with loss of 0.1810 & accuracy of 0.9658. In the final epoch loss was 0.0300 & accuracy was 0.9864.

In this phase, we validated the input using our developed model. For this phase the total available data was 395. We have validated our model for both Average Rating as well as Disagreement. On 395 data we validated our system to predict Average rating for corresponding inputs. Please refer to Table: 1 for detailed results related to this validation. On 395 data we validated our system to predict Disagreement score for corresponding inputs. Please refer to Table: 2 for detailed results related to this validation.

5 Test

In this phase, our developed model gets tested on test data. For this phase the total available data was 791. Model was tested for both Average Rating as well as Disagreement.

On 791 data, our system is able to predict Average rating for corresponding inputs. Please refer to
Table 3: This result is obtained from 791 test data for Sub-task 1(Average rating score)

<table>
<thead>
<tr>
<th>No. of data</th>
<th>F1-Score</th>
<th>Cohen’s Kappa</th>
<th>Mean Squared Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>791</td>
<td>0.11582</td>
<td>0.00337</td>
<td>6.00</td>
</tr>
</tbody>
</table>

Table 4: This result is obtained from 791 test data for Sub-task 2(Disagreement score)

<table>
<thead>
<tr>
<th>No. of data</th>
<th>F1-Score</th>
<th>Mean Squared Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>791</td>
<td>0.18331</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Table: 3 for detailed results related to this validation. On 791 data, our system is able to predict Disagreement score for corresponding inputs. Please refer to Table: 4 for detailed results related to this validation.

6 Conclusion

For INLG 2022, we created a system to predict the Average Rating of synthetically generated Hinglish sentences (Sub-Task 1) & Disagreement score for the same (Sub-Task 2). We didn’t use any outside information. We have used GLOVE embedding for English and Hindi sentences. And for Hinglish sentences we have used multi label vectors.
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Abstract

Against a background of growing interest in reproducibility in NLP and ML, and as part of an ongoing research programme designed to develop theory and practice of reproducibility assessment in NLP, we organised the second shared task on reproducibility of evaluations in NLG, ReproGen 2022. This paper describes the shared task, summarises results from the reproduction studies submitted, and provides further comparative analysis of the results. Out of six initial team registrations, we received submissions from five teams. Meta-analysis of the five reproduction studies revealed varying degrees of reproducibility, and allowed further tentative conclusions about what types of evaluation tend to have better reproducibility.

1 Introduction

Interest in reproducibility continues to grow across Natural Language Processing (NLP). However, we still do not understand well enough what makes evaluations easier or harder to reproduce, and reproduction studies often reveal alarmingly low degrees of reproducibility not only for human evaluations but also for automatically computed metrics.

With the ReproGen shared task on Reproducibility of Evaluations in NLG, our aim is to add to the body of reproduction studies in order to increase the data points available for investigating reproducibility, and to begin to identify properties of evaluations that are associated with better reproducibility.

We start in Section 2 by describing the organisation and structure of the shared task, followed by an overview of the participating teams (Section 3). Next, we present high-level degree-of-reproducibility results for each reproduction study, and in the case of the more complex studies, also for subsets of results (Section 4). We look at the properties of the ReproGen evaluation studies in standardised terms as facilitated by the HEDS sheets completed by participants, and explore if any properties appear to have an effect on degree of reproducibility (Section 5). We conclude with some discussion (Section 6) and a look to future work (Section 7).

2 ReproGen 2022

Like its predecessor, ReproGen 2022 had two tracks, one a shared task in which teams try to reproduce the same previous evaluation results, the other an ‘unshared task’ in which teams attempt to reproduce their own previous evaluation results:

A Main Reproducibility Track: For a shared set of selected evaluation studies, participants repeat one or more studies, and attempt to reproduce the results, using published information plus additional information and resources provided by the authors, and making commonsense assumptions where information is still incomplete.

B RYO Track: Reproduce Your Own previous evaluation results, and report what happened. Unshared task.

For the main track (A above), we used the same papers as in ReproGen 2021, with the addition of one paper (Nisioi et al., 2017) previously used...
Table 1: Overview of ReproGen submissions (tracks, teams, original papers, reproduction reports and types of reproduced evaluation measures).

<table>
<thead>
<tr>
<th>Track</th>
<th>Team</th>
<th>Original paper</th>
<th>Reproduction paper</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADAPT Centre @ DCU</td>
<td>Nisioi et al. (2017)</td>
<td>Popović et al. (2022)</td>
<td>human</td>
</tr>
<tr>
<td></td>
<td>University of Illinois at Chicago</td>
<td>Nisioi et al. (2017)</td>
<td>Arvan et al. (2022)</td>
<td>automatic</td>
</tr>
<tr>
<td></td>
<td>University of Aberdeen</td>
<td>Thomson and Reiter (2021)</td>
<td>Thomson and Reiter (2022)</td>
<td>human</td>
</tr>
</tbody>
</table>

in the REPROLANG 2020 shared task (Branco et al., 2020), all with consent and confirmation of willingness to support from the authors:

1. van der Lee et al. (2017): PASS: A Dutch data-to-text system for soccer, targeted towards specific audiences: 1 evaluation study; Dutch; 20 evaluators; 3 quality criteria; reproduction target: primary scores.

Authors of original papers in Track A were asked (i) to complete a HEDS datasheet\(^1\) (Shimorina and Belz, 2022) for their paper, (ii) to make available all code and other resources needed for the study, and (iii) to be available to answer questions and provide other help during the ReproGen participation period. Authors of reproduction papers were also asked to complete a HEDS datasheet.

We issued a call for participation in one or both tracks. Six teams registered for ReproGen, of which five teams submitted reproduction studies (for an overview, see Table 1).

We made available broad guidelines\(^4\) to participating teams about how to report reproduction results, and provided light-touch review with comments and feedback on papers.

3 Participants and Submissions

Five submissions were received by the deadline on June 6, 2022. One submission was from the Netherlands, one from the UK, one from the US, one from Ireland, and one was a collaboration between groups in Czechia, Brazil and Ireland. Three of the teams participated in Track A (Braggaar et al., 2022; Popović et al., 2022; Arvan et al., 2022); the other two in Track B (Thomson and Reiter, 2022; Huidrom et al., 2022).

Two of the submissions reported a reproduction study of Nisioi et al. (2017), one of Santhanam and Shaikh (2019), and two reproduced own earlier work. All of the evaluated systems produced outputs in English. Popović et al. and Arvan et al. reproduced the human and metric-based evaluations of Nisioi et al. (2017)’s simplification systems, respectively, with Arvan et al. additionally exploring variations in the system code. Braggaar et al. reproduced inter-rater agreement and consistency measures for human evaluations of a dialogue system involving different rating scales studied by Santhanam and Shaikh (2019). Thomson and Reiter looked at reproducing an evaluation by error annotation from their own work on data-to-text generation, using different evaluation data samples, and Huidrom et al. reproduced human evaluations of Dušek and Kasner (2020)’s semantic error detection system for data-to-text generation. An overview of all submissions is provided in Table 1, and the properties of participating systems and studies are discussed in more detail in Section 5.

\(^{3}\)https://forms.gle/MgWiKVu7i5UHeMNQ9

\(^{4}\)https://reprogen.github.io/2022/submission/
### Table 2: Pearson’s and Spearman’s correlation coefficients, mean percentage change, and mean coefficients of variation (CV*), for the ReproGen’22 reproduction studies. For the correlation coefficients, ** = statistically significant at $\alpha = .01$, * = statistically significant at $\alpha = .05$.

<table>
<thead>
<tr>
<th>Measurand(s)</th>
<th>Pearson’s $r$</th>
<th>Spearman’s $\rho$</th>
<th>mean % change $+/-$</th>
<th>abs mean CV*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Original study = Nisioi et al. (2017); reproduction study = Arvan et al. (2022), Repro 1:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Scores (2 systems $\times$ 2 metrics)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Original study = Nisioi et al. (2017); reproduction study = Arvan et al. (2022), Repro 2:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Scores (2 systems $\times$ 2 metrics)</td>
<td>1</td>
<td>0.8</td>
<td>-1.02</td>
<td>3.30</td>
</tr>
<tr>
<td><strong>Original study = Nisioi et al. (2017); reproduction study = Arvan et al. (2022), Repro 3:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Scores (2 systems $\times$ 2 metrics)</td>
<td>1</td>
<td>0.8</td>
<td>0.63</td>
<td>3.19</td>
</tr>
<tr>
<td><strong>Original study = Nisioi et al. (2017); reproduction study = Popović et al. (2022):</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Scores (9 systems $\times$ 1 quality criterion)</td>
<td>0.766*</td>
<td>0.787*</td>
<td>40.16</td>
<td>85.82</td>
</tr>
<tr>
<td><strong>Original study = Santhanam and Shaikh (2019); reproduction study = Braggar et al. (2022):</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likert (2 corr coeffs $\times$ 2 quality criteria $\times$ 1 scale)</td>
<td>0.95*</td>
<td>0.81</td>
<td>25.37</td>
<td>25.37</td>
</tr>
<tr>
<td>RME (2 corr coeffs $\times$ 2 quality criteria $\times$ 1 scale)</td>
<td>-0.57</td>
<td>-0.54</td>
<td>-6.895</td>
<td>6.895</td>
</tr>
<tr>
<td>BME (2 corr coeffs $\times$ 2 quality criteria $\times$ 1 scale)</td>
<td>0</td>
<td>-0.07</td>
<td>8.55</td>
<td>8.55</td>
</tr>
<tr>
<td>BWS (2 corr coeffs $\times$ 2 quality criteria $\times$ 1 scale)</td>
<td>0.99**</td>
<td>0.88</td>
<td>10.02</td>
<td>10.02</td>
</tr>
<tr>
<td>Readability (2 corr coeffs $\times$ 1 quality criterion $\times$ 4 scales)</td>
<td>-0.08</td>
<td>0.13</td>
<td>10.28</td>
<td>15.54</td>
</tr>
<tr>
<td>Coherence (2 corr coeffs $\times$ 1 quality criterion $\times$ 4 scales)</td>
<td>-0.16</td>
<td>0.1</td>
<td>8.25</td>
<td>9.88</td>
</tr>
<tr>
<td>ICC-C (1 corr coeffs $\times$ 1 quality criterion $\times$ 4 scales)</td>
<td>0.33</td>
<td>0.5</td>
<td>8.12</td>
<td>10.24</td>
</tr>
<tr>
<td>ICC-A (1 corr coeffs $\times$ 2 quality criterion $\times$ 4 scales)</td>
<td>-0.27</td>
<td>-0.22</td>
<td>10.41</td>
<td>15.18</td>
</tr>
<tr>
<td>All Scores (2 corr coeffs $\times$ 2 quality criteria $\times$ 4 scales)</td>
<td>0.01</td>
<td>0.16</td>
<td>9.26</td>
<td>12.71</td>
</tr>
<tr>
<td><strong>Original study = Dušek and Kasner (2020); reproduction study = Huidrom et al. (2022), Repro 1:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2E (9 label counts $\times$ 1 system $\times$ 1 dataset)</td>
<td>0.98**</td>
<td>0.91**</td>
<td>1.15</td>
<td>18.9</td>
</tr>
<tr>
<td>WebNLG (8 label counts $\times$ 1 system $\times$ 1 dataset)</td>
<td>0.8**</td>
<td>0.76*</td>
<td>41.46</td>
<td>70.12</td>
</tr>
<tr>
<td>All Scores (8/9 label counts $\times$ 1 system $\times$ 2 datasets)</td>
<td>0.81**</td>
<td>0.87**</td>
<td>20.12</td>
<td>-43.00</td>
</tr>
<tr>
<td><strong>Original study = Dušek and Kasner (2020); reproduction study = Huidrom et al. (2022), Repro 2:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2E (9 label counts $\times$ 1 system $\times$ 1 dataset)</td>
<td>0.87**</td>
<td>0.8*</td>
<td>18.57</td>
<td>40.45</td>
</tr>
<tr>
<td>WebNLG (8 label counts $\times$ 1 system $\times$ 1 dataset)</td>
<td>0.82**</td>
<td>0.54</td>
<td>18.97</td>
<td>58.17</td>
</tr>
<tr>
<td>All Scores (8/9 label counts $\times$ 1 system $\times$ 2 datasets)</td>
<td>0.84**</td>
<td>0.66*</td>
<td>18.76</td>
<td>48.79</td>
</tr>
<tr>
<td><strong>Original study = Thomson and Reiter (2021); reproduction study = Thomson and Reiter (2022), Repro 1:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cond-copy (6 label counts $\times$ 1 system)</td>
<td>0.995</td>
<td>0.98</td>
<td>31.14</td>
<td>46.64</td>
</tr>
<tr>
<td>Doc-plan (6 label counts $\times$ 1 system)</td>
<td>0.91</td>
<td>0.9</td>
<td>-7.92</td>
<td>16.50</td>
</tr>
<tr>
<td>Hier-enc (6 label counts $\times$ 1 system)</td>
<td>0.85</td>
<td>0.7</td>
<td>70.67</td>
<td>109.9</td>
</tr>
<tr>
<td>All Scores (6 label counts $\times$ 3 systems)</td>
<td>0.89</td>
<td>0.88</td>
<td>33.6</td>
<td>60.10</td>
</tr>
<tr>
<td><strong>Original study = Thomson and Reiter (2021); reproduction study = Thomson and Reiter (2022), Repro 2:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cond-copy (6 label counts $\times$ 1 system)</td>
<td>0.99**</td>
<td>0.94*</td>
<td>31.79</td>
<td>57.37</td>
</tr>
<tr>
<td>Doc-plan (6 label counts $\times$ 1 system)</td>
<td>0.92**</td>
<td>0.82</td>
<td>-24.35</td>
<td>29.18</td>
</tr>
<tr>
<td>Hier-enc (6 label counts $\times$ 1 system)</td>
<td>0.83*</td>
<td>0.72</td>
<td>73.86</td>
<td>136.64</td>
</tr>
<tr>
<td>All Scores (6 label counts $\times$ 3 systems)</td>
<td>0.896**</td>
<td>0.84*</td>
<td>36.12</td>
<td>77.06</td>
</tr>
</tbody>
</table>

### 4 Results: Degree of Reproducibility

Table 2 shows summarising results for all submissions, or rather for every reproduction in every submission, i.e. nine original/reproduction study pairs, in terms of Pearson’s $r$, Spearman’s $\rho$, mean percentage in/decrease, mean absolute percentage in/decrease, and the de-biased coefficient of variation, CV* (last column), following Belz (2022)’s Quantified Reproducibility Assessment (QRA) approach. The coefficient of variation (CV) is a
standard measure of precision used in metrological studies to quantify reproducibility of measurements. Unlike mean and standard deviation, CV is not in the unit of the measurements, and captures the amount of variation there is in a set of $n$ scores in a general way, providing a quantification of precision (degree of reproducibility) that is comparable across studies (Ahmed, 1995, p. 57). Note that all evaluation scales need to be shifted to start at zero, to ensure fair comparison across evaluations, because both percentage change and CV in general underestimate variation for scales with a lower end greater than 0. Rather than standard CV, QRA uses CV∗, a de-biased version of CV (Belz, 2022), because sample size (number of repeat measures) tends to be very small in NLP.\footnote{For full details of, and rationale for, using CV∗, even for sets of just two scores, see Belz et al. (2022); Belz (2022).}

For the simpler reproductions in Table 2, where there were one or more systems and one or more conventional evaluation measures and the reproduction target was the overall scores in terms of the measure(s), Table 2 reports a single CV∗ figure in the last column, namely mean CV∗ over all systems and measures. For example, the fourth study in the table, Popovi´c et al. (2022)’s reproduction of Nisioi et al. (2017), has an overall mean CV∗ of 8.98, computed from 9 individual CV∗ figures (9 systems \times 1 quality criterion).

For the five remaining studies, we also show mean CV∗ for constituent subsets of individual CV∗ figures, grouped by rating scale, quality criterion and correlation coefficient for Braggaar et al. (2022)’s reproductions, by dataset for Huidrom et al. (2022)’s reproductions, and by system for Thomson and Reiter (2022)’s reproductions.

Columns 2 and 3 in Table 2 show Pearson’s r and Spearman’s rho, respectively, for the corresponding (sub)sets of original/reproduction score pairs, while Columns 4 and 5 show average percentage in/decrease from original to reproduction score pairs for each of the same (sub)sets.

We have ordered the studies by study-level mean CV∗ (lowest, i.e. best, first). Study-level mean CV∗ ranges from the perfectly reproduced metric scores in Arvan et al. (2022)’s first reproduction, to the particularly high CV∗ of Thomson and Reiter (2022)’s second reproduction of an error annotation. In the case of the former, the authors managed to obtain the exact same SARI and BLEU scores, by running the scripts for these metrics provided by the original authors on the system outputs also provided by the original authors. Thomson and Reiter (2022)’s reproductions involve error-type labelling of system outputs which appear to be a particularly difficult to reproduce form of evaluation: this was the reproduction target in the four studies in the lower half of Table 2 which have substantially higher (>34) resulting overall mean CV∗ than the other studies (<12).

Interpreting the mean CV∗ figures for subsets of results for Braggaar et al. (2022)’s reproduction is not simple. The original authors collected evaluations of a set of dialogue turns in context for 2 quality criteria (Readability and Coherence), repeated this for 4 different rating scales, and computed two measures of inter-rater similarity for each rating scale. The two measures of inter-rater similarity were the consistency intraclass correlation (ICC-C) and the agreement intraclass correlation (ICC-A). The mean CV∗ figures for Braggaar et al. (2022)’s reproduction in Table 2 thus measure the similarity between the ICC scores (automatically computed on the human ratings) in the original study and the ICC scores in the reproduction study, with the ICC scores themselves computed for each set of ratings (where each set corresponds to one of the scales combined with one of the quality criteria).

Under these circumstances, CV∗ expresses how reproducible (stable) the inter-rater consistency/agreement is from one experiment to a repetition of it, in other words whether inter-rater consistency/agreement is similarly high, or similarly low, across multiple repeats of the same evaluation. Because Braggaar et al. (2022) repeated the evaluations for four different rating instruments, the mean CV∗ figures can tell us whether this differs for different rating instruments (as well as for different evaluation criteria and inter-rater consistency/agreement measures). The answer is that it does differ substantially for different rating scales, is equally low for both evaluation criteria, and does differ for the two inter-rater measures.

Taking a slightly closer look, the inter-rater measures (ICCs) for the Likert scale have remarkably higher (worse) mean CV∗ than the other three scales, while nevertheless achieving strong Pearson’s and Spearman’s between individual ICC scores in the original and reproduction studies. While the ICCs for the other three scales have similarly good CV∗, only the BWS scale also has strong Pearson’s and Spearman’s, with BME having no
correlation and RME having medium-strength negative correlation. This shows that CV* and Pearson’s and Spearman’s correlation coefficients provide complementary information in assessments of the similarity of original vs. reproduction scores. Looking at these in combination, it would seem that the BWS scale (best-to-worst ranking) achieves the most similar levels of inter-rater agreement and consistency across repeat studies.

From the results for Huidrom et al. (2022)’s reproductions, we can see that the error annotations produced for outputs for WebNLG data have worse CV* figures than for E2E (the difference is not just the data but also a subset of the error categories which are tailored to the data). Here, better CV* is aligned with better correlations.

Finally, the results for Thomson and Reiter (2022)’s reproductions show that the hierarchical encoder based data-to-text system produced outputs for which both mean CV* and correlations were worse on average than for the other two systems. However, this latter observation ought to be read with the proviso that each reproduction used a different sample from the three systems.

5 Comparison of Properties of Original vs. Reproduction Studies

Overall, all teams tried to follow the original studies as closely as possible (see also Discussion section below), but cohorts of human evaluators involved were different across all pairs of original and reproduction studies, except for the two reproductions by Thomson and Reiter (2022), and one of the two by Huidrom et al. (2022).

In this section, we summarise differences in each pair of studies and highlight the possible factors that might have led to different results in reproduction results. In the case of Track A contributions, our notes are based on the HEDS datasheets completed by both the original study authors and the shared task participants. For Track B, we describe differences as reported by the authors themselves in their original and reproduction reports, also consulting the HEDS sheets completed by them. See also Table 3 which lists some of the more fine-grained information for each study from the HEDS sheets.

5.1 Track A

Popović et al. (2022) reproduced the human evaluation reported by Nisioi et al. (2017), and point out the following differences that might have influenced the reproduction: evaluator background (native language, profession, experience with text simplification evaluation), evaluator assignments to texts, and experimental setup (e.g. whether evaluators were allowed to ask questions about guidelines), all of which were not reported for the original study, and not obtainable from the original authors.

Arvan et al. (2022) also reproduced Nisioi et al. (2017)’s work, but just the metric scores. They focused on exploring different ways of obtaining the outputs to be evaluated (having discovered several substantial issues with the original code): (a) using the same outputs, (b) regenerating outputs with the same code, and (c) regenerating outputs with corrected code. They found an “extreme level of resilience [to such differences that] is, in fact, quite alarming,” which is reflected in the low mean CV* figures which as it happens also reflect variation from different versions of SacreBLEU.

Braggaar et al. (2022)’s reproduction of Santhanam and Shaikh (2019) used crowdsourced human evaluation like the original study, but on a different platform: Qualtrics and Prolific in the reproduction study, and MTurk in the original. Due to platform feature restrictions, questionnaire layouts were not exactly the same across the two studies. As for the inter-rater measures, Braggaar et al. wrote their own code to compute ICC scores, since it was not provided by the original authors.

5.2 Track B

Huidrom et al. (2022) carried out two reproduction studies of Dušek and Kasner (2020): the first one with the same two evaluators and the second one with two new evaluators. The main difference between the original and reproduction studies lies in error annotation guidelines and output assignments to evaluators. While the original study did not formalise the annotation guidelines and performed evaluation based on common understanding developed between the two evaluators, for the reproduction studies, instructions for applying the error annotation scheme were created and used. The original study also did not record which texts were evaluated by which annotator, so the reproduction studies randomly assigned annotators to evaluated texts.

The main difference between the two reproductions and the original work addressed by Thomson and Reiter (2022) was the use of different samples
of outputs albeit from the same larger test set. This did result in substantial differences between results, as we shall see below.

5.3 Study properties and reproducibility

Table 3 provides an overview of the five ReproGen’22 submissions in terms of the quality criteria assessed in the evaluations and the properties of the evaluation design. The first column identifies the study and criteria, the last column shows the corresponding mean study-level and mean criterion-level CV*. The remaining columns show seven properties of each study/criterion, as per the HEDS datasheets; column headings identify HEDS question number (for explanation of each see table caption). The lower half of the table shows the corresponding overview of study/criterion properties from ReproGen’21, for ease of comparison.

In the ReproGen’22 studies, annotation-based evaluation (4.3.8=Anno) is clearly associated with lower reproducibility. Evaluations which involve assessment of content alone (4.1.2=Cont) also tend to have worse reproducibility. Assessing evaluation items relative to a system input (4.1.3=Rtl) is also associated with lower reproducibility for the bottom three studies (where comparison of outputs to inputs is far more complex than a straightforward is-it-simpler decision as in Nisioi et al/Popovic et al). Finally, correctness assessment (4.1.1=Corr) is also associated with lower reproducibility. For those of these properties that were present in ReproGen’21, the tendencies are the same.

6 Discussion

In metrological terms, a repeatability assessment keeps all conditions under which a measurement was taken the same, whereas a reproducibility assessment varies some of them. Strictly speaking, only the first reproduction by Arvan et al. (2022) can be considered a repeatability assessment, as it keeps all conditions exactly the same. All other ReproGen’22 reproductions were human evaluations, and for these, conditions can only be the same if the same evaluators are used again. One of the studies (the first reproduction by Huidrom et al. (2022)) did use the same evaluators, but instructions were written down and used for the first time instead of evaluators conferring.

Nevertheless, all studies tried to keep things as much as possible the same. One study which looked at automatic metrics (only) (Arvan et al., 2022) went beyond reusing system outputs provided by original authors, (a) regenerating outputs with unchanged author-provided code, and (b) regenerating outputs with a retrained system, including with a substantial correction to the code. Interestingly, evaluation results were very similar in all versions where outputs were regenerated, including switching word2vec embeddings on/off.

For the studies looking at human evaluations, new cohorts of evaluators were rarely able to achieve low CV* scores, generally only in very simple assessments. Pearson and Spearman correlations were generally better, with some exceptions where comparison was between inter-rater similarity measures, rather than evaluation scores (Santhanam & Shaikh/Braggaar et al).

We saw that correlation coefficients and mean CV* often but not always give the same indication of similarity between a set of original and reproduction scores. For example, the results in Table 2 for Braggaar et al. (2022)’s reproduction of Santhanam and Shaikh (2019) show that for Likert we have high correlation but poor CV*, for RME and BME, correlation is inverse or absent, but CV* is good, and for BWS both are good. For all other studies, better CV* always means better correlations.

This year we had a few (new) firsts at ReproGen, in addition to automatic metrics being reproduced for the first time: e.g. Thomson and Reiter (2022) investigated the effect of swapping out the data sample (from the same superset), while keeping all other conditions the same including annotators. As the sample size is fairly small, and differed in size between original study and the two reproductions, it’s perhaps not surprising that error label counts varied substantially between studies.

Some of the ReproGen’22 participants’ reports mention less than ideal support from original authors during reproductions, despite the fact that all original authors had agreed to support and help with ReproGen’22 reproductions. Of course, such help is essential to testing reproducibility, and in future shared tasks, we will consider the option of obtaining more of the resources and information prior to the start of the shared task.

7 Conclusions

We first proposed the ReproGen shared task at Generation Challenges 2020* (Belz et al., 2020) and, taking into account feedback received, developed it
### ReproGen 2022

<table>
<thead>
<tr>
<th>Studies, measurands</th>
<th>3.1.1</th>
<th>3.2.1</th>
<th>4.3.4</th>
<th>4.3.8</th>
<th>4.1.1</th>
<th>4.1.2</th>
<th>4.1.3</th>
<th>scores /item</th>
<th>mean CV&lt;sup&gt;*&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nisioi et al / Arvan et al 1–3</td>
<td>~50</td>
<td>NA/NA</td>
<td>[0.1]</td>
<td>DQE</td>
<td>Good</td>
<td>Form</td>
<td>+RtI</td>
<td>NA</td>
<td>2.17</td>
</tr>
<tr>
<td>BLEU</td>
<td>~50</td>
<td>NA/NA</td>
<td>[0.1]</td>
<td>DQE</td>
<td>Good</td>
<td>Form</td>
<td>EFoR</td>
<td>NA</td>
<td>2.34</td>
</tr>
<tr>
<td>Nisioi et al / Popovic et al, Simplicity</td>
<td>70</td>
<td>3/3</td>
<td>-2, -1, 0, 1, 2</td>
<td>DQE</td>
<td>Feature</td>
<td>Both</td>
<td>RtI</td>
<td>2</td>
<td>8.98</td>
</tr>
<tr>
<td>ICC for Readability</td>
<td>Likert scale</td>
<td>50</td>
<td>160/163</td>
<td>1–6</td>
<td>DQE</td>
<td>Good</td>
<td>Both</td>
<td>iiOR</td>
<td>1</td>
</tr>
<tr>
<td>Magnitude est. (stdval=100)</td>
<td>50</td>
<td>160/163</td>
<td>100</td>
<td>DQE</td>
<td>Good</td>
<td>Both</td>
<td>iiOR</td>
<td>1</td>
<td>11.18</td>
</tr>
<tr>
<td>Magnitude est. (stdval=var)</td>
<td>50</td>
<td>160/163</td>
<td>100</td>
<td>DQE</td>
<td>Good</td>
<td>Both</td>
<td>iiOR</td>
<td>1</td>
<td>6.93</td>
</tr>
<tr>
<td>Best-to-worst ranking</td>
<td>50</td>
<td>160/163</td>
<td>4&lt;sup&gt;+&lt;/sup&gt; rankings</td>
<td>RQE</td>
<td>Good</td>
<td>Both</td>
<td>iOR</td>
<td>1</td>
<td>10.1</td>
</tr>
<tr>
<td>ICC for Coherence</td>
<td>Likert scale</td>
<td>50</td>
<td>160/163</td>
<td>1–6</td>
<td>DQE</td>
<td>Good</td>
<td>Cont</td>
<td>iiOR</td>
<td>1</td>
</tr>
<tr>
<td>Magnitude est. (stdval=100)</td>
<td>50</td>
<td>160/163</td>
<td>100</td>
<td>DQE</td>
<td>Good</td>
<td>Cont</td>
<td>iiOR</td>
<td>1</td>
<td>3.31</td>
</tr>
<tr>
<td>Magnitude est. (stdval=var)</td>
<td>50</td>
<td>160/163</td>
<td>100</td>
<td>DQE</td>
<td>Good</td>
<td>Cont</td>
<td>iiOR</td>
<td>1</td>
<td>9.38</td>
</tr>
<tr>
<td>Best-to-worst ranking</td>
<td>50</td>
<td>160/163</td>
<td>4&lt;sup&gt;+&lt;/sup&gt; rankings</td>
<td>RQE</td>
<td>Good</td>
<td>Cont</td>
<td>iiOR</td>
<td>1</td>
<td>8.93</td>
</tr>
<tr>
<td>Dusek &amp; Kasner / Haidrom et al 1&amp;2</td>
<td>50</td>
<td>160/163</td>
<td>1–6</td>
<td>DQE</td>
<td>Good</td>
<td>Both</td>
<td>iiOR</td>
<td>1</td>
<td>36.75</td>
</tr>
<tr>
<td>Label counts from correctness annotations</td>
<td>200</td>
<td>2/2</td>
<td>3 labels</td>
<td>Anno</td>
<td>Corr</td>
<td>Cont</td>
<td>RtI</td>
<td>1</td>
<td>18.11</td>
</tr>
<tr>
<td>Label counts from error type annotations</td>
<td>200</td>
<td>2/2</td>
<td>6/5 labels</td>
<td>Anno</td>
<td>Corr</td>
<td>Cont</td>
<td>RtI</td>
<td>1</td>
<td>46.92</td>
</tr>
<tr>
<td>Thomson &amp; Reiter / Thomson &amp; Reiter 1 &amp; 2. Label counts from error type annotations</td>
<td>13</td>
<td>10</td>
<td>3/3</td>
<td>6 labels</td>
<td>Anno</td>
<td>Corr</td>
<td>Cont</td>
<td>RtI</td>
<td>3</td>
</tr>
</tbody>
</table>

### ReproGen 2021

| Lee et al./Mille et al. | 10 | 20/20 | stance A, stance B | output classif | Feature | Both | EFoR | 20 | 6.11 |
| Stance ID Acc | 20 | 20/20 | 1–7 | DQE | Good | Both | iiOR | 20 | 12.03 |
| Clarity S3 (‘Understandability’) | 20 | 20/20 | 1–7 | DQE | Good | Both | iiOR | 20 | 14.61 |
| Clarity S4 (‘Clarity’) | 20 | 20/20 | 1–7 | DQE | Good | Both | iiOR | 20 | 18.3 |
| Fluency S1 (‘Grammaticality’) | 20 | 20/20 | 1–7 | DQE | Corr | Form | iiOR | 20 | 13.71 |
| Fluency S2 (‘Readability’) | 20 | 20/20 | 1–7 | DQE | Good | Both | iiOR | 20 | 13.71 |
| Popović/Popović & Belz | 557, | 7/7 | } 2 labels | Anno | Good | Both | iiOR | 2 | 22.14 |
| Comprehension Minor | 279, | 7/7 | } 3 labels | Anno | Corr | Cont | RtI | 2 | 38.23 |
| Comprehension Major | 467 | 7/7 | | Anno | Corr | Cont | RtI | 2 | 38.67 |
| Adequacy Minor | 7/7 | | | Anno | Corr | Cont | RtI | 2 | 29.22 |
| Adequacy Major | 7/7 | | | Anno | Corr | Cont | RtI | 2 | 22.16 |
| Qader et al./Richter et al. | 30 | 19/19 | 1–5 | DQE | Corr | Cont | RtI | 1 | 34.04 |
| Information Coverage | 30 | 19/19 | 1–5 | DQE | Good | Both | iiOR | 1 | 19.11 |
| Information Non-redundancy | 30 | 19/19 | 1–5 | DQE | Good | Both | iiOR | 1 | 20.4 |
| Semantic Adequacy | 30 | 19/19 | 1–5 | DQE | Corr | Form | iiOR | 1 | 15.09 |
| Grammatical Correctness | 30 | 19/19 | 1–5 | DQE | Corr | Form | iiOR | 1 | 15.09 |
| Mahamood et al./Mahamood, Binary Preference Strength | 2<sup>†</sup> | 25/11 | -3..3 | RQE | Good | Both | EFoR | 25/11 | 72.34 |

Table 3: Summary of some properties from HEDS datasheets provided by ReproGen participants (in some cases corrected by organisers. 3.1.1 = number of items assessed per system; 3.2.1 = number of evaluators in original/reproduction experiment; 4.3.4 = List/range of possible responses; 4.3.8 = Form of response elicitation (DQE: direct quality estimation, RQE: relative quality estimation, Anno: evaluation through annotation); 4.1.1 = Correctness/Goodness/Features; 4.1.2 = Form/Content/Both; 4.1.3 = each output assessed in its own right (iiOR) / relative to inputs (RtI) / relative to external reference (EFoR); scores/item = number of evaluators who evaluate each evaluation item; mean CV<sup>*</sup>: † considering texts with and without hedges to be the two systems being compared. ‡ subset of 32 evaluators from original studies: 14 native + 11 fluent speakers.

...into the two iterations of ReproGen, 2021 and 2022, the latter reported in the present paper. ReproGen was intended as a testbed for an NLP-wide shared task on reproduction, and in 2023 we intend to run...
an expanded version, the ReproHum Shared Task on Reproducibility of Evaluation Results in NLP, initially for just human evaluations.

We have gained some important insights from ReproGen, in particular with regard to what kind of properties of evaluations tend to increase or decrease degree of reproducibility. Perhaps not surprisingly, it is very clear that the lower the cognitive load on evaluators while making individual assessments, the better reproducibility.

In a research culture that prizes leaderboard success, it was always going to be difficult to incentivise people to carry out tasks that are basically just good scientific hygiene, but we hope we have made a contribution to raising awareness of the importance of having reproducible evaluations, and of testing our methods for reproducibility. After all, how else are we going to know for sure that one approach is better than another.
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Abstract

In this paper, we present the results of two reproduction studies\(^1\) for the human evaluation originally reported by Dušek and Kasner (2020) in which the authors comparatively evaluated outputs produced by a semantic error detection system for data-to-text generation against reference outputs. In the first reproduction, the original evaluators repeat the evaluation, in a test of the repeatability of the original evaluation. In the second study, two new evaluators carry out the evaluation task, in a test of the reproducibility of the original evaluation under otherwise identical conditions.\(^2\) We describe our approach to reproduction, and present and analyse results, finding different degrees of reproducibility depending on result type, data and labelling task. Our resources are available and open-sourced\(^3\).

1 Introduction

Reproduction studies are garnering growing interest in natural language processing (NLP), most recently as the subject of shared tasks (Branco et al., 2020; Belz et al., 2021). The importance of ensuring good levels of reproducibility in NLP work is increasingly recognised, and approaches to defining and assessing reproducibility are emerging (Cohen et al., 2018; Belz et al., 2022). With this paper, we add to the growing body of reproduction studies by tackling a particularly hard case for reproducibility assessment, namely error analysis that involves identifying which of two disagreeing systems is making error(s), and further classifying the types of errors being made.

We perform two reproductions, one involving the same evaluators as in the original study, one involving new evaluators. The former can be seen as a test of the repeatability of the original study, where nothing is changed except the point in time, and the latter as a test of its reproducibility where the reproduction differs from the original study in some specified respect(s), here the evaluator cohort.\(^4\)

Below we start by describing the original study and outlining our approach to reproduction. Next we describe our two reproductions and present an analysis which examines three types of results from the evaluations, applying different tools for measuring similarity in each case. We finish with a discussion of the reasons behind and possible mitigation strategies for what is, on the face of it, a mostly poor set of reproducibility results.

2 Original Evaluation

2.1 Semantic error detection method

Dušek and Kasner (2020) presented an automatic method for semantic error detection (SED) in data-to-text generation (see Figure 1 for example data/text pairs) based on textual entailment checking. The basic idea is to trivially (and automatically) map each triple in the input meaning representation to a text representation using simple generation templates, and then to check whether input and output entail each other. If the input does not entail the output, a hallucination error is diagnosed (some content in the output is not present in the input); if the output does not entail the input, it is taken to

---

\(^1\)Carried out as part of the ReproGen 2022 shared task.

\(^2\)With the proviso that instructions had to be created for the reproductions.

\(^3\)https://github.com/RHuidrom/reprogen22_dusek_and_kasner_2020.git

\(^4\)See also Section 4 re new instructions.
For the entailment checking, the method used a pretrained RoBERTa model (Liu et al., 2019) from the Transformers library (Wolf et al., 2020) finetuned on the MultiNLI dataset (Williams et al., 2018). The model (referred to as the NLI-SED system below) produces probability estimates for the three possible outputs: contradiction, neutral and entailment. To pass an entailment check, the entailment probability simply has to be higher than the neutral and contradiction probabilities.

When checking whether the output entails the input, Dušek and Kasner paired the simple text representation of each triple with all of the output text and performed the entailment check on each pair individually. When checking whether the input entails the output, the simple text representations of all input triples were concatenated and paired with the output text in a single entailment check.

Ultimately, the output from Dušek and Kasner’s NLI-SED system is one of the following: OK, omission, hallucination, hallucination+omission.

Table 1: Counts for different SED labels as per the reference labels (produced by the slot-error script in the case of E2E, and derived from human ratings in the case of WebNLG), and the NLI-SED system.

<table>
<thead>
<tr>
<th>E2E</th>
<th>Counts of</th>
<th>Slot-error Script</th>
<th>NLI-SED</th>
</tr>
</thead>
<tbody>
<tr>
<td>OK</td>
<td>33</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>omission</td>
<td>42</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>hallucination</td>
<td>17</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>omiss+halluc</td>
<td>8</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WebNLG</th>
<th>Counts of</th>
<th>Human Ratings</th>
<th>NLI-SED</th>
</tr>
</thead>
<tbody>
<tr>
<td>OK</td>
<td>45</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>not OK</td>
<td>55</td>
<td>46</td>
<td></td>
</tr>
</tbody>
</table>

2.2 Manual evaluation of the SED method

The original study that is the subject of reproduction in this paper is a manual evaluation in which Dušek and Kasner compared the SED labels obtained from their NLI-SED system for data from the E2E (Dušek et al., 2020) and the WebNLG (Gardent et al., 2017) shared tasks with reference labels. They performed an error analysis on a sample of 100 cases where NLI-SED system generated label and reference label disagreed. In each case, they decided which was right and which was wrong, and additionally selected labels indicating the likely source(s) of any error(s), from among six different error labels for E2E, and five for WebNLG (labels as described for each dataset below).

Finally, in each case, the authors also provided unstructured notes which explain their annotations.
and NLI-SED system in 12 cases, where both detected an omission (and one additionally detected a hallucination). There was no partial agreement on hallucinations.

In Dušek and Kasner’s annotations, the script-generated labels were deemed to be correct (and the NLI-SED system’s prediction wrong) in 34 out of 100 cases, and the NLI-SED system’s predictions were deemed correct (and the script wrong) in 45 cases. In 18 cases, either both the script-generated labels and the NLI-SED system’s prediction were wrong or the evaluators were unable to decide. These numbers are also included in the upper part of the first Dusek & Kasner column in Table 2.

The six error class types for the E2E error annotations were as listed below. Note that the descriptions and definitions given here were created as part of our reproductions. The implications of creating new instructions for a reproduction are discussed in Section 5.

Each error class represents a different possible source of an error made by Dušek and Kasner’s NLI-SED system or the slot-error script, and as many error classes were selected as applied in each case, in some cases none were selected (frequencies are shown in the lower part of the first Dusek & Kasner column in Table 2). These error classes tend to apply predominantly to either the NLI-SED system or the slot-error script, indicated by underlines below. The short labels in square brackets are used to refer to each class in the results tables below.

1. **Error related to eatType=restaurant slot**

   value [eatType]: The incorrect SED label (produced either by the NLI-SED system or the slot error script) is likely caused by something involving the slot/value pair eatType=restaurant, e.g. not detecting a hallucination when the eatType slot is not in the input, but the output mentions a restaurant.

2. **Error related to priceRange slot**

   [priceRange]: The incorrect SED label (produced by either the NLI-SED system or the slot error script) fails to detect a hallucination in the priceRange slot, when the price range information has in fact been correctly verbalised.

3. **Error related to familyFriendly attribute**

   [famFriend]: The incorrect SED label (produced by either the NLI-SED system or the slot error script) fails to detect an omission when the information has in fact been correctly verbalised.

4. **Other false negative hallucination (‘off-topic blabber’)** [f-halluc]: The incorrect SED label (produced by either the NLI-SED system or the slot error script) fails to detect a hallucination (unrelated to E2E slots) present in the verbalisation.

5. **Other false positive omission (‘unjustified omission’)** [f+omiss]: The incorrect SED label (produced by either the NLI-SED system or the slot error script) wrongly detects an omission in the verbalisation.

6. **Other false positive hallucination (‘unjustified hallucination’)** [f+halluc]: The in-
correct SED label (produced by either the NLI-SED system or the slot error script) wrongly detects a hallucination in the verbalisation.

### 2.2.2 WebNLG

For the WebNLG sample, Dušek and Kasner (2020) created reference SED labels by mapping human quality judgements on a 1–3 scale (crowdsourced for WebNLG 2017) to **OK** (>=2.5) and **not OK** (<2.5). The crowdsourced quality judgements exist for a subset of 223 inputs from the WebNLG 2017 test set each paired with 10 different NLG outputs from participating systems. SED labels were taken to differ unless they were both **OK**, or one was **not OK** and the other was one of **omission**, **hallucination**, **omission+hallucination**.

In the sample Dušek and Kasner annotated in their error analysis, the counts for reference labels derived from human ratings and for the NLI-SED system generated labels look as shown in the lower half of Table 1. The **not OK** label count of 46 shown for the NLI-SED system breaks down into 29 cases of omission, 13 cases of hallucination, and 4 cases of combined omission+hallucination.

In Dušek and Kasner’s annotations, the reference label (the mapped human rating) was deemed to be correct (and the NLI-SED system prediction wrong) in 51 out of 100 cases, and the NLI-SED system prediction was deemed correct (and the reference label wrong) in 42 cases. In 7 cases either both reference label and NLI-SED system prediction were deemed wrong or the evaluators were unable to decide. These numbers are also shown in the top part of the second Dusek & Kasner column in Table 2.

The five error class labels for the WebNLG error annotations were as shown below. Each item may have more than one or none of these. The first three classes indicate, where possible, the likely source of the error in the SED label that was deemed wrong (produced by either the NLI-SED system or the mapped human ratings). Otherwise one of the last two will apply. Label frequencies are shown in lower part of the second Dusek & Kasner column in Table 2. NB: each error class predominantly applies to the underlined method.

1. **NLI-SED system error due to poor triple-to-text input mapping (‘biased template’)**
2. **NLI-SED system failure to recognise subject or object semantic equivalence (‘value format’) [val-format]**: In the verbalisation, the formatting of a subject or object differs from the input to the extent where the NLI check in the NLI-SED system failed to recognise them as equivalent in meaning (e.g. metres vs. kilometres).
3. **Incorrect reference SED label due to disfluent verbalisation (‘bad sentence’) [bad-sent]**: The human reference label, mapped to **not OK**, is incorrect, and this is likely because the human rating was affected by the disfluency/ungrammaticality of the verbalisation.
4. **Other cases of incorrect OK label (‘unjustified OK’) [unj-OK]**: The incorrect label (from either the human references or the NLI-SED system) is **OK**, and none of the above apply.
5. **Other cases of incorrectly identifying a semantic error (‘unjustified not OK’) [unj-notOK]**: the incorrect label (from either the human references or the NLI-SED system) is **not OK**, and none of the above apply.

### 2.3 Reproduction targets

In the present context, there are four types of results that are candidates for reproduction: (i) **single numeric values** for the same measure (e.g. the overall number of times the SED label produced by the NLI-SED system was correct); (ii) **sets of numeric values for a set of related measures** (e.g. the numbers of input/output pairs annotated with each error label); (iii) **sets of discrete labels** from the same task (e.g. the correct/incorrect labels assigned to the NLI-SED system labels and the reference SED labels); and (iv) **unstructured textual comments** from the same task (here, the evaluator notes for each of the SED-label error annotations).

In order to draw conclusions regarding repeatability and reproducibility, results from original and
reproduction studies need to be compared, and how they’re compared depends on which type (i, ii, iii, or iv above) a result is. We pick this up again in Section 3; here we list the results of types (i)–(iii) from Dušek and Kasner that we attempt to reproduce in our two reproduction studies (the free textual comments (type iv) were too disparate for us to try to compare):

i. Single numeric values (overall counts):
   a. Count of reference correct;
   b. Count of NLI-SED system correct;
   c. Count of both reference and NLI-SED system incorrect or evaluators couldn’t decide;
   d. Count of individual error labels, six different labels for E2E, five for WebNLG (see Tables 2 and 3 for short-form labels).

ii. Sets of related numeric values:
   a. Set of counts of Correctness labels (i.a–i.c above);
   b. Set of counts of SED Error-class labels (i.d above).

iii. Sets of categorical values:
   a. Set of Correctness labels (one of {NLI-SED, reference, neither}; exactly one label per evaluation item);
   b. Set of SED Error-class labels; multiple labels per evaluation item).

3 Approach to Reproduction

For results of type i above (where we have single measured quantity values to compare), we follow the quantified reproducibility assessment (QRA) approach (Belz et al., 2022) which means (a) identifying and documenting (as we do in the attached HEDS sheet) the properties of evaluation experiments as standardised attribute-value pairs (conditions of measurement in QRA terms); and (b) computing the small-sample coefficient of variation (CV*) over compared quantity values, as the measure of degree of reproducibility. QRA assessment results are shown in Tables 2 and 3 and discussed in Section 4.1.

For type ii results (Table 4, Section 4.2) we compute Pearson’s r for pairwise correlation.

For results of type iii, we compute Fleiss’s kappa (the multi-evaluator generalisation of Scott’s pi) on aligned sets of categorical values where we have exactly one label per item (which is the case for the correctness labels), and Krippendorff’s alpha where we have multiple labels per item (which is the case for the error labels). Results are shown in Table 5 and discussed in Section 4.3.

4 Two Reproductions

Our two reproduction studies repeated the Dušek and Kasner evaluations as closely as possible, the first using the same evaluators, the second using different evaluators. There were two complicating factors, necessitating the use of (i) new evaluator instructions, and (ii) a different way of allocating evaluators to evaluation items.

The reason for the difference in evaluator instructions is that in the original work, instructions were not written down, a shared understanding being evolved in the course of the work instead. In order to repeat the evaluations with new evaluators less familiar with the work, instructions had to be written down and shared which were then used in all reproductions. The instructions are included verbatim in the appendix.

Regarding evaluator allocation, in the original work, the work was shared between the two authors who each did about half of E2E and half of WebNLG, but it was not recorded who did which ones. For that reason, we decided to get the evaluators in the reproduction studies (the original two authors, and authors 4 and 5 of this paper) to each annotate all 100 E2E items and all 100 WebNLG items, and then we randomly selected half from each evaluator pair for a like-for-like comparison (in the tables below we call this the combined set of annotations). Assessing the similarity between these combined results and the original results forms the main body of our reproduction study: type i results are shown in Table 2, type ii in Table 4, and type iii in Table 5.

Additionally, we compare the four complete sets of annotations with the original annotations individually, for the single numeric values (type i results) from E2E and WebNLG only (Table 3).

Each evaluator worked on a separate Google spreadsheet in the exact same format as in the original study, except that in the repeatability test which involved the original annotators, we shuffled the order of evaluation items to avoid inadvertent
recall of original annotations.

4.1 Comparison of type i results

The results from the QRA test on label counts (type i results, i.e. single numeric values) for the combined annotations are shown in Table 2. The counts from the original study are in the Dusek & Kasner column in the left half of the table for E2E, and in the right half for WebNLG. Counts from the repeatability (original annotators) and reproducibility (new annotators) tests and the corresponding CV* scores are shown in columns labeled as such in each half.

Looking at correctness label counts for E2E (rows 1–3, left half), the original annotators (A1+A2) are on the whole better able to reproduce their own results than the new annotators (A3+A4), which is as expected. However, if we look at the corresponding figures for WebNLG (right half) it turns out that here, the new annotators reproduce the original counts more closely. In terms of differences between correctness labels, the ‘SED correct’ counts are overall easiest to reproduce.

Moving on to error class counts, for E2E, CV* is broadly the same for original/new annotators for error classes relating to specific slots (eatType, priceRange, famFriend), but considerably worse for the new annotators for the remaining, more generic, error classes. For WebNLG, it is a more mixed picture: the new annotators reproduce the original counts better than the original annotators for error classes val-format and bad-sent, worse for error classes bias-temp and unj-OK, and equally well for error class unj-notOK.

Table 3 sheds additional light on the reproducibility of the individual category counts, by looking at the larger sets of 400 new annotations compared to the original 100, for each of E2E and WebNLG, thus providing a larger sample for, and more reliable estimates from, CV*. The two halves of the table are structured as in Table 2.

The results in Table 3 provide overall estimates across all five sets of annotations of the degree of reproducibility of the individual types of counts. For both E2E and WebNLG, correctness label counts are far easier to reproduce than error class counts which is as expected. Beyond that, again the ‘SED correct’ count is the most reproducible for both E2E and WebNLG. For E2E, counts for errors related to the priceRange slot (priceRange) are easiest to reproduce, whereas false negative hallucinations (f-halluc) are by far the hardest. For WebNLG, counts for bad-sent (bad grammar/fluency likely leading to ‘not OK’ label) are easiest to reproduce, and counts for val-format (phrases that are semantically equivalent not being recognised as such) are by far the hardest.

To put these CV* numbers into perspective, in the first ReproGen Shared Task, all except one (an outlier above 70) of the CV* scores for human evaluations were below 39 (Belz et al., 2020).

4.2 Comparison of type ii results

The results in the preceding section showed how reproducible correctness and error label counts were, for each count type independently, and regardless of whether labels were attached to the same items. In this section, we look at sets of counts in conjunction, and in the next section we look at labels as attached to evaluation items. Table 4 presents results from correlation tests on the set of all three correctness labels (top half), and on the set of all five (WebNLG) or six (E2E) error labels (sets of related numeric values, i.e. type ii results). Here too we are using the combined annotations.

We can see from the Pearson’s r values that for both E2E and WebNLG all correlations are strong for the sets of correctness label counts. For the error class label count sets, on the other hand, while the original annotators achieve high correlation with their own earlier label counts for E2E, they do not for WebNLG, where the correlation is weak. The correlation between the A1+A2 and A3+A4 error label counts is weak to medium for both E2E and WebNLG. The new annotators do a reasonable job reproducing the original labels for E2E ($r=0.62$), but worst by far is the pronounced negative correlation for the new annotators for the WebNLG error labels.

4.3 Comparison of type iii results

The results from the agreement tests with Fleiss’s kappa and Krippendorff’s alpha on both label types as attached to evaluation items (type iii results, i.e. related sets of categorical values), again on the combined annotations, are shown in Table 5. For E2E and correctness labels, a similar picture emerges as previously in that agreement is similarly good across all comparisons, reflected also in the ‘%=' column which shows the percentage of times there was perfect agreement across all labels and all an-

---

9Counts for ref correct, SED correct, and other do not add up to 100 because of 3 missing annotations.
Counts of E2E Counts of WebNLG
D&K A1 A2 A3 A4 CV
ref correct 34 41 31 37 50 21.325
SED correct 45 45 53 41 47 10.594
other 18 14 15 22 3 55.016
[eatType] 5 10 5 2 8 57.382
[priceRange] 30 31 39 42 9 47.756
[famFriend] 10 11 10 8 1 56.718
[f-halluc] 8 8 3 38 0 149.505
[f+omiss] 16 10 14 42 6 89.937
[+halluc] 17 15 24 19 4 52.288

<table>
<thead>
<tr>
<th>Counts of</th>
<th>E2E</th>
<th>WebNLG</th>
</tr>
</thead>
<tbody>
<tr>
<td>D&amp;K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CV</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: QRA assessment of individual numeric results (type i), using the 4 sets of individual annotations.

Pearson’s r | E2E | WebNLG |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig. vs. A1+A2</td>
<td>0.999</td>
<td>0.965</td>
</tr>
<tr>
<td>Orig. vs. A3+A4</td>
<td>0.948</td>
<td>0.963</td>
</tr>
<tr>
<td>A1+A2 vs. A3+A4</td>
<td>0.959</td>
<td>0.857</td>
</tr>
<tr>
<td>Orig. vs. A1+A2</td>
<td>0.947</td>
<td>0.209</td>
</tr>
<tr>
<td>Orig. vs. A3+A4</td>
<td>0.620</td>
<td>-0.630</td>
</tr>
<tr>
<td>A1+A2 vs. A3+A4</td>
<td>0.373</td>
<td>0.414</td>
</tr>
</tbody>
</table>

Table 4: Pearson’s r for counts of correctness and error-class labels (type ii), using the combined annotations (see Table 2 caption and Section 4).

notators in a given comparison. For E2E and error class labels, the original annotators have strong agreement with their own original annotations, and the rest of the comparisons show medium agreement.

Again the picture is more mixed for WebNLG, where the new annotators have medium label-level agreement with the original labels for correctness, but for the other seven comparisons, label-level agreement is quite startlingly low (0 being chance).

5 Discussion

The error-analysis based evaluation method in this paper compares system outputs with reference outputs, but rather than just counting it against the system if there is disagreement between the two, it examines which is actually right in each case, also identifying the types of errors made by each. For E2E, 4 out of 5 sets of annotations (Table 3) agreed that the NLI-SED system was more often correct than the (automatically generated) references; for WebNLG the balance was slightly tipped in favour of the references (here derived from human ratings). These were important findings in the original paper, and are confirmed in all reproductions.

Table 5: Fleiss’s kappa for correctness and Krippendorff’s alpha for error-class labels (type iii), using the combined annotations (see Table 2 caption and in text). ‘% =’ = percentage of items with identical labels.

Other broad-strokes findings that are confirmed in all reproductions are that errors to do with priceRange predicate are the most common, and errors connected to eatType and famFriend are the least common, of the errors considered in E2E. For the error labels in WebNLG no findings are supported by all sets of annotations.

The degree to which the different types of results were reproducible varied. The more high-level correctness labels saw far better agreement than the more fine-grained error labels which also involve greater cognitive load. Moreover, the different backgrounds of the annotators and their degree of familiarity with the system and data may also have contributed to variation.

It is likely that if our instructions had been more precise, and more training/discussions of annotators in interpreting the instructions had taken place, the variation between studies would have been lower, and we can see room for improvement in this respect which we plan to explore in future work, where we will aim to:
• Ensure that annotators are given all relevant information for fully informed assessment of all error categories.

• Follow the iterative cycle in designing a linguistic annotation scheme (Pustejovsky et al., 2017): start with a preliminary annotation scheme and iteratively improve it using empirical observations (Howcroft et al., 2020).

• After a good fit between annotation scheme and task has been achieved and annotators reach a shared understanding, explicitly write down the annotation guidelines including any conclusions from informal discussions.

The iterative annotation design and written guidelines would have been useful even for repeating the study with the original annotators, as even their annotations differed in the repeat. We also noted some ideas for improving the error classes, which probably would have been already implemented with an iterative approach.

6 Conclusion

In this paper, we described two reproductions of a manual error analysis of the outputs from a semantic error detection (SED) system based on two-way entailment detection by an NLI model. We selected three types of results for reproduction, namely single numeric values, sets of numeric values, and sets of discrete labels, each of which requires different methods of comparison. All three types of results have broadly similar degrees of reproducibility: higher-level findings are mostly confirmed but lower-level agreement measures show a more differentiated picture, and are particularly low for WebNLG and error classes. Results for E2E are generally better reproduced than WebNLG, and correctness labels are easier to reproduce than the more fine-grained error classes.

In terms of conclusions to be drawn from the reproduction studies reported here, as with many other reproductions we found that the details of design and execution of the original study had not been recorded at the level of detail required for a reproduction. As a field, NLP is not currently in the habit of recording design/execution details of human evaluations very comprehensively or testing reproducibility during method development, for which time and other resources are often cited as reasons. The latter would be mitigated by the use of standard methods and tools for recording details of experiments and for assessing reproducibility.
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A Appendix: Annotator Instructions

A.1 Terms and Abbreviations

• **Semantic Error Detection (SED):** in data-to-text generation, the task of deciding which errors if any are present in the output relative to the input.

• **SED label:** a label produced by an SED method indicating the semantic error class; typical label set e.g. Ok, omission, hallucination, omission+hallucination.

• **SED method:** here, one of D&K NLI-SED system, slot-error script, the human reference labels from WebNLG.

• **E2E slot:** an attribute in an E2E input, e.g. eatType=?.

• **Template:** a short template for converting each triple to text, used for the NLI checks (links for the lists of templates can be found here: E2E, WebNLG).

A.2 Instructions

A.2.1 E2E and WebNLG

First examine the input/output pair and make a note in the ‘Other’ column indicating the likely source of the error made by the incorrect SED method(s). Then, choose one or more of the error classes below that match the note. If none match, leave empty.

A.2.2 E2E

Each class indicates the likely source of the error made by the SED method that was deemed wrong (here, either the NLI-SED system or the slot-error script), and as many of the labels should be selected as apply to each item, in some cases none. NB: each error class predominantly applies to the underlined method.

1. **Error related to eatType=restaurant slot value:** The incorrect SED label (produced either by the NLI-SED system or the slot error script) is likely caused by something involving the slot/value pair eatType=restaurant, e.g. not detecting a hallucination when the eatType slot is not in the input, but the output mentions a restaurant.

2. **Error related to priceRange slot:** The incorrect SED label (produced by either the NLI-SED system or the slot error script) makes
an error related to the priceRange slot, e.g. incorrectly identifying a hallucination in the priceRange slot, when the price range information has in fact been correctly verbalised.

3. **Error related to familyFriendly attribute**: The incorrect SED label (produced by either the NLI-SED system or the slot error script) makes an error related to the familyFriendly slot, e.g. incorrectly identifying an omission when the information has in fact been correctly verbalised.

4. **Other false negative hallucination ('off-topic blabber')**: The incorrect SED label (produced by either the NLI-SED system or the slot error script) fails to detect a hallucination (unrelated to E2E slots) present in the verbalisation.

5. **Other false positive omission ('unjustified omission')**: the incorrect SED label (produced by either the NLI-SED system or the slot error script) wrongly detects an omission in the verbalisation.

6. **Other false positive hallucination ('unjustified hallucination')**: the incorrect SED label (produced by either the NLI-SED system or the slot error script) wrongly detects a hallucination in the verbalisation.

A.2.3 WebNLG

Each item may have more than one or none of these. The first three classes indicate, where possible, the likely source of the error in the SED label that was deemed wrong (produced by either the NLI-SED system or the reference SED label mapped from the human scores). Otherwise one of the last two will apply. Label frequencies are shown in the second Dušek & Kasner column in Table 1).

1. **SED system error due to poor triple-to-text input mapping ('biased template')**: incorrect NLI-SED system label due to an inappropriate template being used in mapping the input triples to text (templates tend to work better for certain subject/object values, but the same template is used for all cases with a given predicate), resulting in ungrammatical sentences or even shift in meaning. NB: please refer to the WebNLG templates as necessary.

2. **NLI-SED system failure to recognise subject or object semantic equivalence ('value format')**: in the verbalisation the formatting of a subject or object differs from the input to the extent where the NLI check in the NLI-SED system failed to recognise them as equivalent in meaning (e.g. metres vs. kilometres).

3. **Incorrect reference SED label due to disfluent verbalisation ('bad sentence')**: the incorrect human reference is not OK, and this is likely because the human rating was affected by the disfluency/ungrammaticality of the verbalisation.

4. **Other cases of incorrect OK label ('unjustified OK')**: the incorrect label (from either the human references or the NLI-SED system) is OK, and none of the above apply.

5. **Other cases of incorrect not OK label ('unjustified not OK')**: the incorrect label (from either the human references or the NLI-SED system) is not OK, and none of the above apply.

B Appendix: HEDS-Light Datasheet

Link to our HEDS Datasheet.
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Abstract

The reproducibility of NLP research has drawn increased attention over the last few years. Several tools, guidelines, and metrics have been introduced to address concerns in regard to this problem; however, much work still remains to ensure widespread adoption of effective reproducibility standards. In this work, we review the reproducibility of Exploring Neural Text Simplification Models by Nisioi et al. (2017), evaluating it from three main aspects: data, software artifacts, and automatic evaluations. We discuss the challenges and issues we faced during this process. Furthermore, we explore the adequacy of current reproducibility standards. Our code, trained models, and a docker container of the environment used for training and evaluation are made publicly available.

1 Introduction

In a survey conducted among 1,576 scientific researchers by Nature (Baker, 2016), 90% believed that there is at least a slight crisis when it comes to the reproducibility of research. Although there are no concrete statistics, the quantity and the growth of machine learning publications that rely on empirical evidence have recently raised alarms. To improve reproducibility, this community has designed checklists (AAAI, 2022; ACL, 2022; Deutsch et al., 2022), guidelines (ACM, 2022), and challenges (Sinha et al., 2022; Belz et al., 2021), which highlight the importance of reproducibility, encourage best practices, and create a platform for conducting reproducibility studies.

Still, measures of reproducibility “in the wild” (that is, pertaining to real, widely cited machine learning and natural language processing studies) are limited. In this work, we set out to reproduce one such study as a case example to provide a concrete measure of reproducibility for a specific work. We select Exploring Neural Text Simplification Models by Nisioi et al. (2017). This paper poses an intriguing case: the research artifacts released by the authors are of high quality, the details they have provided match or exceed the current reproducibility recommendations, and two other reproducibility studies (Cooper and Shardlow, 2020; Belz et al., 2022) have successfully reproduced the results with high precision. Reviewing a high-quality scientific publication that has been the focus of multiple reproducibility studies enables us to build and expand upon those works.

Our primary objective is to investigate the ease with and extent to which the selected paper can be reproduced. We limit introducing new configurations, adding them only to cases necessary for further understanding the reproducibility results and not for competing scenarios. In Section 2, we present the background, the task itself, the model, and its variants. In Section 3, we describe our methodology and the steps we take to review the reproducibility of Nisioi et al. (2017)’s work. In particular, we look at associated data, software artifacts, and automatic evaluations. We present our results in Section 4, before concluding by discussing our findings and recommendations for addressing the shortcomings of current checklists (Section 5). We release our reproducibility artifacts to facilitate and promote future reproducibility studies (Arvan et al., 2022). These artifacts include the updated source code, trained model, and complete runtime environment in a self-contained docker container.

2 Neural Text Simplification

Nisioi et al. (2017)’s work explores the task of neural text simplification. In this task, the goal is to transform a given text into a simpler version while retaining its meaning. What constitutes simplicity itself raises complicated questions since simplicity could be observed in the form of lexical simplification, content reduction, and grammatical or structural modification. Data-driven techniques attempt to achieve simplicity through automated metrics.
and human evaluation. The task holds many parallels with machine translation (MT), and this framing allows models studied in the context of neural MT (e.g., neural sequence to sequence models) to be adapted and deployed for neural text simplification.

Nisioi et al. (2017)’s work is one of the first investigations of neural sequence to sequence models for automatic text simplification. In particular, they use Long Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber, 1996, 1997) in an encoder-decoder architecture that has demonstrated success in similar sequence to sequence problems (Luong et al., 2015). The encoder LSTM computes a representation for each source sentence, and the decoder LSTM generates an output given the encoded representation and previously generated tokens. Nisioi et al. (2017) also employ a global attention mechanism that provides a more dynamic information flow and increases the representation bandwidth. To avoid overfitting, they use dropout (Srivastava et al., 2014), a technique that injects noise into the input during training by masking out certain features.

Nisioi et al. (2017) experiment with two variants of networks: one with random embedding weight initialization (NTS), and another with pre-trained embeddings. The latter is built by concatenating pre-trained word2vec embeddings from the Google News corpus (Mikolov et al., 2013a) with a locally trained skip-gram model (Mikolov et al., 2013b) with hierarchical softmax and a window size of 10. The concatenation process involves utilizing a unique dictionary associated with the source and target embeddings. The authors refer to this variant as NTS w2v.

### 3 Methodology

There is no standard protocol or set of guidelines for conducting a reproducibility study, so we rely on the best practices suggested by others to provide a subjective and objective evaluation of the reproducibility of Nisioi et al. (2017)’s work. These best practices originate from checklists (Pineau et al., 2021), research focused on reporting and evaluation (Dodge et al., 2019; Patterson et al., 2021; Schwartz et al., 2020), and reproducibility tracks at conferences and workshops (Deutsch et al., 2022). Although we do not fill out any checklists, as they are not created for the purpose of third-party evaluation, we cover nearly all the concerns they attempt to address.

In the following subsections, we first examine the data used for this work and then shift our attention to the released software artifacts. We perform these preliminary steps to identify potential obstacles to reproducibility and to test the adequacy of the existing standards. Later, we assess the reproducibility of the reported automatic evaluations.

#### 3.1 Data

Data quality and composition are primary factors that can significantly impact reported results. Unsurprisingly, all reproducibility checklists emphasize the importance of data transparency. Nisioi et al. (2017) used a corpus of parallel English Wikipedia and Simple English Wikipedia (EW-SEW) articles (Hwang et al., 2015) when developing and evaluating their text simplification model. EW-SEW includes both manually and automatically aligned sentence pairs and was one of the largest publicly available datasets for text simplification at the time Nisioi et al. (2017)’s paper was published. Sentences in EW-SEW were filtered based on Wiktionary-based word-level semantic similarity scores included in the dataset, with a retention threshold set at 0.45. This resulted in a final set of 280K+ aligned sentences. EW-SEW does not have standard validation and test splits; thus, although Nisioi et al. (2017) used EW-SEW for training, they used TurkCorpus (Xu et al., 2016) for validation and testing. TurkCorpus is considerably smaller than EW-SEW and consists of 2000 validation and 359 test sentences.

<table>
<thead>
<tr>
<th>Split</th>
<th>Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>train (EW-SEW)</td>
<td>284,677</td>
</tr>
<tr>
<td>validation (TurkCorpus)</td>
<td>2,000</td>
</tr>
<tr>
<td>test (TurkCorpus)</td>
<td>359</td>
</tr>
</tbody>
</table>

Table 1: Distribution of sentence pairs across different data splits, with data sources in parentheses.
3.2 Software Artifacts

Authors may omit purportedly trivial details from research publications due to strict length limits. Such details may be crucial for later successful replication. Fortunately, released software artifacts often provide these details and other necessary engineering steps. The ML Completeness Checklist (Stojnic, 2022) underlines the inclusion of five items in software artifacts that facilitate reproducibility and are expected to result in easier adaptability for future researchers: (1) specification of dependencies, (2) training code, (3) evaluation code, (4) pre-trained models, and (5) a README file including a table of results accompanied by precise commands to run and produce those results. Given that Nisioi et al. (2017) provided all of these items, we investigate the quality and the functionality of the released artifacts within this context by reviewing the aforementioned checklist items, testing out the provided commands, and rebuilding the environment using provided materials.

3.3 Automatic Evaluation

Reproducibility and reporting quality are complementary to one another, and improvements to one often accompany improvements to the other. We include task-agnostic metrics and details commonly used in training and evaluations of neural networks (Dodge et al., 2019; ACL, 2022) in our assessment of the reproducibility of Nisioi et al. (2017)’s automated evaluations. Namely, we check the number of parameters in the model, the computing infrastructure used to achieve results, and the total GPU hours required to train the model. We also report the model’s total floating-point operations (fpo) (Schwartz et al., 2020), providing an estimate of the amount of computational work performed irrespective of the hardware setting. In neural networks, the dominant floating-point operations are ADD and MUL operations performed by a GPU.

Nisioi et al. (2017) evaluated the performance of their neural text simplification approach using two automated metrics as well as a human performance assessment. Their automated metrics included BLEU (Papineni et al., 2002; Wagner, 2010), a precision-based metric commonly used for machine translation and text simplification; and SARI (Xu et al., 2016), a metric designed specifically for text simplification that compares the system output against reference output and the input sentence. The evaluation scripts for these metrics are included in the source code released by the Nisioi et al. (2017). In addition to calculating the BLEU score using the script provided by Nisioi et al. (2017), we also calculate it using sacreBLEU v2.1,† a Python library that aims to unify standards for calculating the BLEU score (Post, 2018).

Ultimately, these metrics are used on various output files generated by different variants. At first, we evaluate the original outputs provided by Nisioi et al. (2017). Then, we use the trained model released by the authors to generate a new output and evaluate it using the mentioned metrics. Lastly, we use the code and the configuration provided by the authors in their publication and in their source code to train new models. Using these newly trained models, we generate yet another set of outputs. During this process, we are reducing the set of controlled conditions affecting the final results. We expected variation to increase as fewer conditions are controlled.

We used these metrics to evaluate the performance of our reproduced model, facilitating a direct comparison with the originally reported performance. Instead of viewing the reproducibility of the automatic evaluations as a binary state, e.g., reproducible or not reproducible, we use Quantified Reproducibility Assessment (QRA), a framework proposed by Belz et al. (2022). This framework defines reproducibility as a condition of measurement, out of a set of conditions that includes different locations, operators, and measuring systems, among other variables. As a result, identifying and reporting such conditions is an important part of this framework. Belz et al. (2022) quantify reproducibility as a measurement of precision. Given a different set of empirical results in this paper and previously conducted reproducibility studies, we present the coefficient of variation with small sample correction ($CV^*$) associated with each variant.

We take two additional steps to verify the claims based on the empirical results. At first, we use paired bootstrap resampling (Koehn, 2004) with 1000 samples to compare the performance of the two main variants on the output files released by Nisioi et al. (2017). Lastly, considering the relatively small size of the datasets used for training, validation, and testing, we suspected the random seed may greatly impact results. Therefore, we designed an experiment to quantify its impact. We

†https://github.com/mjpost/sacrebleu
trained 36 models with the same configuration but different unique random seeds. A small variation in the final results of this experiment suggests that the effect of the random seed is negligible.

4 Results

In this section, we describe the outcomes of our reproducibility study in terms of data, software artifacts, and automatic evaluation.

4.1 Data

We were unable to analyze the original unfiltered version of the EW-SEW dataset (Hwang et al., 2015) as planned because the webpage containing the dataset no longer exists, nor could earlier versions be retrieved using web archival tools (e.g., the Wayback Machine). The released code repository for the selected paper also does not include scripts for filtering the dataset. As such, we could not review or reproduce the authors’ preprocessing steps. However, the code repository does contain preprocessed dataset files, which allowed us to perform all other steps of our reproducibility analysis.

4.2 Software Artifacts

As mentioned earlier, the authors released a five star repository according to the ML Completeness Checklist. The authors listed the required external libraries, as well as Python- and Lua-specific dependencies. Moreover, the authors included a dockerfile containing the computing environment used for the experiments. Unfortunately, since a self-contained docker container was not included, it is not possible to rebuild the dockerfile, and most dependencies have been deprecated for years. These dependencies include Ubuntu 14.04 with an end of life (EOL) of 2019, Python 2.7 with EOL of 2020, Torch7 with last active development of 2017, and OpenNMT made obsolete in 2018 due to lack of support for Torch7, among others. Ultimately, we switched to another docker image based on Nvidia’s CUDA 10.1 images that comes with Torch7 installed. This introduced further complications as recently released GPUs (e.g., those in the RTX 3000 series) require CUDA 11 or higher. We avoided this problem for now, but fixing this problem (which is beyond the scope of our present work) requires porting Torch7 and rebuilding it using the appropriate CUDA toolkit.

Aside from the initial hurdle to get the repository to a running state, we did not face any major issues in using the software artifacts. Nisioi et al. (2017) provided the training code, evaluation code, and pre-trained models. The README file contains instructions and required commands to produce the reported results. There were a few minor discrepancies between the provided instructions and real-world use, but we managed to resolve these issues. We note that the repository does not contain all configuration files used for each model variant. Hence, we use the information provided in the paper to recreate those.

In reviewing the source code, we found three issues affecting NTS w2v variants. We contacted the authors regarding these issues, and they graciously confirmed the first two. At the time of writing this paper, we still have not heard back regarding the third reported issue. We intend to investigate the impact of the first two issues on the results. These issues are described below.

4.2.1 Issue 1: Data Contamination

The NTS w2v models use a multi-step process to concatenate the pre-trained Google News word2vec embeddings and another embedding trained by the authors using the skip-gram technique. We found that during the skip-gram training process, this embedding utilized all datasets (including the development and test set), introducing data contamination that may call into question those models’ results. The models affected by this issue are expected to have an advantage over other models. However, the validation and test sets are many times smaller than the training set, so performance gains may be negligible to non-existent.

4.2.2 Issue 2: Mismatched Embedding

This issue occurs during the concatenation process itself. This process uses two dictionaries, one for the encoder and one for the decoder, to generate the embedding matrix. We found that these embeddings were mismatched: the encoder used the decoder’s dictionary, and the decoder used the encoder’s dictionary. We expect fixing this issue will improve the performance of affected models.

\footnote{14 training jobs failed after running out of storage.}

\footnote{https://crow.ece.uw.edu/tial/projects/simplification/}

\footnote{https://archive.org/web/}

\footnote{Issue is reported here: https://github.com/nagadomi/distro/issues/11.}

\footnote{https://github.com/senisioi/NeuralTextSimplification}
Table 2: Statistical significance analysis performed on Nisioi et al. (2017)'s released output. With \( p = 0.0079 \), the difference in reported results between the two variants is statistically significant.

<table>
<thead>
<tr>
<th>System</th>
<th>BLEU (( \mu \pm 95% \text{ CI} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline: NTS w2v</td>
<td>87.9 (87.9 ± 2.0)</td>
</tr>
<tr>
<td>NTS</td>
<td>84.6 (84.6 ± 2.9)</td>
</tr>
</tbody>
</table>

Figure 1: Validation perplexity of NTS w2v variants during training (lower is better). † indicates contaminated conditions, and ‡ indicates mismatched conditions.

4.2.3 Issue 3: Zero Embedding Weight

Lastly, we found that the final embedding matrix is missing the concatenation step, which results in zero vectors for all the words. Using a zero embedding weight nullifies the embedding pre-training altogether.

4.3 Automatic Evaluation

We follow the exact training setup provided by Nisioi et al. (2017), training models for 15 epochs with early stopping applied. Unlike the original paper, we did not tune the model using SARI or BLEU, and used the validation perplexity (lower is better) for model selection and early stopping. The translation is performed using beam search. Beam search generates the first \( k \) hypotheses at each step sorted by log-likelihood of the target sentence given the input sentence. While the authors experimented with using beam sizes of 5 and 12 and various hypotheses, we limit the scope of our experiments to 5 beams and 1 hypothesis. The hardware used for the experiments in the original paper is not explicitly specified. In our case, we use an RTX 2080 ti GPU to train the models. Training took approximately 3 hours. The model had 84 million parameters, of which 50 million belong to the embedding layer. With a maximum sequence length of 80 and a batch size of 1, this model used roughly 3G fpo (3 \( \times \) \( 10^9 \)) in a forward pass.

Table 3 contains the results of the original work (Nisioi et al., 2017) referred to as \( t1 \), reproducibility studies of Cooper and Shardlow (2020) (\( t2 \)) and Belz et al. (2022) (\( t3 \)), and the results calculated by this paper (\( t4 \)) with their associated conditions. To ease the analysis, the results of every variant, measure, and output are grouped together. With the two evaluation scripts for calculating BLEU, we have added six values for BLEU and three for SARI. To be more specific, we have added automatic evaluation results for the output generated by Nisioi et al. (2017) or \( o1 \), our own output generated by running the trained model provided by Nisioi et al. (2017) or \( o4 \), and our own output generated by running our own version of the model or \( o5 \). We note that the model that we trained uses a source with all the fixes applied; however, to the best of our knowledge, all the other NTS w2v variants are trained with the mentioned issues. We present the precision results of the QRA framework in Table 4.

The NTS variant has \( CV^* \) values of 1.92 and 1.94 for SARI and BLEU, respectively. With 3.28 and 2.85 for SARI and BLEU, \( CV^* \) values for NTS w2v are slightly worse. However, the BLEU score of the NTS w2v variant reported by Cooper and Shardlow (2020) seems to be an outlier. By excluding their score (80.75), \( CV^* \) reduces to 1.22. There are two other interesting observations in Table 3. First, our reported results for \( o1 \) exactly match the reported results by the original paper; this suggests that we successfully recreated the environment they used for their evaluation. Second, the difference between the reported BLEU for \( o1 \) using the sacreBLEU evaluation script (Belz et al., 2022) and that found by our study implies there are still several unaccounted factors. We believe the version of sacreBLEU and the process of running this evaluation script are possible causes for this variation.

Table 2 shows results from the paired bootstrap resampling statistical significance test, with an objective of determining whether the performance of NTS w2v in terms of BLEU score is better than the
Table 3: Detailed overview of the results of NTS and NTS-w2v. All of the results utilize the source code released by Nisioi et al. (2017). Outputs $o_1$ to $o_5$ are generated based on the conditions provided in their respected row: $t_1$=Nisioi et al. (2017), $t_2$=Cooper and Shardlow (2020), $t_3$=Belz et al. (2022), and $t_4$=this paper; and sacreBLEU versions are represented as $sb$=unknown version, and $sb2.1$=version 2.1.

Table 4: Precision ($CV^*$) and component measures (mean, standard deviation, standard deviation confidence intervals) for measured quantity values obtained in multiple measurements of the two NTS systems.

$NTS$ variant. With $p = 0.0079$, the difference is indeed statistically significant. Since the output of $NTS$ w2v is generated using a model affected by the zero weight embedding issue (Issue 3 described in Subsection 4.2.3), these two variants are essentially the same. Thus, understanding what is at play here requires assessing the results in Table 5. Even with a small sample size of 36, we observe values ranging from 84.47 to 89.59. This suggests that the performance difference between the two main
Table 5: Results of the random seed experiments on the TurkCorpus (Xu et al., 2016) test set, with a sample size of 36. Models are trained with the same configuration, but have unique random seeds. The evaluation script by Nisioi et al. (2017) was used.

<table>
<thead>
<tr>
<th>Measurand</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARI</td>
<td>29.24 ± 0.31</td>
<td>28.62</td>
<td>29.89</td>
</tr>
<tr>
<td>BLEU</td>
<td>87.9 ± 1.18</td>
<td>84.47</td>
<td>89.59</td>
</tr>
</tbody>
</table>

variants may have originated from having different random seeds, even at statistically significant levels.

Finally, we investigate the issues reported for the NTS-w2v variant. We exclude Issue 4.2.3, as it simply converts NTS-w2v to NTS with zero embedding weight. We introduce three new variants:

- **NTS w2v†**: NTS-w2v only affected by data contamination (Issue 4.2.1).
- **NTS w2v‡**: NTS-w2v only affected by mismatched embeddings (Issue 4.2.2).
- **NTS w2v†‡**: NTS-w2v affected by data contamination and mismatched embeddings.

The results are shown in Table 6. Overall, the results are extremely close. We found that the variant with the data contaminated outperforms others while NTS-w2v, the variant without any issues performed worse than the rest. We expected to observe a noticeable performance difference for the models affected by the mismatched embedding issue, but the performance gap was ultimately marginal and inconsistent. We report the validation performance during training to analyze whether there are any differences between these four variants. As shown in Figure 1, the models with mismatched embeddings had a worst start, by a perplexity gap of almost 15; however, as training progressed, they closed the gap and ended with perplexity differences of less than 1.

### 5 Discussion

Taking all our experiments into account, we cannot claim that the performance difference between different variants comes from the design decisions made during their development. The random seed and its cascading impact on weight initialization, data order, and sampling during text generation could be the primary cause of the observed variations. Similar to our work, Dodge et al. (2020) have observed that changes to random seeds can result in substantially different results.

Perhaps our most surprising finding is that the NTS-w2v variants affected by mismatched embeddings performed on par with the other variants once training was complete. This extreme level of resilience is, in fact, quite alarming. Nearly all publications utilizing neural networks report top-performing empirical results; yet, aside from manual code review and deep analysis of the final results, there are no other clear signs or warnings that may suggest a bug is impacting the model. In this case, we found that our findings from the random seed experiments and validation performance during the training process were the only indicators that something was amiss. We recommend that future studies include random seed analysis demonstrating the range of the results that can be achieved with varied seeds, although we recognize that this search is the most expensive in terms of computation and may not be feasible in every case.

Perhaps due to the age of this repository, getting the project to a running state consumed the most time. We suspect that the situation will deteriorate as most dependencies are no longer being actively maintained. Researchers should be hesitant with introducing new dependencies into their projects. Additionally, we believe it would be fruitful to redirect the time and effort used for identifying and reporting dependencies toward exporting self-contained environments. This is an inadequacy that we found in nearly all of the checklists; in the case of this
project, even though we knew all the requirements, we spent hours debugging different errors. The reproducibility of a reproducibility study is equally important, if not more than the reported findings. While the contribution of the original paper includes a novel idea, our goal was to provide a final artifact having the highest possible degree of reproducibility, and to assess the ease with and extent to which the selected paper could be reproduced. It would be interesting to return and perform a meta-analysis of this work in a few years to see how much the claims hold over time. While it is impossible to stop hardware and software from changing constantly, there are steps that can be taken in order to prolong the lifespan of a research artifact. We have made changes and fixes publicly available in a forked repository of the original paper. Additionally, we exported and released a self-contained docker container capable of training and running the model without any internet access (Arvan et al., 2022). Lastly, all the trained models are available for download. Despite all these attempts, it is hard to predict future problems that might occur. Even the docker container depends upon the host environment (particularly, the kernel, GPU driver, and the docker itself). We have released our full runtime environment through Zendo (Arvan et al., 2022).

6 Conclusions

In this paper, we reviewed the reproducibility of Exploring Neural Text Simplification Models by Nisioi et al. (2017). In our three step process, we analyzed the reproducibility of the data, the software artifacts, and the automatic evaluations. We would have liked to analyze the reproducibility of human evaluations given additional time. We hope that our released artifacts offer other researchers a head start for future reproducibility studies.
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Abstract

We investigate the data collected for the Accuracy Evaluation Shared Task as a retrospective reproduction study. The shared task was based upon errors found by human annotation of computer generated summaries of basketball games. Annotation was performed in three separate stages, with texts taken from the same three systems and checked for errors by the same three annotators. We show that the mean count of errors was consistent at the highest level for each experiment, with increased variance when looking at per-system and/or per-error-type breakdowns.

1 Introduction

To address issues of factual accuracy in data-to-text systems, we developed a protocol for annotating mistakes in NLG texts (Thomson and Reiter, 2020). This protocol was used to create a corpus of errors found in generated basketball game summaries. The corpus was then used in the Accuracy Evaluation Shared Task (Thomson and Reiter, 2021), where participants submitted automatic metrics or alternative human evaluations that were compared to the gold standard. The corpus was created in three stages under experimental conditions which were largely the same. The same user interface and platform (Amazon Mechanical Turk) were used, along with the same three annotators who each checked every game summary in all experiments. The only changed conditions were the game summaries that were checked, and slight clarification of the instructions based on annotator queries and feedback. Therefore, it can be retrospectively considered a reproduction attempt.

The original goal of these human evaluations was to design and develop a reliable protocol, then create gold list of errors (for training metrics, etc). In Thomson and Reiter (2020) we performed an initial run of the protocol, with two subsequent runs in Thomson and Reiter (2021) to extend the first run to form a training set, and then create a test set in the third run for use in a shared task. Generated texts were annotated in equal proportions, within each experiment, from three different systems (Wiseman et al., 2017; Puduppully et al., 2019; Rebuffel et al., 2020) which at the time were representative state of the art systems on the RotoWire dataset (Wiseman et al., 2017)\(^1\) of English language basketball summaries paired with box score data tables.

In this paper we examine whether a similar number of errors were obtained in each experiment. We do this for all systems combined, the ensemble of representative errors that we intended to collect, and also at the per-system level, where we look at the errors for each system in isolation. We also discuss the issues that might be encountered when trying to reproduce or otherwise verify results obtained using the gold standard protocol for factual accuracy.

2 Related work

It is crucial that our evaluation protocols are reliable, something that can be demonstrated by reproducing experimental results under similar conditions. Such reproduction work is seldom carried out within the field of NLP (Belz et al., 2021a). When it is, researchers experience difficulties obtaining the same results or finding the information required to run the experiment at all (Mieskes et al., 2019). Problems with reproduction are not limited to NLP. In a large scale survey of over 1,500 researchers, Baker (2016) found that 90% felt there was a reproducibility crisis, with over 50% deeming it ‘significant’. The ReproGen shared task, for which this paper is a submission, aims to document reproduction attempts in NLP and provide an improvement in levels of reproducibility over time.

\(^1\)https://github.com/harvardnlp/boxscore-data
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2.1 Evaluation by annotation

Whilst evaluation of text generation systems is usually done by rating or ranking (van der Lee et al., 2019; Gehrmann et al., 2022), approaches for evaluation by annotation have also been proposed. Popović (2020) asked participants to highlight problematic spans within machine translated text, which were then categorised by severity. This allowed for the count of errors to be used to rank systems, but with the benefit of the individually reported errors being amenable to error analysis, something that is important for MT and NLG (van Miltenburg et al., 2021). With the SCARECROW framework, Dou et al. (2022) asked annotators to highlight problematic spans of text in prompted generation, these were then categorised. The categories are diverse, covering grammatical issues as well as issues readers might have, such as needing an external resource to check a fact. There is also the task-dependant category of ‘off prompt’. Agreement for many categories was low, with errors for all categories except ‘off-prompt’ being reported by two or more annotators (out of ten who annotated each paragraph) in less than 50% of cases. Freitag et al. (2021) instructed annotators to highlight errors within machine translated texts, then categorise each error with one type from a hierarchy of error types. Errors were also assigned a severity level by annotators. For text simplification, Devaraj et al. (2022) used an approach whereby annotators highlighted spans of text then labelled them using the task specific label of whether information was inserted, deleted, or substituted, as well as how severe the error was.

3 The Gold standard protocol for factual accuracy

The gold standard protocol detailed in Thomson and Reiter (2020) uses human annotators to check the factual accuracy of generated texts. As part of this work, basketball games summaries were annotated for factual errors. These summaries are based on complex data, often including information from outwith the game being summarised, such as aggregated statistics or upcoming game schedules. This presents problems of error detection that are not found in simpler tasks. Fact checking is performed against a comprehensive external data source rather than system input data, i.e., annotators check whether the text truthfully reflects what actually happened in the basketball games. Full details can be found in Thomson and Reiter (2020) and Thomson and Reiter (2021), although a brief overview is included here.

3.1 Annotation

Annotators are asked to highlight non-overlapping spans of text that are factually inaccurate, then mark each span with an error type, as well as a correction or comment explaining why the text is inaccurate. The types are:

- **NAME**: Incorrect named entity - Including people, places, organisations, and days of the week.
- **NUMBER**: Including both numbers which are spelled out, and those expressed as digits.
- **WORD**: A word which is not one of the above and is incorrect.
- **CONTEXT**: A phrase which causes an incorrect inference because of context or discourse.
- **NOT CHECKABLE**: A statement which can not be checked because the information is not available, or it would be too time-consuming.
- **OTHER**: Any other mistakes, a last-resort category for when the text is nonsensical.

The colours and superscript for these types are explained in Figure 1.

3.2 Curation and complex annotation

When multiple annotators check each text, a curation process is used to resolve disagreement between annotators. This is done by a researcher, although it could be performed by separate, suitably trained annotator. All errors that are found by the majority of annotators (2/3 in the shared task) are taken to form the Gold Standard Mistake List (GSML). In cases where the spans or categories differ slightly, but it is clear the annotators found the same fundamental problem in the text, the curator can include the error in the GSML, noting how many annotators found the underlying problem.
To highlight errors in text using our annotation scheme we use an accessible colour palette (https://davidmathlogic.com/colorblind, https://personal.sron.nl/~pault) with the addition of superscript letters such that annotations can be read even in black and white. Our annotation categories with their styles are: NAME\textsuperscript{N}, NUMBER\textsuperscript{U}, WORD\textsuperscript{W}, CONTEXT\textsuperscript{C}, NOT CHECKABLE\textsuperscript{X} and OTHER\textsuperscript{O}.

Figure 1: Annotation key for error types (used throughout)

For example, consider the two following annotated sentences:

Steph Curry scored 30\textsuperscript{U} points to go with 9 rebounds.

Steph Curry\textsuperscript{N} scored 30 points to go with 9 rebounds.

If in the game Curry had 9 rebounds, but only 25 points, then the sentence can be annotated as per the first example. However, if another player, Kevin Durant, had 30 points and 9 rebounds, then an annotator could instead mark the name as an error (second example). We refer to such cases as complex annotations, where there might be multiple valid ways to indicate an error in the text. To help mitigate this problem, annotators are asked to use as few annotations as possible to express the underlying error. They are also asked to prioritise error categories: NAME\textsuperscript{N} > NUMBER\textsuperscript{U} > WORD\textsuperscript{W} > CONTEXT\textsuperscript{C} > NOT CHECKABLE\textsuperscript{X} > OTHER\textsuperscript{O}, e.g., Steph Curry\textsuperscript{N} would be the preferred annotation in the above example. Errors in neural generated texts are not always this simple. Generally speaking, the more errors that are in a sentence, the more difficult it becomes to find the preferred annotation.

4 Experiment setup

Generated basketball summaries from the same three systems were used in each experiment. The systems were the conditional copy system of Wiseman et al. (2017), the document plan system of Puduppully et al. (2019), and the hierarchical encoder of Rebuffel et al. (2020). These systems were chosen because each was considered state-of-the-art (by one or more metrics) at the time of publication. Generated game summaries were provided by the authors of each paper, with the original RotoWire dataset and partitions having been used. The set of distinct games from the RotoWire test set was taken then randomly converted to a list. Selection of games from within this random list was arbitrary, with games for the training GSML taken from the start of the list, and those for the test GSML taken working backwards from the end.

Each input game record was processed by only one system, therefore there was no comparison between systems of generated texts for the same game data. This was because the original goal was the development of annotation techniques and a list of gold errors, and not the comparison of different systems. When comparing systems retrospectively as we are in this paper, we do so with this caveat.

The experiments we performed to collect data for the shared task were were:

Experiment A: 21 texts, 7 per system (training set pt. 1). Collected in July 2020.


Experiment C: 30 texts, 10 per system (test set). Collected in March 2021.

where each text is a complete summary (approx. 300 words) of a basketball game, generated by one of the three neural systems.

4.1 Rotowire dataset partitions

The standard partitions of the RotoWire dataset have problems of training, validation, and test partition contamination, whereby the same game record exists within multiple partitions but with a different reference text (Iso et al., 2019; Thomson et al., 2020). Neural systems will memorise the text seen for a game in training, meaning that texts generated for such games in the test set will exhibit human-like levels of factual accuracy. For this reason, games in the standard RotoWire test set that had been seen during training or validation were excluded from selection for our experiment.

4.2 Annotator recruitment, instruction, and fair treatment

Annotators were recruited on the Amazon Mechanical Turk platform. We limited applicants to those
from the United States (where basketball is a popular sport), who held U.S. Bachelor degrees and were MTurk Masters. We also screened participants with a qualifying task whereby they had to find 14 of 20 known errors in a text we had already annotated ourselves. Some errors such as whether a team could be said to ‘dominate’ might be subjective. It is for this reason that the qualifying bar was not set higher. Recruitment was performed only once, before any experiments. Four workers passed the qualification task and three chose to undertake the annotation work; these same three annotators each examined all 90 texts over the 3 experiments.

Workers were paid $8US per tasks, with each task taking 20-25 minutes. The aim was to pay $20US per hour, well above the minimum wage in the UK or any U.S. state. Based on feedback from the workers, we met or exceeded this rate. All workers were paid for all tasks, even those who failed qualification (with the exception of workers who submitted forms with zero errors).

In addition to paying workers fairly and promptly, we considered the impact that doing the work may have on their well-being, and made efforts to provide a positive working environment. Annotators can find repetitive tasks stressful. This stress could be compounded on crowd-source platforms where workers might have prior experience of being treated unfairly.

We maintained good communication by responding to queries they had and reassuring them that we were interested in their opinion, and they would not be punished for a “wrong” answer. In cases where annotators made procedural mistakes, we still paid them for the work and simply asked that they supply a correction. Feedback from annotators was highly positive, on both the level of communication and how much they enjoyed the work (it was less repetitive than other tasks they had done). Our approach was borne out of common courtesy, there was no complex process and it did not slow down the project. It also hopefully resulted in higher quality of annotation.

### 4.3 User Interface

We considered creating a custom annotation interface, although due to the relatively small number of annotated texts we instead opted for having annotators highlight errors in an MS Word document, then list the error type and correction in a list below the text. A researcher then transcribed verbatim the annotations to an annotation tool, WebAnno. The transcription process increases the time taken to process each annotated summary, which might be prohibitive in larger studies. It may also introduce a small amount of human error, which could be checked by repeating the transcription. However, given the volume of errors, we believe that mistakes in transcription will have a negligible effect on error counts in this study. This may change as models approach or exceed human levels of factual accuracy. In our case, we believe that the manual transcription work did not take more time than development and deployment of an interface would have. As a low-tech approach, it also reduced the possibility of failure. In the worst case scenario where a document failed to upload (did not happen) a worker could simply send us the document again. A failure on the interface could have resulted in data loss, so software testing would have been required.

Each MS Word document included our 4 pages of instructions and an annotated example that workers had been shown during qualification. Workers were told these were for their reference, and only the text to be annotated changed in each document. These instructions did change slightly between experiments, with difficult examples that annotators had queried being included as examples. The NOT CHECKABLE was also clarified.

### 4.4 Mean error count

Whilst the purpose of the original study was to find a list of representative errors for analysis and comparison with alternative approaches, we define here the mean error count (MEC) as a measure. The mean is calculated as the total number of errors by the number of summaries.

We consider pairwise combinations of system and error type granularity. System groupings are:

- **Ensemble**: Errors from all systems. This is what we originally set out to collect; a set of errors that is representative of the types of mistakes found in neural system output.

- **System**: Errors for each individual system.

---

2Reliable workers as determined by an Amazon internal metric

3The first author of this paper.

4https://webanno.github.io
Error type groupings are:

**Overall Errors**: The count of all errors, of any type.

**Per-type Errors**: The breakdown of errors by type.

For this study we consider the MEC at the level of reported errors, i.e., we count annotated token spans within each basketball summary that were provided by the annotators then combined by the curation process. This was the simplest option. We considered normalizing by token count but decided against it because annotator reported errors can span anything from a single token, to five or more. This does not necessarily mean the 5-token error is equivalent by any measure of severity to 5 single-token errors. Consider the two annotated and tokenized sentences below:

Steph Curry scored 28 points (\textcolor{red}{9U} - \textcolor{blue}{15U} - FG; \textcolor{red}{4U} - \textcolor{blue}{10U} 3Pt; \textcolor{red}{2U} - 3 FT).

The Warriors were the dominant team in this second half of a back-to-back game.

These sentence may seem equally erroneous if normalized at the token level; both sentences have 5 annotated tokens. However, the annotations in the first sentence represent 5 separately reported \textcolor{red}{NUMBER} errors, whereas in the second there is a single \textcolor{blue}{WORD} error spanning 5 tokens. The numbers in the first sentence are part of a shot breakdown, a terse domain specific syntax which shows the made and attempted shots at different ranges. A back-to-back means the team will play games on consecutive days. The problem described here may be compounded by the numbers within the shot breakdown always being included in pairs, they are the numerator and denominator of a fraction and each pair could be considered as a single error. Since we had asked to annotators to report \textcolor{red}{NUMBER} errors individually in our instructions, we performed the analysis at this level.

### 5 Results

We calculated the mean error counts (total errors by documents in experiment), as well as the coefficient of variation, CV\textsuperscript{*} (Belz et al., 2022). See our repository\textsuperscript{7} for complete code and data, including the calculation of mean errors from the GSML. All values are calculated then rounded to two decimal places for inclusion in tables here.

#### Table 1: Mean Error Count (MEC) for Ensemble

<table>
<thead>
<tr>
<th>experiment MEC</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>CV*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble</td>
<td>19.62</td>
<td>20.56</td>
<td>20.73</td>
<td>3.61</td>
</tr>
</tbody>
</table>

#### Table 2: Mean Error Count (MEC) for each type within the Ensemble

<table>
<thead>
<tr>
<th>error type</th>
<th>experiment MEC</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>CV*</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAME</td>
<td></td>
<td>5.33</td>
<td>5.26</td>
<td>7.07</td>
<td>21.26</td>
</tr>
<tr>
<td>NUMBER</td>
<td></td>
<td>8.86</td>
<td>7.38</td>
<td>7.47</td>
<td>12.80</td>
</tr>
<tr>
<td>WORD</td>
<td></td>
<td>4.43</td>
<td>6.18</td>
<td>4.67</td>
<td>22.80</td>
</tr>
<tr>
<td>CONTEXT</td>
<td></td>
<td>0.76</td>
<td>0.90</td>
<td>0.27</td>
<td>63.22</td>
</tr>
<tr>
<td>N-CHECK</td>
<td></td>
<td>0.19</td>
<td>0.85</td>
<td>1.27</td>
<td>86.35</td>
</tr>
<tr>
<td>OTHER</td>
<td></td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>211.73</td>
</tr>
</tbody>
</table>

Ensemble overall errors: We can see from Table 1 than the mean error count (MEC) had low variance between experiments, with a coefficient of variation of 3.61. This is what the experiments had originally set out to do; acquire representative samples of errors from neural systems. That similar quantities were found from the same ensemble of systems within each experiment is reassuring.

Ensemble per-type errors: When looking at the per-type breakdown for Ensemble errors (Table 2), we can see that each individual variance is higher than for the overall counts. This is not unexpected, given the complex error resolution problem. The greatest variance is seen in error types having lower frequency; of the 1,836 total errors in the GSML, only about 4% were \textcolor{red}{NOT CHECKABLE}, 3% were \textcolor{blue}{CONTEXT}, and a single \textcolor{blue}{OTHER} error was reported between all systems and experiments.

#### Table 3: Mean Error Count (MEC) for each system

<table>
<thead>
<tr>
<th>system</th>
<th>experiment MEC</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>CV*</th>
</tr>
</thead>
<tbody>
<tr>
<td>cond-copy</td>
<td></td>
<td>21.57</td>
<td>25.54</td>
<td>26.60</td>
<td>13.19</td>
</tr>
<tr>
<td>doc-plan</td>
<td></td>
<td>21.86</td>
<td>17.77</td>
<td>18.90</td>
<td>13.23</td>
</tr>
<tr>
<td>h-encoder</td>
<td></td>
<td>15.43</td>
<td>18.38</td>
<td>16.70</td>
<td>10.77</td>
</tr>
</tbody>
</table>

\textsuperscript{7}https://github.com/asbelz/coeff-var

\textsuperscript{7}https://github.com/nlgcat/uoa-reprogen-2022

This is an artificial example for clarity of comparison and conciseness, although multiple errors of both types can be found in the GSML.

\textsuperscript{6}https://github.com/asbelz/coeff-var
### Table 4: Mean Error Count (MEC) for each error type within each system

<table>
<thead>
<tr>
<th>system</th>
<th>error type</th>
<th>experiment MEC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>conditional copy</td>
<td>NAME</td>
<td>5.57</td>
</tr>
<tr>
<td>conditional copy</td>
<td>NUMBER</td>
<td>9.29</td>
</tr>
<tr>
<td>conditional copy</td>
<td>WORD</td>
<td>5.86</td>
</tr>
<tr>
<td>conditional copy</td>
<td>CONTEXT</td>
<td>0.43</td>
</tr>
<tr>
<td>conditional copy</td>
<td>NOT CHECKABLE</td>
<td>0.43</td>
</tr>
<tr>
<td>conditional copy</td>
<td>OTHER</td>
<td>0.00</td>
</tr>
<tr>
<td>document plan</td>
<td>NAME</td>
<td>5.71</td>
</tr>
<tr>
<td>document plan</td>
<td>NUMBER</td>
<td>11.14</td>
</tr>
<tr>
<td>document plan</td>
<td>WORD</td>
<td>4.43</td>
</tr>
<tr>
<td>document plan</td>
<td>CONTEXT</td>
<td>0.57</td>
</tr>
<tr>
<td>document plan</td>
<td>NOT CHECKABLE</td>
<td>0.00</td>
</tr>
<tr>
<td>document plan</td>
<td>OTHER</td>
<td>0.00</td>
</tr>
<tr>
<td>hierarchical encoder</td>
<td>NAME</td>
<td>4.71</td>
</tr>
<tr>
<td>hierarchical encoder</td>
<td>NUMBER</td>
<td>6.14</td>
</tr>
<tr>
<td>hierarchical encoder</td>
<td>WORD</td>
<td>3.00</td>
</tr>
<tr>
<td>hierarchical encoder</td>
<td>CONTEXT</td>
<td>1.29</td>
</tr>
<tr>
<td>hierarchical encoder</td>
<td>NOT CHECKABLE</td>
<td>0.14</td>
</tr>
<tr>
<td>hierarchical encoder</td>
<td>OTHER</td>
<td>0.14</td>
</tr>
</tbody>
</table>

**System overall errors:** The mean error count remained fairly constant for each system, although there were higher coefficients of variation than for the ensemble, ranging from 10.77 to 13.23 as shown in Table 3.

**System per-type errors:** When looking at the per-type breakdown for per-system errors, we see in Table 4 we see higher variance, especially for the less frequent error types.

Figure 2 shows the spread of per-document error means for each system, within each experiment. It is worth noting that no generated text was error free and they rarely had fewer than 10 errors.

### 6 Discussion

The experiments showed that when taking an ensemble of 3 models to create the GSML, the mean error count remained relatively stable between experiments. This adds to the evidence of the gold standard protocol being a reliable method of obtaining instances of errors which can then be used to evaluate alternative methods, such as metrics (Kasner et al., 2021; Nomoto, 2021; Rezgui et al., 2021) or cheaper human evaluations (Garneau and Lamontagne, 2021).

The level of reproducibility for the gold standard protocol when evaluating systems is harder to determine. With a small number of texts per system in each experiment, the means are susceptible to the effects of outlier documents, such as rare cases where the document had 50 or more errors. The per-system coefficient of variation of ranged from about 10 to 13, which is similar to some CV* values reported for other human evaluations (Belz et al., 2021b). The per-type results are limited by the low frequency of some types, but also by the complex resolution problem. In some cases there can be many correct ways in which a text can be annotated for errors, using different combinations of error types.

An alternative way to measure the reproducibility of the protocol would be to run all three experiments again with different annotators. We could then look at how the sets of errors from the original experiment and the reproduction overlap. However, the problem of complex error resolution rears its head again. Just because annotation spans or categories differ, does not necessarily mean that both sets of annotators did not correctly identify the same underlying problem. This addresses the issues of complex error resolution in a way which the exact comparison of token spans and labels does not. Error verifiers can be asked to consider whether a reported error is one valid way to indicate the underlying problem. For discussion of complex annotation see Thomson and Reiter (2021).
Measuring reproducibility allows us to determine whether our evaluation protocols are reliable. However, it is not the only method for doing so. An alternative for validating the GSML would be to show individual errors to participants that are familiar with the annotation process, then ask them to indicate whether the highlight represents an error. This would allow us to measure the precision of annotators. We might also check in the same way, any errors reported by a minority of annotators. This would determine whether these errors were false positives, simply missed by the other annotators, or the result of differing annotations for complex errors.

7 Conclusion

This reproduction study showed that there was little variance in the mean error count between the different experiments that were used for the shared task data collection. Increased variance was observed when comparing the mean counts of different error types, and/or when comparing systems. These values do not, however, tell the whole story of this detailed evaluation protocol. For annotation based approaches the agreement between annotators can be measured (Popović and Belz, 2021), although with complex data-to-text, a lack of measurable agreement (based on token overlap) does not necessarily mean that annotators did not find similar underlying problems. An alternative when working at the level of individual errors might be to verify each reported error by asking additional annotators whether they agree with the reported error.
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Abstract

In this paper we describe our reproduction study of the human evaluation of text simplicity reported by Nisioi et al. (2017). The work was carried out as part of the ReproGen Shared Task 2022 on Reproducibility of Evaluations in NLG. Our aim was to repeat the evaluation of simplicity for nine automatic text simplification systems with a different set of evaluators. We describe our experimental design together with the known aspects of the original experimental design and present the results from both studies. Pearson correlation between the original and reproduction scores is moderate to high (0.776). Inter-annotator agreement in the reproduction study is lower (0.40) than in the original study (0.66). We discuss challenges arising from the unavailability of certain aspects of the original set-up, and make several suggestions as to how reproduction of similar evaluations can be made easier in future.

1 Introduction

Against a background of growing interest in approaches to reproducibility assessment in general, and specific reproduction studies in particular, this paper reports a reproduction study of a human evaluation of text simplicity carried out as part of the ReproGen Shared Task 2022 on Reproducibility of Evaluations in NLG. We participated with a contribution in Track A, carrying out a reproduction study of the human evaluation of sentence simplicity reported by Nisioi et al. (2017), one of the five papers offered in the track.

In the original paper, nine automatic text simplification systems were evaluated by human annotators for four different criteria: Correctness and number of changes, Meaning Preservation, Grammaticality, and Simplicity. In this paper, we concentrate only on Simplicity. We first summarise the original study and describe the details of our reproduction study (Section 2). We then present the results from both studies (Section 3) in terms of the system-level Simplicity scores of the nine systems, and the inter-annotator agreement estimated as quadratic Cohen’s Kappa. We also report Pearson’s correlation coefficient between the original and the reproduction system scores.

We finish (Section 4) with a discussion of the differences between the two studies and the impact of missing information about the original set-up, and suggest how to make future human evaluations easier to repeat.

2 Experimental Design in Original and Reproduction Study

A commonly cited motivation for automatic text simplification (ATS) systems is that texts containing uncommon words or long and complicated sentences can be difficult to read and understand by people as well as difficult to analyze by machines. ATS is the process of transforming one text into another text which ideally has the same meaning, but is easier to read and understand by a wider audience and also easier to process with NLP tools. ATS systems can be rule-based or corpus-based, namely trained on parallel corpora consisting of original texts and their simplified versions.

For human evaluation of ATS systems, the usual quality criteria are Meaning Preservation (the degree to which the meaning of the original text is retained in the simplified output; analogous to Adequacy in MT), Grammaticality (whether the grammar of the generated output is good), and Simplicity (how difficult/simple the generated output is).

This paper focuses on simplicity evaluation in the form of comparing the automatically simplified output with the original text that was the input: the original sentence is presented together with its automatically simplified version, and the evaluators are asked whether the simplified version is simpler, equally simple/difficult, or more difficult than the original.
2.1 Original experiment

The original paper (Nisioi et al., 2017) reported the first attempt of using neural networks for automatic text simplification. Two basic neural text simplification (NTS) system variants for the English language were developed, one relying only on internal word representations (which we refer to as NTS in tables and results below), and the other additionally using external word2vec representations (NTS-W2v). Each system variant was used to generate outputs in three different ways: (i) by beam search with size 5 (NTS-DEFAULT and NTS-W2v-DEFAULT), (ii) by re-ranking an n-best list using the automatic metric BLEU (Post, 2018) (NTS-BLEU and NTS-W2v-BLEU), and (iii) by re-ranking using the SARI metric (Xu et al., 2016) (NTS-SARI and NTS-W2v-SARI). These six system variants together with an additional three publicly available systems (for which outputs generated in previous work were available), referred to as PBSMT, SARI+PPDB and LIGHTLS in results tables and briefly explained in the next section, were manually evaluated in terms of the three criteria of Meaning Preservation, Grammaticality and Simplicity. In addition, BLEU and SARI scores were calculated. The outputs from all nine systems, as well as scripts for both automatic evaluation metrics are publicly available.\(^1\) Human sentence-level annotations are however not published, and only the system-level scores were reported in the paper.

2.1.1 Evaluation Data

The developed NTS systems were evaluated on 359 publicly available sentences originating from English Wikipedia\(^2\) and previously released by Xu et al. (2016). These sentences were simplified with the NTS system variants from Nisioi et al. (2017) as well as the three previous systems: PBSMT, a phrase-based SMT system with reranking (Wubben et al., 2012), SARI+PPDB, a paraphrase-based system proposed by Xu et al. (2016), and LIGHTLS, an unsupervised lexical simplification system based on word embeddings (Glavaš and Štajner, 2015).

For each of the nine systems, automatic scores were calculated on all sentences, whereas human evaluation was carried out on the first 70 sentences only. Since each sentence was simplified by 9 systems, 630 sentences were manually evaluated in total.

2.2 Evaluating simplicity

In both original and reproduction study, the manual evaluation of simplicity was performed by three non-native English speakers who were given the original sentence and an automatically generated simplification of it, one pair at a time. They were asked to assign a score to each pair according to the following guidelines:

- +2 if the simplified version is much simpler than the original,
- +1 if the simplified version is somewhat simpler than the original,
- 0 if they are equally simple/difficult,
- -1 if the simplified version is somewhat more difficult than the original, and
- -2 if the simplified version is much more difficult than the original.

The inter-annotator agreement reported by Nisioi et al. (2017) (in the form of quadratic Cohen’s Kappa) was 0.66.

The reported aggregated system-level scores (mean sentence-level scores, shown in Table 1, Simplicity/original/score column) indicated that all variants of the newly proposed NTS model substantially outperform all of the comparator systems in terms of simplicity, i.e. generate outputs with a higher level of simplicity than the three previous state-of-the-art ATS systems.

2.3 Reproduction study

Our reproduction experiment was carried out on the same data as the original one, namely the first 70 sentences of the test set simplified by each of the nine systems. The evaluation was carried out by three non-native speakers, too, same as in the original evaluation. They received the same instructions as described in the original paper and in Section 2.1.

Further details about the original evaluation which may or may not have affected results and reproducibility were, however, not available.\(^3\) Such details where we have information only for our reproduction include:

\(^1\)https://github.com/senisioi/NeuralTextSimplification

\(^2\)https://github.com/cocoxu/simplification/

\(^3\)After contacting the authors of the original paper, the responses received were from authors not familiar with the details requested.
• **Native languages of evaluators**
  Reproduction: each evaluator had a different native language (Serbian, Brazilian Portuguese and Manipuri).

• **Evaluators’ background**
  Reproduction: all the evaluators were computational linguistics researchers.

• **Evaluators’ experience with TS and its evaluation**
  Reproduction: one evaluator had experience with TS evaluation and thus was familiar with the concept of simplicity, whereas the other two did not.

• **Whether the evaluators were able to ask any additional questions or only worked with the above guidelines**
  Reproduction: the two evaluators without experience needed a few additional instructions and examples in order to fully understand the concept of simplicity in this context, and to be able to separate it from meaning and grammar.

• **Number of sentences assessed by each evaluator**
  Reproduction: one evaluator (the one with the experience with TS evaluation) annotated all sentences whereas the other two evaluators annotated half of the sentences each.

  As with the other details in this list, we do not know how the sentences were distributed among the three evaluators in the original study.

• **Number of multiply annotated sentences used for IAA**
  Reproduction: each sentence was annotated by two evaluators, IAA is computed on the whole set.

  We do not know whether this was the case in the original experiment or only a subset of sentences was annotated by more than one evaluator. We also do not know whether any (or all) sentences were evaluated by all three evaluators.

  It might also be worth noting that in our reproduction identical sentence pairs (where the output is identical to the input) were not presented to the evaluators but were immediately assigned the score 0. We do not know whether the same was the case in the original evaluation.

3 Results

3.1 Comparing the different ATS systems

The ‘original’ column in Table 1 presents the ranks and system-level reproduction scores obtained for the nine systems in the original study, and the ‘reproduction’ column presents the same for the reproduction study. It can be seen that overall, the three ATS systems from previous work, PBSMT, SARI+PPDB and LIGHTLS, have notably lower reproduction scores in both studies, so that the claim from the original paper that the proposed NTS systems generate outputs with higher levels of simplicity is confirmed.

As for comparing the individual NTS systems, the reproduction scores indicate that the NTS-w2v-SARI system (re-ranking with SARI scores) reaches the highest simplicity levels, as well as that the re-ranking is generally beneficial for both model variants. The original scores, on the other hand indicate that re-ranking with automatic metrics was of benefit to the NTS-w2v variant, but for the NTS variant, while re-ranking with BLEU (NTS-BLEU) led to a dramatic improvement in reproduction, re-ranking with SARI (NTS-SARI) actually dropped the reproduction score. In contrast, according to the reproduction scores, re-ranking with SARI had more of a beneficial effect than re-ranking with BLEU.

The last column in Table 1 shows the small-sample coefficient of variation (CV\(^*\)) for each of the individual system-level reproduction score pairs across the two experiments as a quantified measure of degree of reproducibility (Belz et al., 2022). Lower CV\(^*\) indicates better reproducibility. Here, the CV\(^*\) scores show that some systems’ human scores are more reproducible than others, but it is not immediately obvious why the human evaluators in the original and reproduction studies should have disagreed particularly about the two systems with the highest CV\(^*\) (NTS-BLEU and PBSMT).

Pearson correlation coefficient between the original and the reproduction scores is 0.766, i.e. moderate to high. Spearman’s rank correlation is slightly higher at 0.787.

3.2 Inter-annotator agreement (IAA)

The IAA in the original experiment was reported as quadratic Cohen’s Kappa with a value of 0.66. We also calculated this coefficient for our reproduction, where and the value is lower, 0.40. Unfortunately, we cannot really interpret this discrepancy because,
Table 1: System-level Simplicity scores for the nine ATS outputs and system ranks according to these scores, together with CV’s between scores in original and reproduction experiment. Note that CV* is computed on shifted scores, i.e. while the scores assigned by the human evaluators ranged from -2 to +2, before computing CV* they were shifted to range from 0 to 4.

<table>
<thead>
<tr>
<th>Simplification system</th>
<th>Simplicity original rank</th>
<th>Simplicity reproduction rank</th>
<th>small-sample coefficient of variation (CV*) ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NTS_DEFAULT</td>
<td>(3) 0.46</td>
<td>(5) 0.33</td>
<td>5.41</td>
</tr>
<tr>
<td>NTS-SARI</td>
<td>(5) 0.38</td>
<td>(3/4) 0.34</td>
<td>1.69</td>
</tr>
<tr>
<td>NTS-BLEU</td>
<td>(1) 0.92</td>
<td>(3/4) 0.34</td>
<td>22.0</td>
</tr>
<tr>
<td>NTS-w2v-DEFAULT</td>
<td>(6) 0.21</td>
<td>(6) 0.32</td>
<td>4.84</td>
</tr>
<tr>
<td>NTS-w2v-SARI</td>
<td>(2) 0.63</td>
<td>(1) 0.46</td>
<td>6.66</td>
</tr>
<tr>
<td>NTS-w2v-BLEU</td>
<td>(4) 0.40</td>
<td>(2) 0.36</td>
<td>1.68</td>
</tr>
<tr>
<td>PBSMT</td>
<td>(9) -0.55</td>
<td>(7) 0.08</td>
<td>35.6</td>
</tr>
<tr>
<td>SARI+PPDB</td>
<td>(7) 0.03</td>
<td>(9) 0.01</td>
<td>0.99</td>
</tr>
<tr>
<td>LIGHTLS</td>
<td>(8) -0.01</td>
<td>(8) 0.03</td>
<td>1.98</td>
</tr>
</tbody>
</table>

as mentioned in Section 2.3, many of the details of the original experiment are missing, and we do not know what subset of sentences IAA was computed over in the original experiment, or how many individual scores per sentence. If the IAA values do reflect an actual difference, then one possible reason might be the experience of the evaluators with TS and familiarity with the notion of simplicity. In the reproduction study, only one evaluator was already familiar with it while the other two required additional explications. Furthermore, due to how sentences were assigned to evaluators, IAA is calculated only between the experienced and inexperienced annotators and not between the two inexperienced. These factors could generally contribute to a lower IAA. On the other hand, it is possible that all evaluators in the original experiment had experience with TS evaluation so that this is the reason of a higher IAA, however this is only a speculation.

Availability of the sentence-level scores from the original study would have helped to compare the scores for each sentence and potentially find patterns in sentences that make human evaluation more difficult to reproduce.

3.3 Comparison with reproduction of automatic scores

In order to illustrate quantitatively the differences that can arise between reproducing human and reproducing automatic evaluations, Table 2 presents the Simplicity and CV* scores for two NTS system variants, NTS_DEFAULT and NTS-w2v-DEFAULT, together with their automatic metric scores (BLEU and SARI). These results are compared and analysed more comprehensively elsewhere (Belz et al., 2022).

The ‘original’ column shows the results reported in the original paper, the ‘repr1’ column shows the results reported in an earlier reproduction paper (Cooper and Shardlow, 2020) at REPROLANG 2020, the ‘repr2’ and ‘repr3’ columns show the results reported by Belz et al. (2022) when using two different evaluation scripts for BLEU, and the ‘repr4’ column shows results from the human evaluation carried out in the present work.

It can be noted that, while CV* values for the SARI metric are 0 (perfectly reproduced) and for the BLEU metric are around 1 (reflecting slight differences in implementation and tokenisation), CV* values for human Simplicity scores are over 4, demonstrating that human evaluation was more difficult to reproduce.

4 Conclusions

This paper reported the results of a reproduction study of a human evaluation of text simplicity. The obtained scores confirm some of the findings of the original paper, however findings relating to whether or not re-ranking with BLEU or SARI helped were not aligned in the two studies, in some cases showing opposite effects. Pearson correlation between the studies was moderate to high at 0.766. The inter-annotator agreement was lower in the reproduction study, 0.40 vs. 0.66, but we do not know whether it was computed in a comparable way.
<table>
<thead>
<tr>
<th>metric</th>
<th>output</th>
<th>original</th>
<th>repr1</th>
<th>repr2</th>
<th>repr3</th>
<th>repr4</th>
<th>CV* ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU ↑</td>
<td>NTS default</td>
<td>84.51</td>
<td>84.50</td>
<td>85.60</td>
<td>84.20</td>
<td>–</td>
<td>0.838</td>
</tr>
<tr>
<td>(automatic)</td>
<td>NTS-w2v default</td>
<td>87.50</td>
<td>–</td>
<td>89.36</td>
<td>88.80</td>
<td>–</td>
<td>1.314</td>
</tr>
<tr>
<td>ŠARI ↑</td>
<td>NTS default</td>
<td>30.65</td>
<td>30.65</td>
<td>30.65</td>
<td>–</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>(automatic)</td>
<td>NTS-v2w default</td>
<td>31.11</td>
<td>–</td>
<td>31.11</td>
<td>–</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Simplicity ↑</td>
<td>NTS default</td>
<td>0.46</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.33</td>
<td>5.41</td>
</tr>
<tr>
<td>(human)</td>
<td>NTS-v2w default</td>
<td>0.21</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.32</td>
<td>4.84</td>
</tr>
</tbody>
</table>

Table 2: Comparing CV*’s of automatic and human system-level scores for two ATS systems, NTS DEFAULT and NTS-W2V DEFAULT. The CV*’s indicate that human evaluation is more difficult to reproduce (presumably exacerbated when many experimental details are missing).

A deeper analysis of these differences is unfortunately not possible because we lack too many details for the original set-up. Also, sentence-level human annotations which would be helpful are not published (while the models and the automatic evaluation scripts are).

It appears to be the case that there is a trend for comprehensive details about the human evaluation process to be reported only in papers dealing with human evaluation itself, although even in these, the provided information is not often fully complete. In papers where human evaluation is not the focus but only a method to assess the system(s), usually only very shallow information is provided, if any. Moreover, it is often the case that the authors themselves perform evaluations, sometimes with no overlap, which makes it impossible to report IAA. Fully reporting such details is disincetivised as doing so may lead to more negative reviews. Human evaluation is time and resource-expensive and it is usually not possible to (i) evaluate large amounts of text, (ii) involve a large number of evaluators, or (iii) evaluate large portions of text by several evaluators for IAA, because all these factors increase cost further.

As in previous work (Howcroft et al., 2020; Belz et al., 2020), we conclude that reporting more details about human evaluation experiments would be of benefit scientifically. Details of human evaluations should be provided in each paper, even if the conditions were not perfect (and they often are not). It is more scientifically rigorous as well as more useful to provide full details than not providing information for fear of negative review.
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Abstract

In this paper, we describe our reproduction effort of the paper: Towards Best Experiment Design for Evaluating Dialogue System Output by Santhanam and Shaikh (2019) for the 2022 ReproGen shared task. We aim to produce the same results, using different human evaluators, and a different implementation of the automatic metrics used in the original paper. Although overall the study posed some challenges to reproduce (e.g. difficulties with reproduction of automatic metrics and statistics), in the end we did find that the results generally replicate the findings of Santhanam and Shaikh (2019) and seem to follow similar trends.

1 Introduction

Currently, a lot of attention is given to the reproducibility of NLP research. In this paper, we report our contributions to the 2022 ReproGen shared task (Belz et al., 2020).¹ We aim at an exact reproduction of the work by Santhanam and Shaikh (2019) on experiment design for evaluating dialogue system output. No other reproductions of this paper have been published presently. We will first give a brief summary of the paper we aimed to reproduce (§2), and explain how we replicated this research as closely to the original as possible (§3). Next, we will discuss our results and examine how these relate to the original study (§4). Lastly, we will discuss some difficulties we faced during our reproduction efforts (§5). All of our code and data can be found on GitHub.²

2 Summary of the original study

The study by Santhanam and Shaikh (2019) focuses on the design of the human evaluation task of evaluating dialogue system output. The purpose of the task is to see which task design yields the most consistent and highest-quality responses. The original study compared Likert scale judgments, Rank-Based Magnitude Estimation (RME), Biased Magnitude Estimation (BME) and Best-Worst Scaling (BWS) using the two metrics of readability and coherence.

Participants. The authors examined four different experimental conditions with 40 participants and 50 items each, yielding a total number of 160 participants.

Task. For each trial, participants were provided with a conversational context consisting of two turns. For each context, participants were asked to either rank or rate four different responses. Three of these responses were generated by three models trained on the Reddit conversation corpus (Dziri et al., 2019a). The other response was human-generated (i.e. the ground truth). In case of the Likert scale, people rate a generated response on a 6-point scale (1 being lowest and 6 highest). For both RME and BME (magnitude estimation) they rate the responses with respect to a given standard value (Bard et al., 1996). In the case of RME this value is always 100 while the value for BME is set by the automatic metrics of Santhanam and Shaikh (2019). In the last experiment design, BWS, participants have to rank the responses from best to worst.

Reported values. Santhanam and Shaikh (2019) report on inter-rater consistency and agreement (intraclass correlations) and also examine if prior experience of rating dialogue system output or engaging with a conversational agent is of any influence. Lastly, Spearman correlations are reported between the human ratings and automatic metrics and between the ratings of readability and coherence on the four designs.

Results. Overall, Santhanam and Shaikh (2019) find that the Likert scale performs worst on intraclass correlation, show that participants without prior experience are more consistent in their ratings,

¹https://reprogen.github.io/
²https://github.com/Anouck96/ReproGen22
and report low correlation between the automatic metrics and the human ratings.

3 Study design

3.1 Surveys

Our surveys were made in the online survey platform Qualtrics.3 We tried to follow the survey design of the original study as closely as possible. Unfortunately, in some cases, the layout was not exactly replicable. An example can be found in the best-worst scaling condition. Qualtrics neither provides the same drag-and-drop ranking question types as used in the original survey nor does it track if an item is ranked or not. We also found that the four original surveys are not completely the same in terms of conversation items and possible replies, e.g., in the Likert survey, the item "Person A: first time watching f1!" occurs twice, while in the best-worst survey, the item only occurs once. There were also some minor layout/style issues that we noticed. For example, some questions in the best-worst survey contained "readability and coherence" in bold while others did not.

3.2 Participants

Participants were recruited using Prolific4, a crowdsourcing recruitment platform. Only participants with English as their first language could take part in the study. The participants also were not allowed to participate in more than one of the surveys, beyond this they were also not allowed to participate in the same survey twice. We followed the minimum payment of £6.00 per hour resulting in rewards for the participants of £5.43 (Likert), £4.74 (RME), £4.64 (best-worst) and £4.88 (BME), as Prolific uses the median time for payments. As in the original study, we aimed for 40 participants per survey. We started with the Likert-scale survey on Prolific. We set a time based on the mean times reported in Santhanam and Shaikh (2019) (as required by Prolific), but we soon discovered that participants tended to take substantially more time, with a median completion time of about 53 minutes. In the case of the Likert scale survey, we even had participants who timed out5 but were able to finish the survey.6 These were kept in the dataset. This is why the Likert survey contains 42 participants. For the BME survey, we have 41 participants. In this case we have two submissions with the same Prolific ID but with different answers. As they do have different answers we have decided to keep both submissions. For the other two surveys, we have 40 submissions.

3.3 Intraclass correlation coefficient (ICC)

Intraclass correlation is used to calculate the reliability of raters (Bartko, 1966). In this study we report values for both agreement and consistency. The values can range between 0 and 1 (closer to 1 means stronger reliability) (Koo and Li, 2016). The ICC was calculated using R (R Core Team, 2017) and the irr package (Gamer et al., 2019).

3.4 Automatic metrics

To fully replicate the original results, we re-calculated the automatic metrics used by Santhanam and Shaikh (2019). Since the repository did not provide any code to generate the scores, we first contacted the authors to obtain the exact code that was used for the original paper. However, at the time of writing, the repository did not provide any code to generate the scores. Hence we needed to write our own code to process the data and generate the scores ourselves. The original paper did not specify what library they used to compute readability. Thus, we explored different options to generate the exact same readability scores.7 In the end, we did not find an exact match. We decided to calculate the Flesch Reading Ease using the textacy Python package.8 For coherence, Santhanam and Shaikh noted that they used the method proposed by Dziri et al. (2019b). We used their repository to calculate the semantic similarity.9

4 Results

In this section, we follow the original study’s approach in the data analysis and its structure in the

---

3See: https://www.qualtrics.com. PDF files with the surveys as they were used in Qualtrics can be found on GitHub. We do not know which platform was used for the questions in the original study, although it seems likely the authors used the Mechanical Turk platform itself.

4https://www.prolific.co/

5To ensure fair payment Prolific sets a maximum time based on the set time for the study.

6Two participants timed out which meant they were automatically replaced by Prolific, however their completed surveys were collected in Qualtrics.

7We looked into textstat, py-readability-metrics, and Microsoft Word, which all generate different readability scores.

8https://textacy.readthedocs.io/en/latest/

9https://github.com/nouhadziri/DialogEntailment
organization of our results.

4.1 Experiment design and reliability of human ratings

Intraclass correlation coefficient (ICC) scores on consistency (ICC-C) and agreement (ICC-A) for the four experiment tasks can be found in Table 1. Unlike the findings reported in Santhanam and Shaikh (2019), Magnitude Estimation with anchors (RME or BME) does not show more reliable ratings than Likert scale ratings, but it does show more reliable ratings than Best-Worst ranking (BWS). Likert scale ratings result in substantially higher ICC scores in our replication. In fact, the Likert scale condition leads to the most reliable ratings, while Best-Worst ranking (BWS) represents the least reliable ratings in our results. With the exception of RME, all experimental designs show higher ICC scores in our study.

Table 1: ICC scores for readability (R) and coherence (C) for each design. All are significant at p < .001. The original study scores are shown in italic with * showing the non-significant values.

<table>
<thead>
<tr>
<th></th>
<th>Likert</th>
<th>RME</th>
<th>BME</th>
<th>BWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC-C</td>
<td>R 0.90</td>
<td>0.89</td>
<td>0.91</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>C 0.94</td>
<td>0.90</td>
<td>0.90</td>
<td>0.87</td>
</tr>
<tr>
<td>ICC-A</td>
<td>R 0.87</td>
<td>0.81</td>
<td>0.87</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>C 0.93</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
</tbody>
</table>

|          | Original | ICC-C |  | Original | ICC-C |
|----------|----------|------| |----------|------|
| ICC-C    | R 0.75   | 0.95*| 0.83 | 0.75   |
|          | C 0.83   | 0.92 | 0.81 | 0.80   |
| ICC-A    | R 0.59   | 0.92 | 0.81 | 0.75   |
|          | C 0.77   | 0.92 | 0.81 | 0.80   |

Table 2: ICC scores for readability (R) and coherence (C) where participants spend above average time. All are significant at p < .001. Original study scores are in italics.

<table>
<thead>
<tr>
<th></th>
<th>Likert</th>
<th>RME</th>
<th>BME</th>
<th>BWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC-C</td>
<td>R 0.88</td>
<td>0.88</td>
<td>0.86</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>C 0.93</td>
<td>0.89</td>
<td>0.83</td>
<td>0.83</td>
</tr>
<tr>
<td>ICC-A</td>
<td>R 0.83</td>
<td>0.79</td>
<td>0.80</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>C 0.92</td>
<td>0.86</td>
<td>0.80</td>
<td>0.83</td>
</tr>
</tbody>
</table>

|          | Original | ICC-C |  | Original | ICC-C |
|----------|----------|------| |----------|------|
| ICC-C    | R 0.61   | 0.88 | 0.81 | 0.65   |
|          | C 0.66   | 0.85 | 0.75 | 0.76   |
| ICC-A    | R 0.55   | 0.85 | 0.75 | 0.76   |
|          | C 0.55   | 0.85 | 0.75 | 0.76   |

Table 3: ICC scores for readability (R) and coherence (C) where participants spend below average time. All are significant at p < .001. The original study scores are in italic.

4.2 Time and reliability of the rankings

As mentioned in section 3.2, participants in our replication study took a median completion time for the Likert-survey of about 53 minutes, which substantially exceeds the averages reported in the original study (see 5.1 for a more elaborate discussion on experiment times). Table 2 contains the ICC scores for raters who spent more than average time on the task, and Table 3 contains the ICC scores for raters who spent less than average time.

We replicate the finding of Santhanam and Shaikh (2019) that consistency and agreement are higher for raters who took less than average time to complete the task, but in all survey conditions, including RME. The RME survey showed the opposite direction in the original study. Additionally, we observe different patterns: the RME condition led to the highest reliability in the original study, both for raters taking above and below average time. In our study, RME actually leads to the lowest reliability for raters taking above average time (the highest being BME), and Likert scale ratings lead to the highest reliability for raters taking below average time (lowest in the original study).

4.3 Prior experience with dialogue system output or conversational agents and reliability of rankings

Tables 4 and 5 show the reliability scores of ratings from participants based on their prior experience with dialogue-system output evaluation. We replicate the findings reported in the original study: ratings from participants without prior experience with evaluating dialogue system output reach better
reliability than ratings from participants with such prior experience. We also replicate that no prior experience with conversational agents benefits the consistency and reliability of participants’ ratings (Tables 6 & 7).

<table>
<thead>
<tr>
<th>Likert (n=10)</th>
<th>RME (n=5)</th>
<th>BME (n=8)</th>
<th>BWS (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC-C</td>
<td>R 0.74</td>
<td>0.75</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>C 0.71</td>
<td>0.64</td>
<td>0.60</td>
</tr>
<tr>
<td>ICC-A</td>
<td>R 0.64</td>
<td>0.72</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>C 0.67</td>
<td>0.61</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 4: ICC scores for readability (R) and coherence (C) when participants have prior experience evaluating dialogue system output. All are significant at p < .001, except those indicated with *. Original study scores in italic.

<table>
<thead>
<tr>
<th>Likert (n=32)</th>
<th>RME (n=35)</th>
<th>BME (n=33)</th>
<th>BWS (n=35)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC-C</td>
<td>R 0.88</td>
<td>0.87</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>C 0.93</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td>ICC-A</td>
<td>R 0.84</td>
<td>0.77</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>C 0.92</td>
<td>0.86</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 5: ICC scores for readability (R) and coherence (C) when participants do not have prior experience evaluating dialogue system output. All are significant at p < .001. The original study scores are shown in italics.

4.4 Correlation of automated calculation of readability and coherence with human ratings

Santhanam and Shaikh (2019) found low correlations between the automatic metrics and human judgements, ranging from -0.12 to 0.26. We find even lower correlations between readability and coherence scores calculated with automated methods and human ratings (see Table 8).

<table>
<thead>
<tr>
<th>Likert (n=16)</th>
<th>RME (n=15)</th>
<th>BME (n=16)</th>
<th>BWS (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC-C</td>
<td>R 0.80</td>
<td>0.62</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>C 0.86</td>
<td>0.77</td>
<td>0.79</td>
</tr>
<tr>
<td>ICC-A</td>
<td>R 0.72</td>
<td>0.46</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>C 0.83</td>
<td>0.73</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 6: ICC scores for readability (R) and coherence (C) when participants have prior experience engaging with conversational agents. All are significant at p < .001. Original study scores in italic.

<table>
<thead>
<tr>
<th>Likert (n=26)</th>
<th>RME (n=25)</th>
<th>BME (n=25)</th>
<th>BWS (n=27)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC-C</td>
<td>R 0.85</td>
<td>0.89</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>C 0.91</td>
<td>0.86</td>
<td>0.84</td>
</tr>
<tr>
<td>ICC-A</td>
<td>R 0.80</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>C 0.89</td>
<td>0.83</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 7: ICC scores for readability (R) and coherence (C) when participants do not have prior experience engaging with conversational agents. All are significant at p < .001. Original study scores in italics with * showing non-significant values.

<table>
<thead>
<tr>
<th>Likert</th>
<th>RME</th>
<th>BME</th>
<th>BWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readability</td>
<td>0.01</td>
<td>0.01</td>
<td>-0.05</td>
</tr>
<tr>
<td>Coherence</td>
<td>0.06</td>
<td>-0.05</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Original scores

| Readability | -0.26 | -0.11 | -0.12 | -0.06 |
| Coherence   | -0.04 | 0.06  | 0.09  | 0.10  |

Table 8: Spearman correlation between the ratings obtained from the automated metrics to human ratings using raw scores. Original study scores in italic.

4.5 Correlation of readability and coherence by experiment condition

We do not replicate the high correlations between the human ratings of readability and coherence obtained through RME and BME (see Spearman correlations in Table 9). For Likert, RME, and
BME, correlations are weak, while similar to the original paper, we find a moderate correlation for human ratings obtained through BWS.

<table>
<thead>
<tr>
<th>Likert</th>
<th>RME</th>
<th>BME</th>
<th>BWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherence</td>
<td>0.13*</td>
<td>0.06</td>
<td>0.24**</td>
</tr>
</tbody>
</table>

Table 9: Spearman correlation between the ratings obtained for readability and coherence for each human evaluation method, *p ≤ .05, **p ≤ .01, ***p ≤ .001. Original scores in italic.

<table>
<thead>
<tr>
<th>Likert</th>
<th>RME</th>
<th>BME</th>
<th>BWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readability</td>
<td>Mean 0.64</td>
<td>0.39</td>
<td>0.47</td>
</tr>
<tr>
<td>Mode 0.22</td>
<td>0.66</td>
<td>0.36</td>
<td>0.49</td>
</tr>
</tbody>
</table>

| Coherence | Mean 0.82 | 0.77 | 0.61 | 0.72 |
| Mode 0.39 | 0.57 | 0.31 | 0.48 |

Table 10: Correlations between the original results and the reproduction study results. The correlations were calculated on the average and modal score for each sentence, respectively. All p ≤ .001.

5 Discussion

The purpose of this study was to gain insights that can aid the Natural Language Generation (NLG) community to increase reproducibility of papers, specifically papers regarding human and automatic evaluation of NLG results. We reproduced the work from Santhanam and Shaikh (2019) including the experiments and the analyses. The results from Santhanam and Shaikh (2019) and our reproduction are equivalent, or at least in the same order of magnitude. Table 10 displays the correlation between their results and ours regarding readability and coherence across all four measures, indicating that, mostly, their measures and ours seem to correlate quite importantly. Additionally, Table 11 discloses an overview of the results. Below we discuss observations and insights gained during this reproduction exercise.

5.1 Participants

As mentioned before in Section 3.2, we used the average time that participants took to calculate our budget on Prolific. As we found out soon with running the first survey, participants took way longer than the estimated average. Our participants took an average of approximately 58 minutes for the Likert-scale survey (SD=24.47), 54.7 minutes for RME (SD=23.39), 48.8 for BME (SD=18.68) and 48.6 for best-worst ranking (SD=22.31). Santhanam and Shaikh (2019) report averages respectively of 33, 42.8, 43 and 32.5 minutes. As can be seen from our standard deviations, the amount of time also varied greatly across participants. Our participants especially seem to take much longer for the Likert and best-worst surveys. We are not sure why the difference is this large. With an online survey where there is no supervision, it is possible that participants get distracted or take breaks during the experiment. Therefore, averages could be lower in a lab-setting where participants are only focused on the task. Other options would be that we just recruited slower participants, or that the Qualtrics survey design makes it more difficult to answer quickly.

5.2 Response quality

Output quality for any annotation task depends on three factors: clarity of the task, ambiguity of the items, and the reliability of the annotators (Aroyo and Welty, 2014). Here we focus on the latter. Not all participants are equally reliable in their responses. If we assume that there is one true ranking or quality score for each dimension, one reasonable way to approximate this true value is to take the average of all responses. We used this intuition to measure the reliability of each participant’s scores by comparing their scores to the average scores of all other participants for each item. Figure 1 shows the results for the different metrics.

We observe that there is a fair (0.33) to moderate (0.64) correlation between participants’ reliability scores for the relevance and coherence scales. This means that participants who agreed more with other participants on one dimension, also tended to agree more with participants on the other dimension.

We also observe that for each metric, there is a nonzero amount of participants who obtained a Spearman correlation of zero or less with the other participants. We did not exclude any participants from our analysis, to stay true to Santhanam and Shaikh’s original report, but depending on the context, one may want to exclude participants who fall below a certain threshold, to obtain a more...
Magnitude estimation with anchors shows more reliable ratings than Likert scale ratings
Magnitude estimation with anchors shows more reliable ratings than Best-Worst ranking
Consistency and agreement are higher for raters who took less than average time (Likert, BME, BWS)
Consistency and agreement are higher for raters who took more than average time (RME)
Raters without prior experience in evaluating dialogue system output reach greater consistency and agreement than those with experience
Raters without prior experience with conversational agents reach greater consistency and agreement than those with experience
The automatic metrics for readability and coherence show low correlation to human judgement ratings
There is a high correlation between the human ratings for RME and BME

<table>
<thead>
<tr>
<th>Original result</th>
<th>Replicated?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnitude estimation with anchors shows more reliable ratings than Likert scale ratings</td>
<td>No</td>
</tr>
<tr>
<td>Magnitude estimation with anchors shows more reliable ratings than Best-Worst ranking</td>
<td>Yes</td>
</tr>
<tr>
<td>Consistency and agreement are higher for raters who took less than average time (Likert, BME, BWS)</td>
<td>Yes</td>
</tr>
<tr>
<td>Consistency and agreement are higher for raters who took more than average time (RME)</td>
<td>No</td>
</tr>
<tr>
<td>Raters without prior experience in evaluating dialogue system output reach greater consistency and agreement than those with experience</td>
<td>Yes</td>
</tr>
<tr>
<td>Raters without prior experience with conversational agents reach greater consistency and agreement than those with experience</td>
<td>Yes</td>
</tr>
<tr>
<td>The automatic metrics for readability and coherence show low correlation to human judgement ratings</td>
<td>No</td>
</tr>
<tr>
<td>There is a high correlation between the human ratings for RME and BME</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 11: Results evaluated for replicability in this paper.

Finally, the distribution of the participant reliability scores seems to differ between metrics. For example, while the participants’ reliability scores for the Likert scale seem to cluster together in the top right corner, the RR scores seem to be spread out more.

5.3 Automatic metrics

Another issue that we struggled with was the reproduction of the automatic metrics. While we followed the original paper’s descriptions, the calculation of these automatic metrics was not completely clear and resulted in large differences between results. As we had some values from the original study (in their BME-survey), we could compare our metrics to theirs, but we never figured out how to consistently extract the same results. Next to the calculation of the automatic metrics themselves, we were also unsure how the rankings were derived from these metrics. This was not explicitly mentioned in the paper or the supplementary material. Finally, we discovered that they seemed divided into a 25/25/25/25 split. For future work we would suggest to use the code of the original paper for the reproduction of the automatic metrics.

5.4 Standardisation of surveys

To upload the surveys in our survey platform, we had to redesign and retype all four surveys from the supplied PDF files. This task took about four hours per survey. Such a retyping task is a barrier to perform a reproduction, and increases the risk of introducing typos into the surveys. Therefore, we recommend researchers to not only share the PDF files of their original survey, but also other available formats (in case of Qualtrics, the QSF format), such that the retyping task can be prevented.11

5.5 Statistical analyses

The statistical analyses were tedious as, despite the sharing of the data and the RMarkdown files, some transformations had been operated on the raw data (i.e., data conversion from raw scores to what we assumed to be ranked scores for BME and RME measures). We could not replicate these transformations despite multiple attempts to contact the authors. We thus ran our statistical analyses based on our own raw data and found the above-mentioned results.

5.6 Study-specific remarks

Santhanam and Shaikh (2019) show that the same content evaluated by four different types of evaluation tasks lead to four different outcomes. The outcomes within each task have a high correlation (high ICC scores). However, the correlation between the outcomes across the evaluation tasks is low. This is possibly because Likert allows for more degrees of freedom in answering a question. A question contains one utterance and four different replies that have to be rated on a 6-point Likert scale. Such question can be answered in $6^4 = 1296$ different ways. In comparison, the best-worst scaling evaluation task allows only $4! = 24$ different ways to answer the same question. Therefore, one would expect a higher ICC for the outcomes of best-worst scaling than those of the Likert evaluation

---

11As far as we know, different survey platforms (SurveyMonkey, Qualtrics, Google Forms, Alchemer) do not have a standard survey file format implemented yet, so some amount of conversion may still be necessary.
Figure 1: Scatterplot for the correlation between each participant’s scores and the average of the other participants’ scores. Each point represents one participant, and the axes correspond to the quality dimensions. In other words: these plots show a second-order correlation, measuring whether the reliability of participants (measured as correlations between each participant’s scores and the average of other participants’ scores) correlates between the two quality dimensions.

task. Furthermore, if we assume that some questions have only low quality replies, then a participant can express that within the Likert evaluation task, but in the best worst scaling task, the participant has to choose a best reply (even if such reply does not exist). The RME and BME evaluation tasks allow an average score. However, the Likert evaluation task is on a 6-point scale, so the participant is forced to evaluate each reply as slightly bad or slightly good. This could influence the correlations between the outcomes of the Likert evalutation task on the one hand, and the RME and BME evaluation tasks, on the other hand.

6 Conclusion

In this paper, we have tried to reproduce the work of Santhanam and Shaikh (2019). Our results generally replicate the findings of Santhanam and Shaikh (2019) and seem to follow similar trends. As discussed in Section 5, we did run into some difficulties throughout the reproduction process. We hope that our observations are instructive for future researchers in making their work fully reproducible.
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**Abstract**

We report the results of **DialogSum Challenge**, the shared task on summarizing real-life scenario dialogues at INLG 2022. Four teams participate in this shared task and three submit their system reports, exploring different methods to improve the performance of dialogue summarization. Although there is a great improvement over the baseline models regarding automatic evaluation metrics, such as ROUGE scores, we find that there is a salient gap between model generated outputs and human annotated summaries by human evaluation from multiple aspects. These findings demonstrate the difficulty of dialogue summarization and suggest that more fine-grained evaluation metrics are in need.

**1 Introduction**

With the power of Pretrained Language Models (PLMs), research on text summarization has made great progresses (Liu and Lapata, 2019). However, previous research focuses on monologue summarization, such as news articles (Paulus et al., 2018; Gehrmann et al., 2018; Liu and Lapata, 2019; Liu et al., 2021), patents (Pilault et al., 2020) and academic papers (Koncel-Kedziorski et al., 2019). However, as an important communicative channel (Bender and Koller, 2020), dialogues receive less attention from the community.

To this end, we propose **DialogSum Challenge** to encourage researchers to investigate different solutions for real-life summarization (Chen et al., 2021b). Different from previous dialogue summarization tasks (Carletta et al., 2005; Gliwa et al., 2019), **DialogSum Challenge** focuses on diverse real-life scenarios such as schooling, work, medication, shopping, leisure, travel with large scale data.

∗Equal Contribution.
evaluation, we follow DialogSum Challenge (Chen et al., 2021b) and evaluate model outputs from multiple aspects. Results show that tuning models on CNN/Daily News corpus (Hermann et al., 2015) or AMI dataset (Carletta et al., 2005), and incorporating topics in summary generation process can improve the model performance. However, there are still rooms for models to improve the metric scores, as well as the quality of the generated summaries in terms of identifying the interlocutors’ intents, capturing the discourse relation, etc. Besides, we observe the mismatch between BERTSCORE and human scores, which aligns with the findings by Hanna and Bojar (2021).

Full details of the shared task description and logistics, as well as the dataset can be found at https://cylnlp.github.io/dialogsum-challenge/

2 Task

Given a piece of dialogue text as input, the task is to ask a model to generate a summary that conveys the key information of the dialogue. The output summary should be concise, coherent, consistent and be written from a listener’s perspective.

3 Data

### Data Sources
We use the train, dev and public test data from DialogSum. Additionally, we collect 100 summaries as hidden test set from the same website where DialogSum crawls the data. We compute the ROUGE scores between two dialogues and filter out dialogues that have more than 80% ROUGE-1 scores.

### Figure 1: An example in the public test set of the DialogSum dataset. Tokens highlighted in red represent tokens that only appear in the summary but not in the dialogue text, requiring the model to summarize with a high level semantic understanding. Tokens highlighted in blue represent the information that spans across turns. Tokens highlighted in green show the corresponding information in the dialogue text and the summary. Note that such information scatters in various places in the dialogue.
Table 1: Scores by automatic metrics for each submission and human results. We embolden the top scores among models, as well as the human score if it is the highest among all the scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>Human</th>
<th>GoodBai</th>
<th>UoT</th>
<th>IITP-CUNI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>53.35</td>
<td>47.61</td>
<td>47.29</td>
<td>47.26</td>
</tr>
<tr>
<td>R1</td>
<td>26.72</td>
<td>21.66</td>
<td>21.65</td>
<td>21.18</td>
</tr>
<tr>
<td>R2</td>
<td>50.84</td>
<td>45.48</td>
<td>45.92</td>
<td>45.17</td>
</tr>
<tr>
<td>RL</td>
<td>92.63</td>
<td>92.72</td>
<td>92.26</td>
<td>92.70</td>
</tr>
<tr>
<td>BERTSCORE</td>
<td>-</td>
<td>49.66</td>
<td>49.75</td>
<td>45.89</td>
</tr>
<tr>
<td>CORE</td>
<td>-</td>
<td>26.03</td>
<td>49.66</td>
<td>21.88</td>
</tr>
</tbody>
</table>

Table 2: Scores by automatic metrics for the submission from TCS_WITM. The model submitted by TCS_WITM predicts 3 summaries based on the 3 topics in the public test set. We take the highest score among the 3 summaries to calculate the scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>Public Test Set</th>
<th>Hidden Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
</tr>
<tr>
<td>TCS_WITM</td>
<td>47.02</td>
<td>21.20</td>
</tr>
</tbody>
</table>

Table 3: Number of dialogues in each split for DialogSum Challenge.

<table>
<thead>
<tr>
<th>Train</th>
<th>Dev</th>
<th>Test_public</th>
<th>Test_hidden</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>12,460</td>
<td>500</td>
<td>500</td>
<td>100</td>
<td>13,560</td>
</tr>
</tbody>
</table>

4 Evaluation Set-Ups

Automatic Evaluation We adopt two metrics, ROUGE (Lin, 2004) and BERTSCORE (Zhang et al., 2020b) for automatic evaluation. We use RoBERTa (Liu et al., 2019) large as the backbone to calculate BERTSCORE.

Manual Evaluation Furthermore, we conduct manual evaluation from various aspects, including standard summarization metrics Kryscinski et al. (2019, 2020), coreference information, intent identification, discourse relation following Chen et al. (2021a), as well as objectiveness (whether the summary is insusceptible to subjectivity such as subjective assumptions in the dialogues). Besides, annotators give an overview score for the predicted summary.

5 Submissions

5.1 IITP-CUNI

The model submitted by Indian Institute of Technology Patna and Charles University employs a multi-task learning set-up to improve model performance. In their experiments, they explore several auxiliary tasks including extractive summarization to classify whether a given sentence belongs to the summary or not, novelty detection (Ghosal et al., 2022) of whether the given summaries correspond to the same dialogue, as well as a masked language modeling (Devlin et al., 2019) task to recover summaries. They find that the BART (Lewis et al., 2020) large model tuned with the auxiliary task of the extractive summarization task with data from AMI (Carletta et al., 2005) corpus performs the best.

5.2 UoT

The participants from the University of Tübingen use the pre-trained BART model which is further tuned on CNN/Daily News corpus (Hermann et al., 2015). Besides, they penalize generating longer summaries in the decoding part of the model, and post-process the summaries to resolve generation errors (e.g., replacing speakers’ names who do not appear in the dialogue with #Person_1# or #Person_2#, and fixing duplicated labels such as #Person_1#Person_1# to #Person_1#).

They also explore methods such as intermediate task transfer learning with training on commonsense reasoning task or other summarization task first and then tune the model on DialogSum, transforming dialogue structures to news with structures similar to what BART model is trained on, as well as data augmentation by using data from SAM-Sum (Gliwa et al., 2019) dataset. However, they do not find any improvement using these techniques.

5.3 TCS_WITM

The model from TCS research adopts the pre-trained PEGASUS (Zhang et al., 2020a) large model which is further fine-tuned on CNN/Daily
**Dialogue:**

#Person1#: Excuse me, could you tell me how to get to the school clinic? I’ve lost my way.
#Person2#: Yes. Go straight ahead till you come to the traffic lights, turn left there and it’s the first turning on the right.
#Person1#: Straight ahead to the traffic lights, left and then right.
#Person2#: That’s it. It’ll take you about five minutes.
#Person1#: Thank you very much.

**Gold:**

Summary: #Person1# is lost on the way to the school clinic. #Person2# shows #Person1# the correct direction.

**IITP-CUNI:**

Prediction: #Person2# shows #Person1# the way to the school clinic.

**UoT:**

Prediction: #Person2# shows #Person1# the way to the school clinic.

**TCS_WITM:**

Prediction: #Person2# tells #Person1# how to get to the school clinic.

**GoodBai:**

Prediction: #Person2# tells #Person1# how to get to the school clinic.

Figure 2: An example where all the predicted summaries miss the the context #Person1# is lost, while all of the gold summaries contain this context. However, all the predicted summaries successfully capture the event of #Person2# shows #Person1# the direction.  

News. They also incorporate the topics provided in DialogSum dataset and feed the topic together with the dialogue text to their model. The extra information from the topics boost up the model performance compared to the baseline performance of simply feeding dialogues to the model.

**6 Results**

Table 1 and Table 2 show the results of human agreement and submissions from participants in DialogSum Challenge by the automatic metrics of ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL), and BERTSCORE. We do not compare TCS_WITM with other models because TCS_WITM uses gold topic information.

In general, scores of the submissions are higher than the baseline models in the original DialogSum paper, demonstrating the effort from the participants. Both submissions from UoT and IITP-CUNI tune their models on other dataset then on DialogSum. In particular, UoT tunes their model on CNN/Daily News corpus, while IITP-CUNI tunes their model on AMI dataset. The reported results show that the model by UoT outperforms the model by IITP-CUNI. This might be attributed to the different in training size, where AMI (Carletta et al., 2005) has 137 meetings, while CNN/Daily News corpus (Hermann et al., 2015) has 312,000 articles. Thus, the model tuned on CNN/Daily News corpus might have better generalization ability. The model by TCS_WITM which adopts such a method achieves 50.32 in ROUGE-1 score for the hidden test case, showing that generating the summary with the given topic can also help the performance.

However, even the best-performed model underperforms humans by a margin larger than 5.0 in terms of all the ROUGE scores. This indicates that DialogSum is challenging and there is still a large room for future improvement.

Although existing works on summarization adopt BERTSCORE (Gabriel et al., 2021), we observe that the BERTSCORE deviates from the human scores. For instance, though GoodBai achieves the best BERTSCORE on the public test set, it is TCS_WITM with a lower BERTSCORE that achieves the best human scores (Overview score in Table 4). Same phenomenon also exists for the hidden test set. This observation aligns with the finding from Hanna and Bojar (2021) that BERTSCORE performance still deviates from human. Thus, the BERTSCORE is still not perfect to serve as the ultimate metric for summarization tasks, and our community might come up with a better automatic metric that aligns with human scores.

**7 Human Analysis**

We randomly sample 50 examples for the public test set and 20 examples for the hidden test set to conduct manual analysis. As discussed in our proposal, we include the metrics of coreference information, discourse relation, objective description, intent identification, standard summarization metrics, and overview scores. We annotate -1, 0, 1 for the metrics of coreference information, discourse relation, objective description, intent identification where 1 means all correct, 0 means partially correct and -1 means all incorrect. We annotate from...
1 to 5 for the standard summarization metrics and overview scores. The higher, the better.

**Coreference Information**  Whether the summary aligns interlocutors and their conversation actions or contents.

**Discourse Relation**  Whether the summary captures important relations between main events, identifying discourse relations and using appropriate phrases to express such relations.

**Objective Description**  Whether the summary employs objective languages to describe dialogues.

**Intent Identification**  Whether the summary captures the interlocutors’ intents.

**Standard Summarization Metrics**  (Kryscinski et al., 2019, 2020) Whether the summary is fluent, consistent, relevant and coherent. However, in practice, we find that summaries generated by PLMs are mostly fluent, sometimes better than human annotated summary. And we have already evaluated consistent and coherent with more fine-grained metrics (Coreference Information, Objective Description, etc). Thus, we focus on relevance and judge whether the generated summary is informative and relevant.

**Overview Scores**  Overview score of the summary with the aforementioned metrics.

Table 4 reports the scores from the aforementioned metrics. There is not a universal model which performs the best across all of these metrics, instead, each model excels at certain metrics. Overall, TCS_WITM achieves the best overview score on the public test set, while GoodBai achieves the best overview score on the hidden test set.

Table 4: Prediction results by one of the annotators of the DialogSum dataset. “CoRef”, “Dis”, “Obj”, “Intent”, “Summ”, “Over” indicates coreference information, discourse relation, objective description, intent identification, standard summarization metrics and overall scores, respectively. We embolden the best scores for each column.

<table>
<thead>
<tr>
<th>Model</th>
<th>CoRef</th>
<th>Dis</th>
<th>Obj</th>
<th>Intent</th>
<th>Summ</th>
<th>Over</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCS_WITM</td>
<td>0.88</td>
<td>0.90</td>
<td>1.00</td>
<td>0.82</td>
<td>4.20</td>
<td>4.10</td>
</tr>
<tr>
<td>GoodBai</td>
<td>0.86</td>
<td>0.90</td>
<td>1.00</td>
<td>0.72</td>
<td>4.12</td>
<td>3.96</td>
</tr>
<tr>
<td>UoT</td>
<td>0.90</td>
<td>0.90</td>
<td>1.00</td>
<td>0.70</td>
<td>4.20</td>
<td>4.15</td>
</tr>
<tr>
<td>IITP-CUNI</td>
<td>0.87</td>
<td>0.90</td>
<td>1.00</td>
<td>0.80</td>
<td>4.08</td>
<td>3.95</td>
</tr>
</tbody>
</table>

Table 5: Prediction results by one of the annotators of the DialogSum dataset for TCS_WITM.

8  Error Analysis

Table 1, 2, 4, 5 show that the submitted models underperform human beings. Here we analyze some examples where the models make mistakes or fail to capture certain information.

Figure 3 shows an example where the model from IITP-CUNI makes a factual error and fails to reason about who is in the hurry. In order to capture the correct relationship, the model needs to reason that “Tom” is the name of #Person2#, and Tom (#Person2#) is asking #Person1# not to hurry by saying “You’ve plenty of time yet”. However,

---

1 We only include one of the gold summaries for demonstration purpose.
the model from IITP-CUNI fails in such reasoning processes. This suggests that reasoning about information across the dialogue discourse is challenging.

Figure 2 shows an example where all of the model predictions deviate from the gold summaries. All of the 3 summaries annotated by human beings include the context of #Person1# being lost on the way. In contrast, none of the model predictions include this context. This is plausible as the majority of the dialogue is dedicated to #Person2# showing #Person1# the correct direction, and the model might only capture such salient information in the dialogue. However, the general pattern when human beings summarize is to lay out the cause (context) of an event before telling the event, which is demonstrated in the gold summaries. Thus, there is still a large room for improvement for the model to generate human-like summaries.

Appendix A gives more examples of models making mistakes in terms of the metrics from § 7.

9 Conclusion

We host DialogSum Challenge of summarizing daily dialogue conversation at INLG 2021. Our dataset possesses characteristics distinguished from the existing datasets and poses new challenge to the summarization community. There are 4 teams who submit their models during the challenges. An overview of their methods is provided in this report. We evaluate their predictions by automatic metrics and human analysis. Results show that there are still rooms for models to improve the ROUGE scores, as well as the quality of the generated summaries in terms of identifying interlocutors’ intents, capturing the discourse relation, etc. Besides, we observe the mismatch between BERTSCORE and human scores, which aligns with the findings by Hanna and Bojar (2021). Therefore, we advocate to our community to explore automatic metrics that can better align with human scores.

Acknowledgement

Yue Zhang is the corresponding author. We would like to thank Yi Zhang for her help in the human analysis as well as the collection of the hidden test set. This work receives a support from the Tencent AI Lab Rhino-Bird Focused Research Program.

References


Figure 4: An error example for predicting the wrong coreference information.

A More Error Examples

Figure 4, 5, 6, 7, 8 show examples of predicting the wrong coreference information, wrong discourse relation, summarizing with description that is not objective, wrong intent of the interlocutors and with a low standard summarization score as well as a low overview score, respectively.
Dialogue:
#Person1#: Hi! How are things going with you?
#Person2#: I am doing well. What’s up with you?
#Person1#: Believe it or not, the company I worked for closed down, so I’m out of a job.
#Person2#: The same with me. Have you given much thought to what you want to do next?
#Person1#: I am not being all that particular right now because I just need to keep a roof over my head.
#Person2#: How about interviews? Have you been on any of those yet?
#Person1#: I wish that I could get the opportunity to be interviewed.
#Person2#: How about the electrician program that they have listed over there?
#Person1#: I read about that, and the position sounded great!
#Person2#: Let’s go see how we can apply for those positions.

Gold:
Summary: #Person1# and #Person2# are both unemployed. #Person2# suggests applying for the electrician program and #Person1# agrees.

IITP-CUNI:
Prediction: #Person1# and #Person2# talk about John and the girl he loves.

Figure 5: An error example for predicting the wrong discourse relation.

Dialogue:
#Person1#: John dates her seven times a week.
#Person2#: Really? That’s a straw in the wind.
#Person1#: I think so. Maybe he’s fallen for her.
#Person2#: Yeah. They suit each other. A perfect match between a man and a girl.
#Person1#: Right.

Gold:
Summary: #Person1# and #Person2# think that John and the girl are a perfect match.

IITP-CUNI:
Prediction: #Person1# and #Person2# talk about John and the girl he loves.

Figure 6: An error example for summarization with description that is not objective.

Dialogue:
#Person1#: Can I help you?
#Person2#: I need some stamps for this letter.
#Person1#: What kind of stamps do you want?
#Person2#: How much do I need for this letter?
#Person1#: I must weigh it first. Err... It’s five grams over weigh, Do you want to send it as an ordinary or registered letter?
#Person2#: I want it registered. How much is it then?
#Person1#: Registration plus overnight... err... seven dollars in all.
#Person2#: Here’s a 10 - dollar bill.
#Person1#: Now, your receipt, and the change.
#Person2#: Thanks. Good-bye.

Gold:
Summary: #Person2# wants to send a letter.
#Person1# says it’s five grams overweight plus overnight so seven dollars in all.

GoodBai:
Prediction: #Person1# helps #Person2# buy some stamps for a registered letter.

Figure 7: An error example for predicting the wrong intent of the interlocutors.
Summary: #Person1# and #Person2# are talking about the terrorist attacks on 9-11, which was nightmarish for #Person1#’s family.

Prediction: #Person1# and #Person2# talk about where they were for the terrorist attacks on 9-11. #Person1# was at home with #Person1#’s parents in New York City and #Person1# didn’t see the crash itself but...
Abstract

In this paper, we present our approach to the DialogSum challenge, which was proposed as a shared task aimed to summarize dialogues from real-life scenarios. The challenge was to design a system that can generate fluent and salient summaries of a multi-turn dialogue text. Dialogue summarization has many commercial applications as it can be used to summarize conversations between customers and service agents, meeting notes, conference proceedings etc. Appropriate dialogue summarization can enhance the experience of conversing with chatbots or personal digital assistants. We have proposed a topic-based abstractive summarization method, which is generated by fine-tuning PEGASUS\(^1\), which is the state of the art abstractive summary generation model. We have compared different types of fine-tuning approaches that can lead to different types of summaries. We found that since conversations usually veer around a topic, using topics along with the dialogues, helps to generate more human-like summaries. The topics in this case resemble user perspective, around which summaries are usually sought. The generated summary has been evaluated with ground truth summaries provided by the challenge owners. We use the py-rouge score and BERT-Score metrics to compare the results.

1 Introduction

Automatic text summarization is an important task in natural language processing, and it has been studied for decades. While extractive summarization focused on picking up the most important sentences from the text and create a summary, abstractive summarization generates new concise sentences with the important concepts. The task of abstractive summarization thus has two sub-tasks - identifying the important concepts within content and generating new sentences that are grammatically correct and can cover all important concepts sufficiently without repetition or redundancy. Both the summarization techniques have received attention from researchers of natural language processing. Some of the most cited works in the area of extractive summarization are (Erkan and Radev, 2004; Rai et al., 2021), and for abstractive summarization one may refer to (Lewis et al., 2019; Raffel et al., 2019; Zhang et al., 2020).

However, most of the above-mentioned works has focused on single-speaker documents such as news (See et al., 2017; Nallapati et al., 2016), scientific publications (Nikolov et al., 2018) etc. The documents considered also were short and assumed to contain a limited number of concepts around which summaries were to be generated. On demand summarization based on user queries, summarization of multi-section large reports are some of the problems that are currently being explored in the above area. Content generated through interaction between two or more speakers is known as a dialogue. Dialogues are important forms of communication, which contain lot of information about ideas exchanged and nature of the participants. Dialogue summarization aims to condense a piece of content generated by multiple participants into a short passage. Dialogues are difficult to summarize since the underlying data contains diverse interactive patterns between speakers as well as inherent topic drifts (Feng et al., 2020). Human summarization sometimes focuses only on the content, sometimes gives more attention to the nature of interaction, while at others may be considering both. For example, while summarizing an argument it may be needed to capture the key points made by both the speakers separately and highlight it in the summary. For other scenarios like a customer communication it may be more important to detect dissents, agreements and the topics around which they occur. The difficulty of dialogue summarization stems from the heterogeneity of the

---

\(^1\)https://huggingface.co/google/pegasus-large
underlying content. Dialogue summarization is an important problem that can be further classified into various sub-areas depending on the nature of input considered such as speech summarization, meeting summarization, chat summarization, email thread summarization and so on. A detailed survey on abstractive summarization is presented in (Zhong et al., 2021; Feng et al., 2021).

In recent times, masked language models using transformers that are basically multi-headed attention-based encoder-decoder models, have created a remarkable impact in the area of text generation (Choi et al., 2019), and consequently tasks like abstractive summarization which are heavily dependent on it. PEGASUS is a transformer based model trained on large C4 corpora introduced in (Raffel et al., 2020) containing 350M Web-pages and HugeNews dataset which consists of 1.5B articles from news-like website(2013-2019). Its pre-training objectives were set as Gap Sentence Generation (GSG), which was more aligned to the downstream task of summarization, and the model thereby is found to achieve much better and faster performance for abstractive summarization tasks, after some fine-tuning. In GSG, top $m$ principal sentences, which are found to be most similar to the other sentences in the document according to ROUGE-F1 score, are initially masked while feeding the document to the model. These sentences are concatenated into a pseudo-summary, and the model is trained to generate these using a sequence to sequence generation task. This pre-training objective has pushed forward state of the art model on 12 diverse summarization datasets. It is found to perform exceptionally well on summarization tasks even when very few training samples are available for fine-tuning (Zhang et al., 2020).

In this challenge, a dialogue is found to contain information related to multiple topics. For example, “#Person2# arrives late because of traffic Jam. #Person1# suggests #Person2# quitting driving and taking public transport” contains two topics- ‘reason for being late’ and ‘benefit of public transport.’ Since the pre-trained PEGASUS model includes the salient information from the input text irrespective of user perspective, it can’t generate a topic-driven or user-perspective driven summary. The novelty of the proposed approach lies in proposing a new fine-tuning task in which a topic is passed as an input along with the dialogue text, to reformulate the task of dialogue summarization. The incorporation of the topic along with the input and a target summary during training allows for additional training of the model to generate topic-focused summaries. This enhances the quality of summary generated by PEGASUS in two ways - it learns to focus on different text segments that are centered around a given topic, and then use those portions to

Figure 1: An example of topic focused summarization

<table>
<thead>
<tr>
<th>Topic – sound character</th>
<th>Human Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Person1# and #Person2# talk about who stands out in their mind as a man or woman of sound character.</td>
<td>#Person1# and #Person2# are talking about Abraham Lincoln. They think he was a noble man.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic – famous people</th>
<th>Human Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Person1# and #Person2# are talking about famous people. They admire Abraham Lincoln for his great vision, courage, and humility.</td>
<td>#Person2# admires Abraham Lincoln for his perseverance, courage and humility.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic – discuss Abraham Lincoln</th>
<th>Human Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Person1# and #Person2# talk about Abraham Lincoln as a man or woman of sound character.</td>
<td>#Person1# and #Person2# talk about Abraham Lincoln and his glorious history. They both admire him.</td>
</tr>
</tbody>
</table>
pick up the principal sentences. In the current context, the model learnt to focus on text segments that contained the parts of the conversation that were more relevant to the user-perspectives and thereby generated a topical summary. The significance of the proposed model is that the same text can be summarized differently based on the topics given, by focusing on different portions of the text. Fig 1 shows a sample dialogue from the test set, human-generated summaries around different topics and the outputs generated by our system for each of the given topics.

This paper is organized as follows: Section 2 gives the details of the shared task and the dataset provided. Section 3 provides a detailed description of the proposed methodology. Section 4 gives the details of baseline models and training parameters. Results are discussed in the Section 5 which is followed by the conclusion in Section 6.

2 Shared Task Details and Dataset

The DialogSum Challenge (Chen et al., 2021b) is focused on summarizing real-life dialogues. The task is to generate a fluent, concise, and coherent summary of the multi-turn dialogue text. The DialogSum dataset (Chen et al., 2021a) consists of 13,460 dialogue conversations collected from three datasets viz Dailydialog (Li et al., 2017), DREAM (Sun et al., 2019), MuTual (Cui et al., 2020), and a few dialogues from English-speaking practice websites. This aggregated dataset consists of a training set of 12460 dialogues, development set of 500 dialogues, and test set of 500 dialogues, where each dialogue was of average length 120 words. Both the training set, and the development set included a topic which usually spans over one to three words, and a human summary whose average length is 19 words. Each dialogue in the test set however had three topics and corresponding topic-focused human-generated summaries, which could be used for evaluating the model. A hidden test set with 100 dialogues and one topic each was provided as the actual challenge task.

3 The Proposed Method

For a given dialogue text $d = d_1, d_2, ... d_n$ of $n$ words and the topic $t$ of the conversation where $t = t_1, t_2, ..., t_k$ consists of $k$ words, the task is to generate a dialogue summary $y = y_1, y_2, ..., y_m$ containing $m$ words. The end goal is to find the summary of a dialogue $y^*$ that maximizes the probability $p(y|t, d)$. In order to achieve this objective, we adopt the state of the art pre-trained PEGASUS model, which was further fine-tuned on the downstream summarization task using the CNN/Daily News dataset (Nallapati et al., 2016). The target fine-tuning task was designed to generate the News highlights from the text.

The proposed framework used by us is shown in Figure 2 (b), while the standard one is shown in (a). We have fed the topic along with the dialogue text, where the two are separated by a special character. The target summary was a human input that came as a part of the data-set. It was observed that the topics represented human conceptualization of the content succinctly without borrowing key-words from the dialogue itself, unless necessary.

The motivation to use the topic to fine-tune the model was derived from the fact that the test dataset came with three different human summaries, formed around different topics for each dialogue. One such example dialogue with three target summaries are shown in figure1. This clearly indicated that the same conversation could be viewed from different perspectives and hence summarized differently. Though humans inherently tend to map any piece of text to topics, a human summarization tends to occur around these topics. In this dataset, the human annotation contained both the topic and the summary, which we could use to train our model in order to obtain better summaries than default PEGASUS. The idea was that using the topics as input for fine-tuning will be able to generate more topic-oriented summaries, by guiding the model towards sentences that are important for the topic and not by default ROUGE F1 similarity. Since the final hidden dataset also had a topic given, the task could clearly be modeled as one of topic-oriented summarization.

However, not all possible summarization scenarios may come with the topics explicitly mentioned, though the need may still be to do topic-focused summarization. The model in that case may be enhanced to identify the key topics first and then use them for summarization. The present dataset may serve as a good source for training a model to identify topics.
Figure 2: Proposed framework architecture

Table 1: Evaluated Results over the public Dataset. R1, R2, RL and BS stands for Rouge-1, Rouge 2, Rouge L and BERT Score respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Average Score</th>
<th>Best Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
</tr>
<tr>
<td>PT_PEGASUS</td>
<td>25.99</td>
<td>6.41</td>
</tr>
<tr>
<td>FT_PEGASUS</td>
<td>43.36</td>
<td>18.36</td>
</tr>
<tr>
<td>Topic_FT_PEGASUS</td>
<td>49.42</td>
<td>21.81</td>
</tr>
</tbody>
</table>

4 Experiments

This section describes the different baselines we used for comparison, followed by the training parameters used in these experiments.

4.1 Baselines

Following are the models we considered for our baselines:

1. PT_PEGASUS - In this setup, the pre-trained PEGASUS-LARGE model is adopted to generate the summary using the dialogue text as an input.

2. FT_PEGASUS - Here, the pre-trained PEGASUS-LARGE model uses the DialogSum train and development datasets. Only the dialogue text is used as an input.

4.2 Training Parameters

To fine-tune the PEGASUS model on the DialogSum dataset, training epochs is set to 10 with early stopping criteria. Since the PEGASUS is a heavy model and consumes 4 times more memory than the simple BERT model, batch_size is kept at 2 to avoid memory exhaustion. Warm-up steps are chosen at 500 with a $2e^{-5}$ learning rate and weight decay of 0.01.

4.3 Evaluation Metric

The results of our proposed approach and other baselines are shown in Table 1. We have reported the recall of ROUGE (Recall Oriented Understudy for Gisting Evaluation) (Lin, 2004) score. It automatically measures the quality of generated summary by counting the overlapping units like n-grams with reference summary. ROUGE-1,
ROUGE-2 and ROUGE-L \(^4\) have been used for the evaluation. Since rouge scores don’t consider semantic similarity, hence BERTScore\(^5\) has also been used as an evaluation metric. It leverages the pre-trained contextual embeddings from BERT and matches the conceptual similarity between the model-generated and human summaries. Since public test set contains three topics and corresponding three human summaries for each dialogue text, hence, we have generated three model summaries corresponding to each topic and reported the average and best scores among the three. It should be noted that the best score is based on the best RL score among the three human summaries.

5 Results and Discussion

When we compared our proposed approach with the baselines, we found that our model outperformed the baselines with significant improvement. ROUGE-L has increased by 4.62\% compared to FT_PEGASUS. The improvements indicate that fine-tuning of the PEGASUS model on the DialogSum dataset and topic relevance helped the model in extracting the essential information from the dialogues. We also computed the average length difference between our outputs and ground-truth summaries as recall depends on the length of generated summary. The average length of our model-generated summaries is 22.28 words, which is comparable to the ground-truth summaries, whose average length was 19.99 words.

6 Conclusion

As part of the DialogSum shared task on learning to generate a concise, fluent and topic-oriented summary of dialogues picked up from real-life scenarios, we have enhanced the performance of a pre-trained abstractive summarizer model by incorporating the topic along with the input text, to generate a topic-oriented summary. We have shown that the SOTA pre-trained transformer-based encoder-decoder model PEGASUS can be fine-tuned using the proposed methodology, to generate more human-like summaries of dialogues. Our model performed better in comparison to the baselines. In future, we plan to improve the method further by incorporating nuances of dialogue, speech act theory etc. The model can also be trained to learn the topic before generating a summary.
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Abstract
We describe our multi-task learning based approach for summarization of real-life dialogues as part of the DialogSum Challenge shared task at INLG 2022. Our approach intends to improve the main task of abstractive summarization of dialogues through the auxiliary tasks of extractive summarization, novelty detection and language modeling. We conduct extensive experimentation with different combinations of tasks and compare the results. In addition, we also incorporate the topic information provided with the dataset to perform topic-aware summarization. We report the results of automatic evaluation of the generated summaries in terms of ROUGE and BERTScore.

1 Introduction
Much of the early works on summarization devoted attention to monologues such as news articles (Nallapati et al., 2016; Narayan et al., 2018), patents (Sharma et al., 2019), Wikipedia articles (Liu et al., 2018; Cohen et al., 2021), scientific research papers (Cohan et al., 2018), Government reports (Huang et al., 2021) and even court judgements (Gao et al., 2019). But more recently, the focus of the summarization community has started shifting from monologues to dialogues largely owing to the rising popularity of chatbots, personal assistants, instant messaging platforms and online meetings. While monologues are characterised by the fact that they are authored by a single person, a dialogue involves the utterances of more than one participant (which alone can make them inherently more difficult to summarize). However, the available dialogue summarization datasets (Gliwa et al., 2019; Zhu et al., 2021; Feigenblat et al., 2021) are fewer in number, limited in scale, domain-specific and sometimes even extremely noisy and semi-structured (Carletta et al., 2005; Janin et al., 2003) as compared to the datasets available for monologue texts.

To mitigate these issues a high-quality large-scale dialogue summarization dataset named DialogSum was released by Chen et al. (2021a). The dataset consists of a wide variety of task-oriented dialogues from daily-life conversations. One sample dialogue and its corresponding summary from DialogSum’s training set is presented in Figure 1, which is a conversation between a doctor and his patient on the topic of getting a check-up. To further encourage research in dialogue summarization, the authors proposed a shared task named DialogSum Challenge (Chen et al., 2021b) as part of INLG 2022, and in this article, we describe our submission to the shared task as Team IITP-CUNI.

Specifically, we attempt to tackle the problem of abstractive dialogue summarization through the use of a mutli-task learning model (Ruder, 2017; Crawshaw, 2020; Vandenhende et al., 2020) based on Transformers (Vaswani et al., 2017). We intend to improve the main task of abstractive summarization of the dialogues through the auxiliary tasks...
of extractive summarization, novelty detection and language modeling. Additionally, we also explore the usefulness of topic-aware summarization, as in the DialogSum dataset, topics are provided along with the summaries (see Figures 1 and 2).

The rest of the paper is organised as follows. Related work is presented in Section 2. The DialogSum Challenge is described in details in Section 3. Section 4 presents our system. Results and discussion are in Section 5. Finally, the conclusion is drawn in Section 6.

2 Related Work

In this section, we discuss some of the most recent works on dialogue summarization and multi-task learning strategies for abstractive summarization. For long dialogue summarization, Zhong et al. (2021) proposed a window-based pre-training strategy using five different types of dialogue-related noise – speaker mask, turn splitting, turn merging, text infilling and turn permutation. At first, the window is corrupted with noise, and then the model is tasked with de-noising and reconstructing the window. On the other hand, Zhang et al. (2022) utilize a multi-stage approach for dealing with long dialogues. In the preliminary stages, they segment the input and produce coarse summaries, while in the final stage, the coarse summaries are used to generate the final fine-grained summary. Zhang et al. (2021) studied the effectiveness of different strategies to deal with long dialogues and concluded that a retrieve-then-summarize pipeline model works better in comparison to Longformer (Beltagy et al., 2020) or HMNet (Zhu et al., 2020). However, in the case of DialogSum, as the input data is well within the limit of the popular pre-trained Transformer models such as BART (Lewis et al., 2020), we are not faced with any such issues. Moreover, Chen et al. (2021a) have shown that the larger version of BART performs better than others on DialogSum. We start our investigation with this strong baseline.

Another direction of work has been the incorporation of topic information to further improve the abstractive dialogue summarization. In this direction, Zou et al. (2021) proposed a novel topic-augmented two-stage dialogue summarizer (TDS) along with a saliency-aware neural topic model (SATM) to perform topic-aware summarization of customer service dialogues. Qi et al. (2021) fused the topic segmentation embedding along with positional embedding in the utterance-level encoder input of a hierarchical Transformer architecture. To capture the topic information of dialogues Liu et al. (2021) came up with two contrastive learning strategies, namely coherence detection and sub-summary generation. And all of them reported performance benefits of taking topic information into account while performing abstractive summarization. We too explore the topic-aware summarization as the DialogSum dataset provides topic information along with the summaries.

A slightly different but closely related task that deserves mention is that of automatic minuting of meeting transcripts. The first shared task on Automatic Minuting (AutoMin) (Ghosal et al., 2021a) at Interspeech 2021 and the SIGDial 2021 Special Session on Summarization of Dialogues and Multi-Party Meetings (SummDial) (Ghosal et al., 2021b) brought out a plethora of interesting works targeting the task such as the attempt to use BART for generation of readable minutes (Shinde et al.,...
Singh et al. (2021) present an empirical analysis of the state-of-the-art summarization models for the task of generating meeting minutes and arrive at the conclusion that they are far from being satisfactory. A novel dataset of meetings in English and Czech (Nedoluzhko et al., 2022) is also being released to further encourage the research community to take up the challenging task.

Lee et al. (2021) claim to be the first ones to have applied multi-task learning to dialogue summarization task. Leveraging Part-of-Speech (PoS) information, they constructed a syntax-aware dialogue summarization model on SAMSum corpus (Gliwa et al., 2019). The main intuition behind their approach is that different speaker roles are characterised by different syntactic structures (voiceprints), which could be captured via POS information. More recently, for low-resource datasets Magooda et al. (2021) experimented with several combinations of auxiliary tasks for abstractive summarization in a multi-task setting. They concluded that a certain combination of tasks indeed improved the abstractive summarization results across different datasets and models. Prior to these, in the multi-task setting, the primary task of abstractive summarization has been combined and experimented with several other auxiliary tasks such as entailment generation (Pasunuru et al., 2017); question generation and entailment generation (Guo et al., 2018); extractive summarization (Chen et al., 2019); text categorization and syntax labeling (Lu et al., 2019); dialogue act classification and extractive summarization (Manakul et al., 2020); keyword extraction and key-sentence extraction (Xu et al., 2020). Very recently, Chen et al. (2022) formulated the five different tasks of dialogue understanding (DU) as a unified generation task. These tasks include dialogue summarization, dialogue completion, dialogue state tracking, slot filling and intent detection. Then they experimented with eight different multi-task training strategies and concluded that their proposed method achieves superior performance on both few-shot as well as zero-shot settings. These encouraging results of the multi-task learning strategies on abstractive summarization motivated us to apply the same to the DialogSum Challenge.

3 DialogSum Challenge

In this section, we give a brief overview of the DialogSum Challenge by first describing the dataset and then going through the task description.

3.1 Dataset Description

The DialogSum dataset consists of a total of 13,460 dialogue-summary pairs, out of which 12,460 (92.6%) are in the training set, 500 (3.7%) in the development set and 500 (3.7%) more in the test set, as depicted in Figure 3. The dialogue data has been collected from multiple sources, namely 58.22% from DailyDialogue dataset (Li et al., 2017), 16.94% from DREAM dataset (Sun et al.,

<table>
<thead>
<tr>
<th>Dialogue:</th>
<th>Summary 1:</th>
<th>Summary 2:</th>
<th>Summary 3:</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Person1#: Ms. Dawson, I need you to take a dictation for me.</td>
<td>Ms. Dawson helps #Person1# write a memo to inform every employee that they have to change the communication method and should not use Instant Messaging anymore.</td>
<td>In order to prevent employees from wasting time on Instant Message programs, #Person1# decides to terminate the use of those programs and asks Ms. Dawson to send out a memo to all employees by the afternoon.</td>
<td>Ms. Dawson takes a dictation for #Person1# about prohibiting the use of Instant Message programs in the office. They argue about its reasonability but #Person1# still insists.</td>
</tr>
<tr>
<td>#Person2#: Yes, sir...</td>
<td>#Person1#: This should go out as an intra-office memorandum to all employees by this afternoon. Are you ready?</td>
<td>#Person1#: It should apply to all communications, not only in this office between employees, but also any outside communications.</td>
<td>#Person1#: Ms. Dawson takes a dictation for #Person1# about prohibiting the use of Instant Message programs in the office. They argue about its reasonability but #Person1# still insists.</td>
</tr>
<tr>
<td>#Person1#: Attention all staff... Effective immediately, all office communications are restricted to email correspondence and official memos. The use of Instant Message programs by employees during working hours is strictly prohibited.</td>
<td>#Person1#: If you apply to all communications, not only in this office between employees, but also any outside communications.</td>
<td>#Person1#: This applies to internal and external communications.</td>
<td>#Person1#: Ms. Dawson takes a dictation for #Person1# about prohibiting the use of Instant Message programs in the office. They argue about its reasonability but #Person1# still insists.</td>
</tr>
<tr>
<td>#Person2#: Sir, does this apply to intra-office communications only? Or will it also restrict external communications?</td>
<td>#Person1#: But sir, many employees use Instant Messaging to communicate with their clients.</td>
<td>#Person2#: This applies to internal and external communications.</td>
<td>#Person1#: Ms. Dawson takes a dictation for #Person1# about prohibiting the use of Instant Message programs in the office. They argue about its reasonability but #Person1# still insists.</td>
</tr>
<tr>
<td>#Person1#: Yes. Any employee who persists in using Instant Messaging will first receive a warning and be placed on probation. At second offense, the employee will face termination. Any questions regarding this new policy may be directed to department heads. #Person2#: Is that all?</td>
<td>#Person1#: Yes. Please get this memo typed up and distributed to all employees before 4 pm.</td>
<td>#Person1#: Ms. Dawson takes a dictation for #Person1# about prohibiting the use of Instant Message programs in the office. They argue about its reasonability but #Person1# still insists.</td>
<td>#Person1#: Ms. Dawson takes a dictation for #Person1# about prohibiting the use of Instant Message programs in the office. They argue about its reasonability but #Person1# still insists.</td>
</tr>
</tbody>
</table>
### Table 1: DialogSum dataset split statistics. ‘#Dialogues’ contains absolute values while rest of the columns report average values. ‘Len.’ stands for Length. ‘hidden’ is the hidden test set for which only the dialogues and topics have been released publicly and hence the Summary Length and %-Compression details are not available.

<table>
<thead>
<tr>
<th>Split</th>
<th>#Dialogues</th>
<th>#Turns</th>
<th>Turn Len.</th>
<th>Dialogue Len.</th>
<th>Summary Len.</th>
<th>%-Compression</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>12460</td>
<td>9.49</td>
<td>20.10</td>
<td>191.37</td>
<td>29.36</td>
<td>83.72</td>
</tr>
<tr>
<td>dev</td>
<td>500</td>
<td>9.38</td>
<td>20.17</td>
<td>188.89</td>
<td>27.21</td>
<td>84.74</td>
</tr>
<tr>
<td>test</td>
<td>500</td>
<td>9.71</td>
<td>20.04</td>
<td>196.12</td>
<td>23.76</td>
<td>86.70</td>
</tr>
<tr>
<td>hidden</td>
<td>100</td>
<td>10.88</td>
<td>19.03</td>
<td>209.42</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The data from these varied sources are cleaned and transformed into a unified format before being annotated.

Some statistics of interest for each split of the dataset are presented in Table 1. Although the training, development and test sets are quite similar in terms of the average number of turns and the average turn length, the test set average dialogue length is larger while the average summary length is smaller than the other two sets. This also gets reflected in the test set’s marginally higher compression ratio. Moreover, the average dialogue length of the hidden test set is higher than all other sets, but this may be attributed to the smaller size of the hidden set. In training and development sets, for each dialogue, one human written summary is provided. Figure 1 shows an example dialogue-summary pair from the training set. In addition to the summary, the human annotators also provide the topic information. On the other hand, for each dialogue in the test set, three human written reference summaries are provided. Figure 2 shows an example dialogue from the test set and its three reference summaries. For each reference summary, its corresponding topic is also provided.

In addition to the above, the organizers have also released a hidden test set consisting of 100 dialogues. Only the dialogues and topic information are provided for this hidden set, while the summaries have not been made public. The organizers will use this set for evaluation of the submitted models.

### 3.2 Task Description

The shared task participants need to design a model which will take as input the dialogue text and produce the corresponding abstractive summary. For automatic evaluation, each system-generated summary will be evaluated against the three human written reference summaries and the average ROUGE scores (Lin, 2004) and BERTScore (Zhang et al., 2020) will be used to determine the position on the DialogSum Challenge’s leaderboard. Out of these two metrics, ROUGE (R1, R2 and RL) will be used as the primary metric, while BERTScore will be used as a supplementary metric. Additionally, the generated summaries will also be evaluated against the human-written summaries of the hidden test set. The lowest, highest and averaged scores will be reported for both the multi-reference test sets.

For human evaluation, the submitted summaries will be judged on the following parameters: (i) fluency, consistency, relevance and coherence; (ii) co-reference information; (iii) intent identification; (iv) discourse relation; and (v) objective description. For more details about these parameters, we would like to refer the readers to the shared task paper (Chen et al., 2021b).

### 4 Our System

We employ a multi-task learning approach for the DialogSum Challenge. In multi-task learning, a machine learning model is trained simultaneously on more than one related task (Crawshaw, 2020).
Usually, there is a main task and one or more auxiliary tasks. In our case, the main task is abstractive summarization and the auxiliary tasks are extractive summarization, novelty detection and language modeling. There are many variants of multi-task learning. In this work, we employ a hard parameter sharing (Ruder, 2017) Transformers-based architecture in which all tasks share the same encoder layers but have task-specific decoder and/or LM head(s). The multi-task model architecture is depicted in Figure 4. It consists of a single BART encoder which is shared amongst all the tasks. The BART decoder is used for the main task of abstractive summarization, while task-specific heads are used for each of the respective auxiliary tasks. We now describe each of the tasks of our model one-by-one:

**Figure 4:** The multi-task learning model based on BART. AS: abstractive summarization; ES: extractive summarization; ND: novelty detection; LM: language modeling.

**Abstractive Summarization (AS):** For the main task of abstractive summarization, the transcripts are given as input to the BART encoder and the abstractive summaries are obtained as output from the BART decoder. This is a sequence-to-sequence task accomplished with the encoder-decoder architecture. In cases where we want to run only the single task for establishing the baseline, only this task is undertaken while keeping all other auxiliary tasks inactive through the training parameters.

**Extractive Summarization (ES):** The task of extractive summarization is formulated as a classification task where the goal is to classify a given sentence as either belonging to or not belonging to the extractive summary. The inputs are given in the format [CLS] SW1, SW2, ..., SWn [SEP] CW1, CW2, ..., CWm. Here, [CLS] is the start token, [SEP] is the separator token, SW1...SWn is the sentence to be classified as belonging to the extractive summary or not and CW1...CWm is the context around the sentence SW1...SWn. The sentence and the context around it are chosen in such a way that the maximum combined length does not exceed 1024 tokens.

**Novelty Detection (ND):** Novelty detection in NLP refers to the identification of novel text, i.e., text containing new information (Ghosal et al., 2022). This task is also formulated as a classification task. For this task, we use data from three different sources: (i) Quora Question Pair (QQP) dataset\(^1\) consisting of more than 400 thousand question pairs. Each such pair is annotated with a binary value which indicates whether or not the questions in the pair are duplicates of each other. (ii) Microsoft Research Paraphrase Corpus (MRPC) (Dolan and Brockett, 2005) is a corpus consisting of 5,801 sentence pairs from news articles where each pair is annotated by humans as being either a paraphrase or not and (iii) data created from the three reference summaries given in the public test set of DialogSum. We assume that the three reference summaries are paraphrases (non-novel) of each other. Since there are 500 dialogues, each with three reference summaries, we obtain 1,500 non-novel samples. We also extract a similar number of novel samples by taking summaries from two different dialogues, as shown in Table 2.

The input is given in the form [CLS] source text [SEP] target text, and the task of the model is to classify the pair as either novel or non-novel (duplicates).

**Language Modeling (LM):** We perform masked language modeling on the gold summaries from the training set as per the training strategy adopted by Devlin et al. (2019). For this, 15% of the input tokens are masked and out of this, 80% are replaced by special tokens, 10% with random words and the remaining 10% are left unchanged.

\(^1\)https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs

<table>
<thead>
<tr>
<th>Source</th>
<th>Target</th>
<th>Novel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. Summary 1</td>
<td>Ref. Summary 2</td>
<td>0</td>
</tr>
<tr>
<td>Ref. Summary 2</td>
<td>Ref. Summary 3</td>
<td>0</td>
</tr>
<tr>
<td>Ref. Summary 1</td>
<td>Ref. Summary 3</td>
<td>0</td>
</tr>
<tr>
<td>Ref. Summary (Dn)</td>
<td>Ref. Summary (Dm)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Novelty dataset created from the three reference summaries provided in the public test set of DialogSum. Ref. Summary (Dn) & Ref. Summary (Dm) denotes reference summaries from different dialogues.
5 Results and Discussion

In this section, we first describe the experimental setup used and then present the results. Finally, we analyse the summaries generated by our best-performing model.

5.1 Experimental Setup

We run all the experiments on two NVIDIA A100-PCIE-40GB GPUs using a batch size of 4 for both training and evaluation and mostly use the default values for hyperparameters. The BART model is initialized with \texttt{facebook/bart-large}\textsuperscript{2} and then finetuned using task-specific datasets. Mixed-precision training using fp16 is utilized for faster training and lesser memory footprint. We make use of the summarization script released by Hugging Face\textsuperscript{3} and the multi-task learning ideas introduced by Magooda et al. (2021). The ROUGE evaluations are done using \texttt{py-rouge}\textsuperscript{4} and BERTScore evaluations using \texttt{bert_score}\textsuperscript{5} as suggested by the organizers of DialogSum Challenge.

5.2 Results

We provide all the results from our experiments in Table 3. The reported performance is the average of the scores of system-generated summaries with respect to the three reference summaries provided in the public test set. We consider the single-task setting where only abstractive summarization (AS) is done without any auxiliary tasks as the baseline. For the topic-aware abstractive summarization (AS[T]), we supply the topic information by prepending it to the input dialogue to the BART encoder as [CLS] TOPIC [SEP] Dialogue. We observe a marginal improvement in the scores using this strategy.

In the multi-task setting, we experiment with different combinations of tasks as well as data. The best ROUGE scores are obtained when abstractive summarization is done along with extractive summarization (ES), while the best BERTScore is obtained when abstractive summarization is combined with novelty detection (ND). Since extractive summaries were not provided with the Dialgosum dataset, we used \texttt{bert-extractive-summarizer}\textsuperscript{6} to obtain the same. Alongside the newly created extractive data from DialogSum, we also experiment with the extractive summary data from AMI (Carletta et al., 2005). Results show that the model trained with auxiliary task of extractive summarization (from AMI) outperforms all others. To explain such a performance, we analyze the outputs and test other configurations with both extractive datasets. However, in our observation, there are no apparent reasons for the model to perform in such a manner on AMI data. Finally, we account this to the fact that AMI is a dataset of meeting transcript and summaries, in which the information is widely dispersed throughout the discourse of the transcript, which have a lot of redundancies. While, dialogues from the DialogSum dataset are relatively shorter, with lesser redundant texts. Moreover, most of the lines from these dialogues (even those that are coherent with parts of summary), have a generic fashion of day-to-day speech. Hence, the BART model learns better from the extractive data from AMI.

5.3 Analysis

We take our best performing model and manually analyse the summaries generated by it. Figure 5 and Figure 6 present the worst three and best

<table>
<thead>
<tr>
<th>Model</th>
<th>R1</th>
<th>R2</th>
<th>RL</th>
<th>BERTScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-Task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS</td>
<td>46.15</td>
<td>20.41</td>
<td>43.93</td>
<td>92.40</td>
</tr>
<tr>
<td>AS[T]</td>
<td>46.91</td>
<td>20.28</td>
<td>44.28</td>
<td>92.38</td>
</tr>
<tr>
<td>Multi-Task</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS+ES</td>
<td>46.24</td>
<td>19.42</td>
<td>43.54</td>
<td>92.40</td>
</tr>
<tr>
<td>AS+ES(AMI)</td>
<td>47.26</td>
<td>21.18</td>
<td>45.17</td>
<td>92.60</td>
</tr>
<tr>
<td>AS+ND(QQP)</td>
<td>46.62</td>
<td>20.12</td>
<td>44.09</td>
<td>92.72</td>
</tr>
<tr>
<td>AS+LM</td>
<td>45.11</td>
<td>18.92</td>
<td>43.08</td>
<td>92.30</td>
</tr>
<tr>
<td>AS+ES+ND(MRPC)</td>
<td>46.85</td>
<td>19.96</td>
<td>44.43</td>
<td>92.57</td>
</tr>
<tr>
<td>AS+ES+ND</td>
<td>46.60</td>
<td>19.90</td>
<td>44.03</td>
<td>92.40</td>
</tr>
<tr>
<td>AS+ES+ND(QQP)</td>
<td>47.63</td>
<td>20.30</td>
<td>44.44</td>
<td>92.43</td>
</tr>
<tr>
<td>AS+ES+LM</td>
<td>45.51</td>
<td>19.73</td>
<td>43.90</td>
<td>92.52</td>
</tr>
<tr>
<td>AS+ND(MRPC)+LM</td>
<td>45.14</td>
<td>19.60</td>
<td>43.20</td>
<td>92.26</td>
</tr>
<tr>
<td>AS+ES+ND(MRPC)+LM</td>
<td>45.62</td>
<td>19.80</td>
<td>44.10</td>
<td>92.60</td>
</tr>
</tbody>
</table>

Table 3: Results of single-task and multi-task models on the public test set of the DialogSum dataset. AS: abstractive summarization; ES: extractive summarization; ND: novelty detection; LM: language modeling; AS[T]: topic-aware abstractive summarization; ES(AMI): extractive summarization with AMI data; ND(MRPC): novelty detection with MRPC data; ND(QQP): novelty detection with Quora Question Pair data.

\textsuperscript{2}https://huggingface.co/facebook/bart-large
\textsuperscript{3}https://github.com/huggingface/transformers/tree/main/examples/pytorch/summarization
\textsuperscript{4}https://pypi.org/project/py-rouge/
\textsuperscript{5}https://github.com/Tiiiger/bert_score
\textsuperscript{6}https://pypi.org/project/bert-extractive-summarizer/
three summaries generated by the model in terms of ROUGE-1, respectively. It is to be kept in mind that the ROUGE scores reported are the average of the generated summary with respect to the three reference summaries. Let us first consider the case of the three worst summaries shown in Figure 5. In the case of the first system-generated summary, we can see that it is longer than each one of the three reference summaries and the content is quite different. In the second case, our model is unable to figure out that Person1 "thinks" she met/knows Person2. Rather the model generates the phrase "finds out". Moreover, the last line, "Person2 has to go" is totally unnecessary for the summary. In the case of the third summary, although the system-generated summary conveys the same message as the reference summaries, yet the same is not reflected in terms of ROUGE-1 mainly because of the different set of unigrams used.

Let us now consider the best three summaries generated by our model as shown in Figure 6. In all three cases, it can be seen that the generated summary matches almost exactly to one of the three reference summaries. The second system-generated summary matches word-to-word with its first reference summary, while the first and third system-generated summaries differ with their respective best matches on only a single word. The
higher score of the first summary can be attributed to the fact that two out of the three reference summaries in this case turn out to be exactly the same, which takes the average score up.

6 Conclusion

In this paper, we describe our submission to the shared task on dialogue summarization named DialogSum Challenge at INLG 2022. DialogSum consists of 13,460 real-life scenario dialogues. We employ a multi-task learning approach for the task and achieve considerable improvement over the single-task baseline. Our best performing model is the multi-task combination of abstractive summarization as the main task and extractive summarization as the auxiliary task. We also incorporate the topic information supplied alongside the summaries to gain marginal improvement in performance over the baseline. In future work, we would like to experiment with other tasks to find the optimal combination. We would also like to explore methods other than multi-task learning for improving the abstractive summarization of dialogues.
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Abstract

This paper introduces the model and settings submitted to the INLG 2022 DialogSum Challenge, a shared task to generate summaries of real-life scenario dialogues between two people. In this paper, we explored using intermediate task transfer learning, reported speech, and the use of a supplementary dataset in addition to our base fine-tuned BART model. However, we did not use such a method in our final model, as none improved our results. Our final model for this dialogue task achieved scores only slightly below the top submission, with hidden test set scores of 49.62, 24.98, 46.25 and 91.54 for ROUGE-1, ROUGE-2, ROUGE-L and BERTScore respectively. The top submitted models will also receive human evaluation.

1 Introduction

Dialogue summarization is a variation of text summarization which aims to generate concise, coherent summaries of conversations. Dialogue summarization requires far deeper insight than summarizing a news article or similar documents, as is done in text summarization. When handling a dialogue, a model must address semantic roles, resolve definite pronouns and coreference, and handle various other complexities (Chen et al., 2021b). We investigate the best methods for summarizing a dialogue while retaining these difficult relations that do not present a problem when summarizing a simple text.

The INLG 2022 DialogSum Challenge is a shared task with the goal of generating summaries of real-life scenario dialogues between two people. In this paper, we will describe our approach to this task using a fine-tuned BART model. Additionally, we explore the effects of using intermediate task transfer learning, reported speech for this task. However, we did not use such a method in our final model, as none improved our results.

2 Background

The field of text summarization has been in focus for decades. Research into automatic text summarization began as early as 1958 with the summarization of magazine articles and technical papers (Luhn, 1958). Text summarization proves challenging for many reasons. The model must be able to identify important topics and condense them in a way that is not redundant, but yet remains readable and cohesive (El-Kassas et al., 2021). Primarily, there are two approaches to text summarization: extractive and abstractive. Extractive summarization seeks to extract the most important information and present it as is. Abstractive summarization, in contrast, may use novel words to create a linguistically correct condensed representation (Zhang et al., 2020). Originally, research on extractive summarization was in the foreground (Murray et al., 2005) but the field is now moving towards abstractive summarization based on neural sequence-to-sequence encoder-decoder models (Sutskever et al., 2014). Top performing models to create summaries have also been based on transformers (Vaswani et al., 2017). Pointer-generator models (See et al., 2017) are another state-of-the-art summarization technique, combining extractive and abstractive methods.

Dialogue summarization is now emerging as a new interest in the field of natural language processing. As early as 2010, Higashinaka et al. were exploring methods of extractive summarization to summarize contact center dialogues using a hidden Markov model called Class Speaker HMM. Since then, more unique and effective methods have emerged. Yuan and Yu (2019) proposed a Scaffold Pointer Network (SPNet), which incorporated three types of semantic scaffolds found in dialogue: speaker role, semantic slot, and dialog domain. Chen and Yang (2020) introduced a multi-view sequence-to-sequence model, which utilized...
conversational structures and topic segmentation to assist in better dialogue summarization.

BART is a sequence-to-sequence model that pre-trains by combining Bidirectional and Auto-Regressive Transformers, and achieves good results on a range of abstractive dialogue and summarization tasks (Lewis et al., 2019). Khalifa et al. (2021) found BART to be a viable base model for dialogue summarization and showed additional methods could improve results. For this reason, we selected BART as our base model.

3 System Overview and Methods

In this section, we discuss the setup and hyperparameters of our final model, as well as attempts to improve our results, which included using intermediate task transfer learning, reported speech, and an additional dataset.

3.1 Setup and Hyperparameter Tuning

Our model was made by fine tuning a BART model on 12460 dialogue/summary pairs in the DialogSum dataset provided by the INLG 2022 DialogSum Challenge (Chen et al., 2021a). The training and validation datasets provided to us contain a dialogue, a gold summary, an identifier, and a topic. The dialogue is formatted such that each line represents one dialogue turn. The lines begin with either #Person1# : or #Person2# : to identify who is speaking. We pass the full dialogue to the model as input without any further preprocessing apart from randomization of the dataset and tokenization.

In the training dataset, there were 7434 unique topics provided. Some examples of the most common topics are “shopping”, “job interview”, or “phone call”, but even these were only found in about 100 of the 12,460 training instances. The least common topics were only found on one instance and include “job losing”, “look ill”, “stop doing business”, or “the language club”. While the topic data could prove useful, we discarded the topic for the purposes of this task.

The BART model described in this paper was first fine-tuned on the CNN/Dailymail corpus (Hermann et al., 2015). We used an NVIDIA Tesla P100 16GB GPU to train our fine-tuned model.

When tuning our hyperparameters, we began with the most impactful settings and documented improvements on each training iteration. In initial training runs with a high learning rate, the model outputted only a few words repeatedly, and appeared overfitted. We opted to use the same learning rate as the task organizers documented in their hyperparameter settings (3e-5) for our final model.

Our best model used a batch size of 2. Other batch sizes (e.g. 3,4,8) were also tested, yet with our settings, using larger batch sizes did not improve results. We trained our model for 3 epochs on the full training dialogue dataset with no early stopping.

3.2 Post-processing

When decoding the generated summary, important adjustments included the minimum and maximum summary lengths, along with a length penalty parameter, which penalizes longer summaries. A very low value for the length penalty tells the model to generate shorter sequences. The perfect summary length is subjective, but these parameters helped to obtain results that were most similar to the target test set summaries. In our final model, we used a minimum length of 14, a maximum length of 64, and a length penalty of 0.04.

To reduce hallucinations in the transformer model, we preemptively replace any instances of speakers who did not appear in the initial dialogues, such as #Person3# or #Person4#, to #Person1# or #Person2#. In addition, we fixed any instances of duplicate labels, such as #Person1#Person1# or #Person2#Person2#.

3.3 Intermediate Task Transfer Learning

We experimented with the use of intermediate task transfer learning for this task. Pruksachatkun et al. (2020) studied the effects of multiple intermediate tasks on a variety of target tasks trained on RoBERTa. Although none of the target tasks in the paper were related to text or dialogue summarization, there were some intermediate tasks (Cosmos QA, HellaSwag) that improved target task results across the board, regardless of the task. We decided to investigate the use of one of these generally successful intermediate tasks, HellaSwag, on the dialogue summarization task to see if we could observe any improvement.

The HellaSwag dataset (Zellers et al., 2019) is a natural language inference dataset modeled as multiple-choice questions, where there are four possible answers for continuing the scene set in the “question”. This task is easy for humans to
determine the correct sentence continuation given the context in the initial sentence, but computers struggle to achieve the same success. In order to alter the HellaSwag question-answer dataset into a sequence-to-sequence problem that our model could solve, we opted to remove all the negative answers and treat the context sentence as the initial sequence, with the correct answer choice as the target sequence.

We trained our BART model for 1 epoch on 10% of the HellaSwag training split and then trained the same model on the DIALOGSUM training dataset exactly as described previously. Unfortunately, the ROUGE scores were all consistently lower using this technique. ROUGE-1, ROUGE-2, and ROUGE-L dropped by 1.2, 1.9, and 1.1 points respectively.

Although training with HellaSwag as an intermediate task did not yield positive results, we also attempted intermediate task transfer learning on a more similar task, namely, news article summarization. For this, we used a portion of the XSum dataset (Narayan et al., 2018). The XSum dataset contains a series of news articles along with one-sentence summaries of each article, making it already ideal for a sequence-to-sequence task with no preprocessing required. Similarly to the HellaSwag dataset, we first trained our BART model for 1 epoch on the XSum training split, and then used this to train on the DIALOGSUM training dataset. Unfortunately, this also resulted in consistently lower ROUGE scores. ROUGE-1, ROUGE-2, and ROUGE-L dropped by 1.5, 1.4, and 0.9 points respectively when using XSum for intermediate task transfer learning.

Our attempt at intermediate task transfer learning did not yield improved results and was not used in our final model, however it did provide valuable information in regard to the question of where intermediate task transfer learning can be applied. In further work, it may be beneficial to further optimize the hyperparameters, such as increasing the number of training epochs on the intermediate task or using larger training splits, before completely ruling out the potential uses of intermediate task transfer learning on the task of dialogue summarization.

3.4 Directed and Reported Speech

The dialogues used for this task and the news articles that the BART model was originally fine-tuned with contain quite different discursive and linguistic structures. The dialogues contain direct speech, using mainly the first and second person verbs conjugations, whereas the news articles have a more narrative style, with a higher use of the third person. We experimented with transforming the structure of our dialogues into reported speech without altering their content to make it more similar to the structure of the news, with the hope that fine-tuning BART with more similar data to what it had been originally fine-tuned with would yield better results.

After fine-tuning BART with these dialogues in their reported-speech form, we had lower ROUGE scores than with the original ones, so we discarded this preprocessing step in our final model. This could be due to the poor quality of our rule-based reported speech transformation algorithm, which results in an excessive use of the verb “says” and some problems in the pronouns reference resolution, but this direct-to-reported-speech task could indeed be interesting to further explore.

3.5 Data Augmentation

Finally, we attempted augmenting our training data by adding a supplementary dataset with similar data to that found in DIALOGSUM. We used the SAMSUm dataset (Giliwa et al., 2019), presented as a human-annotated dialogue dataset for abstractive summarization. This dataset presents 16k messenger-like conversations written by linguists fluent in English, together with their summaries.

After merging both datasets, we fine-tuned BART with them, however, we once again achieved results inferior to training on the original dataset alone. This could be due to the shorter length of the SAMSUm dialogues and summaries compared to those in DIALOGSUM. It could also be attributed to the different linguistic features between the datasets; the SAMSUm dialogues are in a written format, whereas the DIALOGSUM dialogues emulate spoken conversations.

4 Results

Many of the generated summaries produced were close matches to the target summaries. Sometimes generated summaries seemed as though they were a good summarization of the dialogue, but nonetheless had low ROUGE scores. In some cases, this was due to length discrepancies. In other cases, our model generated novel word choices which varied from the gold standard. Examples of a high scoring
#Person1# tells Kate that Masha and Hero get divorced. Kate is surprised because she thought they are perfect couple.

#Person1# tells Kate Masha and Hero are getting divorced. Kate is surprised because she thought they are the perfect couple.

#Person1# and Mike are discussing what kind of emotion should be expressed by Mike in this play. They have different understandings.

#Person1# thinks Mike is acting hurt and sad because that’s not how his character would act in this situation, but #Person2# thinks Jason and Laura had been together for 3 years so his reaction would be one of both anger and sadness.

Table 1: Examples of a generated summary close to the target summary (above) and a less ideal generated summary (below).

The results were evaluated on ROUGE-1, ROUGE-2, ROUGE-L and BERT SCORE. ROUGE scores measure the n-grams shared between the generated and target summaries. ROUGE-L measures the longest shared n-gram. BERT SCORE looks at contextual embeddings instead of exact matches to give a similarity score (Zhang et al., 2019). Our model performed comparable to current leaderboard results on the public test set, and also shows what seem to be respectable results on the hidden test set. Our scores can be found in Table 2.

Our attempts utilizing intermediate task transfer learning, reported speech, and additional datasets all proved unsuccessful. We hypothesize this is a result of insufficient hyperparameter tuning or training. When more complexity is introduced in a model, it often requires specific hyperparameter tuning to result in success, and we suspect this may be one reason our attempts failed.

<table>
<thead>
<tr>
<th></th>
<th>R1</th>
<th>R2</th>
<th>RL</th>
<th>BERT SCORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public</td>
<td>47.29</td>
<td>21.65</td>
<td>45.92</td>
<td>92.26</td>
</tr>
<tr>
<td>Hidden</td>
<td>49.75</td>
<td>25.15</td>
<td>46.50</td>
<td>91.76</td>
</tr>
</tbody>
</table>

Table 2: Scores achieved using the model described in this paper, on both the public and hidden test sets.

5 Conclusion

In this paper, we have described our attempt at the INLG 2022 DialogSum Challenge shared task, aimed at generating summaries of real-life scenario dialogues. We utilized a fine-tuned BART model trained on the DialogSum dataset provided to us to achieve our best results.

We explored utilizing intermediate task transfer learning to improve our model, however we speculate that this failed due to a domain mismatch in the datasets, or perhaps due to insufficient hyperparameter tuning and training. Future work could explore intermediate task transfer learning with an intermediate dataset that is better suited for dialogue summarization. Our attempts at altering our data from direct to reported speech, to reflect the dataset that our BART model was fine-tuned with did not work in our favor. We assume this was due to the quality of the reported speech transformation algorithm. Utilizing an additional dataset to increase our number of training samples also did not give desired results. This could be due to differences in the datasets, such as domain, length of texts and summaries, or other factors.

Our results show that it is possible to achieve relatively successful dialogue summarization results using only a basic BART model and fine-tuning on this dataset. In the future, we would further explore the methods we described above.
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