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Introduction

The International Conference on Spoken Language Translation (IWSLT) is the premiere annual scientific conference for the study, development and evaluation of spoken language translation technology. Launched in 2004 and spun out from the C-STAR speech translation consortium before it (1992-2003), IWSLT is the main venue for scientific exchange on all topics related to speech-to-text translation, speech-to-speech translation, simultaneous and consecutive translation, speech dubbing, cross-lingual communication including all multimodal, emotional, paralinguistic, and stylistic aspects and their applications in the field. The conference organizes evaluations around challenge areas, and presents scientific papers and system descriptions.

This year, IWSLT features eight shared tasks: (i) Simultaneous speech translation, (ii) Offline speech translation, (iii) Speech to speech translation, (iv) Low-resource speech translation, (v) Multilingual speech translation, (vi) Dialect speech translation, (vii) Formality control for spoken language translation, (viii) Isometric spoken language translation. These topics represent open problems toward effective cross-lingual communication and we expect the community effort and discussion will greatly advance the state of the field. Each shared task was coordinated by one or more chairs. The resulting evaluation campaigns attracted a total of 27 teams, from academia, research centers and industry. System submissions resulted in system papers that will be presented at the conference. Following our call for papers, this year 44 submissions were received. In a blind review process, 9 research papers were selected out of 18 for oral presentation (50%) in addition to 25 system papers.

The program committee is excited about the quality of the accepted papers and expects lively discussion and exchange at the conference. The conference chairs and organizers would like to express their gratitude to everyone who contributed and supported IWSLT. In particular, we wish to thank our Diamond sponsors and donors Apple, AWS, Meta and Zoom, our Platinum sponsor Microsoft, and our Bronze sponsor AppTek. We thank the shared tasks chairs, organizers, and participants, the program chair and committee members, as well as all the authors that went the extra mile to submit system and research papers to IWSLT, and make this year’s conference a most vibrant event. We also wish to express our sincere gratitude to ACL for hosting our conference and for arranging the logistics and infrastructure that allow us to hold IWSLT 2022, for the first time, as a hybrid conference.

Welcome to IWSLT 2022 wherever you are joining us in person, in Dublin, or remotely!

Marcello Federico and Alex Waibel, Conference Chairs
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Frederic Chaume, Universitat Jaume I
Keynote Talk: Synchronization in translation for dubbing: implications for its automation

Frederic Chaume
Universitat Jaume I

Abstract: Synchronization (or lip-sync, also spelled lip-synch) is one of the key factors in audiovisual translation, especially in the context of dubbing. Although it is often considered as the distinguishing feature of dubbing, it is only one of several important aspects such as the ‘natural’ reproduction of a pre-fabricated oral discourse or the translation problems posed by the interaction between image and word. If we take a look at the research on lip-sync, it is regarded as an urgent, vital issue, as can be seen from the wide range of publications on the subject. Beyond doubt synchronization has a direct impact on the translation process and product, and as such, puts all the translator’s creative skills to the test. Dubbing is a well-known example of the invisibility of translation, an artistic and technical exercise that intentionally replaces the original dialogue track with a new track on which target language (TL) dialogue exchanges are recorded. In contrast to voice-over for example, the emphasis in dubbing lies in matching the translation to the silent mouths of the original actors. The result is that viewers watch and hear foreign actors speaking in the viewers’ own language, a paradox which has been naturally accepted in all dubbing countries. This talk will deal with the definition and scope of synchronization in the audiovisual translation field, will explain the three main synchronization types, will tackle issues related to different language pairs combinations and will present the last efforts carried out by some start-ups and research groups to automate this technical and artistic process. The talk will be illustrated with clips from films and TV series dubbed into six different languages.

Bio: Frederic Chaume is a Full Professor of Audiovisual Translation at Universitat Jaume I (Spain), where he teaches audiovisual translation theory and translation and adaptation for dubbing; and Honorary Professor at University College London (UK), where he teaches translation and adaptation for voice-over and dubbing, Universidad Ricardo Palma (Perú) and Universidad Peruana de Ciencias Aplicadas (Perú). He is author of eight books and has also coedited two books and three special journal issues (Textus, Perspectives, Prosopopeya). He is the director of the TRAMA book series (Publicacions de la Universitat Jaume I), the first collection of monographs on audiovisual translation and media localization. Prof. Chaume has published over 100 articles, book chapters and encyclopedic entries on audiovisual translation and has given numerous keynote lectures on this topic in international translation studies conferences and in several European and American universities. He also teaches regularly in some of them (University College London-UK, Universidad de Granada-Spain, Università di Torino-Italy, among others). He has supervised or co-supervised 20 PhD theses on the topic of audiovisual translation and some of them have received different Spanish and European awards. He is also in close contact with the industry, serves as a consultant for Netflix and has signed several research agreements with different stakeholders of the media localization sector. He coordinates the research group TRAMA (www.trama.uki.es) and is the recipient of the Berlanga Award (2010), the Xènia Martínez Award (2016) and the Jan Ivarsson’s Award (2020) for his constant and enthusiastic support to media localization as well as his constant university training in this field.
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