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Abstract
Research suggests that using generic language models in specialized domains may be sub-optimal due to significant domain
differences. As a result, various strategies for developing domain-specific language models have been proposed, including
techniques for adapting an existing generic language model to the target domain, e.g. through various forms of vocabulary
modifications and continued domain-adaptive pretraining with in-domain data. Here, an empirical investigation is carried
out in which various strategies for adapting a generic language model to the clinical domain are compared to pretraining a
pure clinical language model. Three clinical language models for Swedish, pretrained for up to ten epochs, are fine-tuned
and evaluated on several downstream tasks in the clinical domain. A comparison of the language models’ downstream
performance over the training epochs is conducted. The results show that the domain-specific language models outperform
a general-domain language model, although there is little difference in performance between the various clinical language
models. However, compared to pretraining a pure clinical language model with only in-domain data, leveraging and adapting
an existing general-domain language model requires fewer epochs of pretraining with in-domain data.

Keywords: language models, domain-adaptive pretraining, Swedish clinical text

1. Introduction

Language models, pretrained in a self-supervised fash-
ion on large unlabeled corpora, and subsequently fine-
tuned on downstream tasks using labeled datasets, have
led to performance gains across many NLP tasks. More
recently Transformer models often outperform recur-
rent neural networks and LSTMs and as a result, they
have become the main focus of recent NLP research.
The paradigm of pretraining and fine-tuning language
models comes with the advantage of being able to make
effective use of large, unlabeled corpora, and subse-
quently specialize the model to perform a specific task
in a process that is relatively resource efficient in terms
of the amount of labeled data that is required.
Language models are often pretrained using corpora
in the general domain, e.g. Wikipedia. However, the
use of generic language models in specialized domains
may be sub-optimal due to significant domain differ-
ences (Lewis et al., 2020; Gururangan et al., 2020).
As a result, there have been many efforts to develop
domain-specific language models, e.g. SciBERT (Belt-
agy et al., 2019) and BioBERT (Lee et al., 2020).
There are different approaches to developing domain-
specific language models, including pretraining a lan-
guage model with in-domain data from scratch and
continuing to pretrain an existing, generic language
model with in-domain data in a process known as
domain-adaptive pretraining. However, it is not clear
which approach is more effective for creating clinical
language models.
This study aims to evaluate and compare various strate-
gies for pretraining clinical BERT models for Swedish.
One option is to leverage an existing generic language
model and adapt it to the clinical domain through
domain-adaptive pretraining, i.e. continued pretraining

with in-domain data. Here, we evaluate two such strate-
gies, based on using a general vocabulary (Lamproudis
et al., 2021) vs. a clinical vocabulary (Lamproudis et
al., 2022). An alternative is to develop a new, purely
clinical language model that is pretrained using only in-
domain data. We evaluate and compare these three pre-
training strategies for creating clinical BERT models
and also include a baseline in the form of a generic lan-
guage model for Swedish, namely KB-BERT (Malm-
sten et al., 2020). The clinical BERT models are pre-
trained for up to ten epochs; at the end of each epoch,
they are fine-tuned and evaluated on six downstream
tasks in the clinical domain. In summary, the main con-
tributions of this study are as follows:

• Three strategies for pretraining clinical BERT
models are evaluated on six downstream clinical
NLP tasks, including classification and NER. It is
shown that all three pretraining strategies result in
clinical language models that clearly outperform a
generic language model and do so already after a
single epoch of pretraining with in-domain data.

• While the best results are obtained when adapting
an existing generic language model to the clini-
cal domain, in particular when using a clinical vo-
cabulary, the differences are small when compar-
ing the best models from the pretraining session.
However, adapting a generic language model to
the clinical domain significantly requires fewer
epochs of pretraining compared to pretraining a
entirely new model from scratch.

• The two previously evaluated domain-adaptive
pretraining strategies are here compared to pre-
training a clinical language model from scratch,
i.e. using only in-domain data. Also, compared
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to the previous evaluations, in which the models
were pretrained for only one epoch, the clinical
language models are here pretrained for up to ten
epochs and evaluated on several more downstream
tasks, including a newly introduced task and asso-
ciated dataset for detecting adverse drug events.

2. Related Research
From the decoder of the transformer, Generative Pre-
Training (GPT) (Radford et al., 2018), and later from
the encoder of the transformer (Devlin et al., 2019),
BERT was introduced. Since then, transformer-based
language models have been widespread and the fo-
cal point of recent research in language modeling and
representation learning. Later research, along with
modified architectures of the transformer, yielded im-
proved techniques in the development of these lan-
guage models with respect to pretraining, RoBERTA
being a prominent example of research aiming to opti-
mize training of language models (Liu et al., 2019).
In an effort to create better language models for spe-
cific domains, BioBERT was one of the first attempts in
trying to adapt BERT to the biomedical domain (Lee et
al., 2020). BioBERT was initialized with BERT’s origi-
nal parameters along with the same vocabulary and was
pretrained using biomedical text. Similarly, BioMega-
tron (Shin et al., 2020) was a larger model, trained with
more data, and used a domain-specific vocabulary to
achieve improved performance in the biomedical do-
main. Building on previous work, by inheriting the
model parameters from BioBERT and pretraining us-
ing clinical text, Clinical BERT (Alsentzer et al., 2019)
achieved improved results with tasks in the clinical text
domain.
In a more extensive study (Gururangan et al., 2020),
the benefits of domain-adaptive pretraining were in-
vestigated and a number of proposed modifications
were evaluated and compared. More specifically, pre-
training on unlabeled domain-specific data was com-
pared to pretraining on unlabeled task-specific data.
Inspired by this work, Clinical KB-BERT was devel-
oped for Swedish and achieved substantial improve-
ments on several downstream tasks in the clinical do-
main (Lamproudis et al., 2021). Clinical KB-BERT in-
herited model parameters and the vocabulary from KB-
BERT (Malmsten et al., 2020), after which a session of
domain-adaptive pretraining was carried out.
Further efforts in adapting existing language models
to a particular domain have focused on the vocabu-
lary of the language models. With exBERT, domain-
specific terms were included in the model’s vocabulary
along with extensions in each self-attention layer (Tai
et al., 2020). This resulted in a model with slightly
more parameters than the original BERT, which was
then further pretrained with in-domain data and yielded
improved performance on the domain-specific down-
stream tasks. Similarly, the complete replacement of
the model’s vocabulary with a domain-specific vocab-

ulary has been explored, yielding promising results
(Koto et al., 2021). In this approach, the model is ini-
tialized using parameters for whole words and subto-
kens and then further pretrained with in-domain data.
In a similar vain, a new version of Clinical KB-BERT
was developed for Swedish, using a clinical vocabulary,
inheriting parameters, followed by a session of domain-
adaptive pretraining. This model yielded further im-
provements over the first version of Clinical KB-BERT
– which used a general-domain vocabulary – on two
downstream tasks (Lamproudis et al., 2022).
A different approach is not to leverage an existing,
general-domain language model; instead, pretraining is
carried out from scratch with in-domain data. In one
study (Gu et al., 2021), this approach was shown to
outperform domain-adaptive pretraining.

3. Methods and Data
In this study, three clinical language models for
Swedish based on the BERT-base architecture are de-
veloped using different pretraining strategies and com-
pared: (i) domain-adaptive pretraining of a generic
Swedish language model with a general-domain vo-
cabulary, (ii) domain-adaptive pretraining of a generic
Swedish language model with a clinical vocabulary,
and (iii) a pure clinical language model pretrained from
scratch. The clinical language models are fine-tuned on
six downstream NLP tasks in the clinical domain, cov-
ering a variety of important named entity recognition
(NER) and classification tasks. The clinical language
models are pretrained for up to ten epochs; checkpoints
at the end of each epoch are fine-tuned and evaluated in
order to produce learning curves. The clinical language
models are also compared to a general-domain Swedish
language model, namely KB-BERT (Malmsten et al.,
2020), which is pretrained on government documents,
Swedish Wikipedia and newspapers.

3.1. Pretraining Strategies
In this section, we describe the various strategies for
creating the clinical language models, which are all
based on BERT (Devlin et al., 2019). The models
are also pretrained using the same hyperparameters
as BERT with some notable exceptions, namely that
(i) they are only trained with maximum length se-
quences (512) instead of 128 length sequences, and
(ii) to achieve the maximum sequence length, shorter
sequences are concatenated by inserting [SEP] tokens
to denote the end and beginning of two original se-
quences, i.e. text from two distinct clinical notes. See
Table 1 for details regarding which hyperparameters
were used during pretraining.
All pretraining sessions use masked language model-
ing (MLM) as the training task, where a percentage of
the words in a sequence – usually 15% – is masked and
the model is required to predict the masked words. The
maximum training session is set to last for 10 epochs,
roughly corresponding to the training length in (De-
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hyperparameters values

learning rate 10−4

batch size 256
Adam optimizer yes
β1 0.9
β2 0.999
L2 weight decay 0.01
warm up steps 10 000
linear learning rate decay yes
dropout probability 10%
update steps ≈ 400 000
training sequence length 512
MLM probability 15%

Table 1: Pretraining hyperparameters

vlin et al., 2019), saving checkpoints at intervals cor-
responding to each epoch. Rather than evaluating the
pretraining task itself, each of the saved checkpoints is
evaluated in terms of the performance on downstream
clinical NLP tasks according to common practice when
evaluating the pretraining of language models. Each
model is trained on one NVIDIA RTX A5000 with 24
GB of memory for approximately 20 days on the clini-
cal data described in Section 3.3.

Clinical KB-BERT v1 uses a general-domain lan-
guage model for Swedish, KB-BERT, which in
turn is based on the BERT-base architecture, for
model initialization and then carries out domain-
adaptive pretraining with in-domain data. The vo-
cabulary is inherited from KB-BERT. See (Lam-
proudis et al., 2021) for more details.

Clinical KB-BERT v2 is also initialized using KB-
BERT. In contrast to v1, this model however con-
structs and uses a clinical vocabulary. Existing
representations for whole words and subtokens are
inherited from KB-BERT and then updated dur-
ing the domain-adaptive pretraining session. See
(Lamproudis et al., 2022) for more details.

Pure Clinical BERT is also based on the BERT-base
architecture and is pretrained from scratch using
only in-domain data, i.e. it does not rely on an
existing general-domain language model. This
model has not been evaluated previously.

Compared to previous evaluations of Clinical KB-
BERT v1 and Clinical KB-BERT v2, in which the mod-
els were pretrained for only one epoch, in this study
all three clinical language models are pretrained for up
to ten epochs. This allows us to evaluate and compare
how the language models benefit from further pretrain-
ing. The evaluation of the clinical language models is
also more extensive with six downstream tasks com-
pared to only two and three, respectively, in the previ-
ous studies. All language models included in this study
are summarized in Table 2.

Model Vocabulary In-domain
pretraining

Domain adaptation:
general → clinical

KB-BERT General No No
Clinical KB-BERT v1 General Yes Yes
Clinical KB-BERT v2 Clinical Yes Yes
Pure Clinical BERT Clinical Yes No

Table 2: Characteristics of the evaluated models

3.2. Fine-Tuning & Evaluation
All language models are fine-tuned on six important
clinical NLP tasks. These tasks fall into one of two
categories: classification (both binary and multi-label
classification) and NER. The datasets and downstream
tasks are presented in Section 3.3. The models, except
for KB-BERT, are evaluated at the end of each epoch,
allowing us to track the progress – in terms of perfor-
mance on downstream tasks – throughout the pretrain-
ing session and produce learning curves.
During fine-tuning, no extensive hyperparameter
search is performed since the aim is not to outperform
the state of the art on the downstream tasks, but rather
to compare and evaluate pretraining strategies for cre-
ating clinical language models. To that end, the best pa-
rameters of a narrow hyperparameter search are used,
with the hypothesis being that the evaluation and com-
parison of the models will be fair regardless of the pos-
sible existence of more optimal hyperparameters. The
hyperparameters for the various tasks are presented in
Table 3. In these fine-tuning sessions, the models are
trained until convergence in terms of the validation set
loss. Ten experiments for each model are conducted
with different, non-overlapping test sets, after which
the results are averaged in order to produce a more ro-
bust estimation of model performance.

3.3. Data & Downstream Tasks
For pretraining with in-domain data, clinical text from
the research infrastructure Health Bank1 – Swedish
Health Record Research Bank at DSV/Stockholm Uni-
versity (Dalianis et al., 2015) is used. The clinical text
originates from Karolinska University Hospital and en-
compasses electronic health records for over 2 million
patients from 500 clinical units during 2007-2014. The
data has a size of 17.9 GB2, which is comparable to the
size of the training data that was used for developing
KB-BERT.
For fine-tuning and evaluating the models on down-
stream tasks, the following five manually annotated
clinical datasets, also from Health Bank, are used:

Stockholm EPR Gastro ICD-10 Corpus This cor-
pus consists of 6,062 gastro-related discharge
summaries and their assigned ICD-10 diagnosis
codes, encompassing 4,985 unique patients and
795,839 tokens. The data is divided into 10

1Health Bank, http://dsv.su.se/healthbank
2This research has been approved by the Swedish Ethical

Review Authority under permission no. 2019-05679.

http://dsv.su.se/healthbank
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Model
ICD-10

Classification

PHI

NER

Clinical Entity

NER

ADE

Classification

Factuality

Classification

Factuality

NER

learning rate 2 · 10−5 3 · 10−5 3 · 10−5 3 · 10−5 2 · 10−5 3 · 10−5

batch size 32 64 64 64 32 64

Table 3: Hyperparameters for the downstream tasks

groups that correspond to different body parts;
the ICD-10 codes range from K00 to K99. Each
group contains several codes. See (Remmer et al.,
2021) for more details.

Stockholm EPR PHI Corpus This corpus consists of
4,480 annotated entities and 380,000 tokens. The
PHIs correspond to nine PHI classes: First Name,
Last Name, Age, Phone Number, Location, Health
Care Unit, Organization, Full Date, and Date
Part. See (Dalianis and Velupillai, 2010) for the
creation of the gold standard.

Stockholm EPR Clinical Entity Corpus This corpus
consists of 70,852 tokens and 7,946 annotated en-
tities corresponding to four clinical entity classes:
Diagnosis, Findings, Body parts and Drugs. See
(Skeppstedt et al., 2014) for more details.

Stockholm EPR ADE ICD-10 Corpus This corpus
is new and introduced here for the first time. It
contains 21,642 samples and 634,000 tokens.
The samples are distributed over 12 different
ICD-10 codes describing adverse drug events.
The task is treated as a binary classification task
where positive samples have been assigned a
specific ICD-10 code that denotes an adverse drug
event. Negative samples in each group have been
assigned a code describing a similar condition
that was not drug-induced.

Stockholm EPR Diagnosis Factuality Corpus This
corpus encompasses six levels of annotations
regarding the factuality of a diagnosis. It consists
of 3,710 samples with 7,066 annotated entities
Certainly Positive, Probably Positive, Possibly
Positive, Possibly Negative, Probably Negative,
and Certainly Negative, in total encompassing
240,000 tokens. See (Velupillai et al., 2011;
Velupillai, 2011) for more details. This corpus
is used for creating two downstream tasks: one
as a multi-label document classification task
(Factuality Classification) and one as a NER
task (Factuality NER).

Note that several of the corpora – Stockholm EPR Gas-
tro ICD-10, Stockholm EPR PHI, Stockholm EPR Clin-
ical Entity, and Stockholm EPR Diagnosis Factuality
– are also included in the pretraining data. Although
this may raise concerns regarding possible performance
improvements compared to the KB-BERT baseline, the

impact is likely to be insignificant for two reasons: (i)
the size of the corpora used in the downstream tasks
is very small (∼ 2 MB) compared to the size of the
pretraining data (∼ 18 GB), and (ii) the nature of the
two tasks – self-supervised pretraining vs. supervised
classification or NER – is different and helps to avoid
overfitting. However, as a control task, we have cre-
ated and here introduce the Stockholm EPR ADE ICD-
10 corpus, which is completely excluded from the pre-
training data and will also act as a validation of the re-
sults for the rest of the downstream tasks. Again, it is
worth noting that the main purpose of the experiments
in this study is not to produce state-of-the-art predic-
tive performance on the downstream tasks, but to com-
pare various pretraining strategies for creating clinical
BERT models.

4. Results
In Table 4, we present the best results of the evaluated
models in each of the six downstream tasks. These
do not always correspond to the model produced in
the last epoch of pretraining but can be the results of
earlier checkpoints of each model. They are presented
in terms of F1-score, with the best result on each task
highlighted in bold.
The best results are obtained by Clinical KB-BERT v1
and Clinical KB-BERT v2. The difference between
these versions is small across all six downstream tasks,
even if Clinical KB-BERT v2 obtains the best results on
four out of six downstream tasks. The differences be-
tween the two versions of Clinical KB-BERT and Pure
Clinical BERT is also small across tasks and, when
considering the best results by each model over ten
epochs, there seems to be very little difference between
the strategies for creating clinical BERT models. How-
ever, all clinical BERT models clearly outperform the
generic language model, KB-BERT, on all downstream
tasks.
The best result on the ICD-10 task is obtained by Clin-
ical KB-BERT v2, yielding an F1-score of 0.848. The
same model also performs best on the clinical entity
task (F1: 0.862, tied with Clinical KB-BERT v1), as
well as the two factuality tasks (F1: 0.734 and 0.696,
respectively). On the PHI task, Clinical KB-BERT v1
outperforms the other models, obtaining an F1-score
of 0.948. This model also performs best on the newly
introduced ADE classification task, obtaining an F1-
score of 0.199.
In Figure 1, we present the evolution of the average
performance across tasks of each model during the pre-
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Model
ICD-10

Classification

PHI

NER

Clinical Entity

NER

ADE

Classification

Factuality

Classification

Factuality

NER

KB-BERT 0.799 0.920 0.803 0.183 0.635 0.630
Clinical KB-BERT v1 0.841 0.948 0.862 0.199 0.732 0.690
Clinical KB-BERT v2 0.848 0.946 0.862 0.196 0.734 0.696
Pure Clinical BERT 0.844 0.939 0.857 0.193 0.726 0.694

Table 4: The predictive performance, in terms of F1-score, of all models on the six downstream tasks.

training session. As can be seen, for all models, there
is a general improvement in performance with more
pretraining epochs, although the improvement is not
monotonic. The two versions of Clinical KB-BERT –
which both inherit model parameters from an existing
pretrained language model – benefit less from further
pretraining epochs compared to Pure Clinical BERT.
The difference between the two versions of Clinical
KB-BERT, on the one hand, and Pure Clinical BERT,
on the other hand, is clear up until around seven epochs
of pretraining.

5. Discussion
The results demonstrate that the domain-specific clin-
ical language models clearly outperform the general-
domain language model. These results corroborate the
findings of previously published research, see e.g. (Lee
et al., 2020; Gururangan et al., 2020; Alsentzer et al.,
2019). It is evident that in-domain pretraining leads
to better performance on downstream tasks in the tar-
get domain. When selecting the best models over ten
pretraining epochs, there was little observed difference
between the different pretraining strategies for devel-
oping clinical BERT models. However, the best results
were consistently obtained by the two versions that
leveraged an existing pretrained language model, fol-
lowed by domain-adaptive pretraining. Between these
two versions, the one utilizing a domain-specific vo-
cabulary performed slightly better, which is also in line
with previous work (Koto et al., 2021; Lamproudis et
al., 2022).
From Figure 1, we see that Clinical KB-BERT v1 and
Clinical KB-BERT v2 have an improved performance
from a very early stage of their domain-adaptive pre-
training session. In contrast, Pure Clinical BERT, al-
though also outperforming KB-BERT very early in its
pretraining session, reaches the performance of Clini-
cal KB-BERT v1 and Clinical KB-BERT v2 only after
around seven pretraining epochs. This is to be expected
as Clinical KB-BERT v1 and its vocabulary-adapted
counterpart, Clinical KB-BERT v2, essentially inherit
the parameters of an already trained language model, in
this case KB-BERT. This can be seen as a form of warm
start to their domain-adaptive pretraining session. In
contrast, Pure Clinical BERT is initialized with ran-
dom parameters and therefore needs more training time
to reach a comparable level of performance.

This is further illustrated in Figure 2, where the regres-
sion lines of the performances of each of the models
across all six downstream tasks during the pretraining
session are presented. Clinical KB-BERT v1 and Clin-
ical KB-BERT v2 reach almost optimal performance
from very early on in their domain-adaptive pretrain-
ing session. In contrast, Pure Clinical BERT generally
keeps improving with more pretraining epochs, which
is to be expected since the model is newly initialized
and pretrained from scratch. In relation to this result,
a warm start – to inherit parameters from an already
trained model – seems to be advantageous compared
to random initialization and pretraining from scratch.
In essence, both Clinical KB-BERT v1 and Clinical
KB-BERT v2 are warm-start versions of Pure Clini-
cal BERT as they are initialized with non-random pa-
rameters, but rather with the parameters of a generic
Swedish language model. Furthermore, Clinical BERT
v2 illustrates how beneficial a joint warm start approach
of both the model’s parameters and vocabulary can be
for the development of a language model as it is overall
the best-performing model of the three.

6. Conclusions
The results confirm previous studies that demonstrate
the benefits of domain-specific language models, all
outperforming a general-domain language model on
clinical downstream tasks. Furthermore, the best model
is the domain-adapted clinical language model with
a clinical vocabulary, Clinical KB-BERT v2, further
agreeing with the literature (Koto et al., 2021; Lam-
proudis et al., 2022). However, there is little differ-
ence in performance between the various clinical lan-
guage models, i.e. whether a general-domain language
model is adapted to the clinical domain or a new lan-
guage model is pretrained from scratch with in-domain
data. Compared to pretraining a pure clinical lan-
guage model with only in-domain data, leveraging and
adapting an existing general-domain language model,
however, requires fewer epochs of pretraining with in-
domain data. This can possibly be extended to broader
domains, e.g. developing a Norwegian language model
with the use of an already existing Swedish language
model, which also might prove more beneficial than
starting from scratch.
In the near future – once we have obtained the neces-
sary permissions from the Swedish Ethical Review Au-
thority – we plan to distribute a de-identified version
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Figure 1: Average performance, in terms of F1-score, of each model across the six downstream tasks during the
pretraining session.

of Clinical KB-BERT v1 under the name SweDeClin-
BERT3. For details regarding SweDeClin-BERT, please
see (Vakili et al., 2022).

Figure 2: Regression lines for the average performance
of each model across all six downstream tasks during
the pretraining session. The linear regression lines in-
dicate an approximation of the rate of learning during
the pretraining session.
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