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Abstract

Homophobia and Transphobia Detection is the
task of identifying homophobia, transphobia,
and non-anti-LGBT+ content from the given
corpus. Homophobia and transphobia are both
toxic languages directed at LGBTQ+ individ-
uals that are described as hate speech. This
paper summarizes our findings on the "Ho-
mophobia and Transphobia Detection in so-
cial media comments" shared task held at LT-
EDI 2022 - ACL 2022 1. This shared task
focused on three sub-tasks for Tamil, English,
and Tamil-English (code-mixed) languages. It
received 10 systems for Tamil, 13 systems
for English, and 11 systems for Tamil-English.
The best systems for Tamil, English, and
Tamil-English scored 0.570, 0.870, and 0.610,
respectively, on average macro F1-score.

1 Introduction

Violence is becoming more common on social me-
dia platforms, negatively influencing internet users.
Social media plays an essential role in online com-
munication in the digital era, allowing users to
freely upload and share content and express their
opinions and thoughts. The use of social media
platforms for online communication has grown
across all languages worldwide. These platforms
allow users to post and exchange content and ex-
press their opinions on any topic at any moment
(Al-Hassan and Al-Dossari, 2021; Chakravarthi
et al., 2021b). It has become a big concern for on-
line communities due to the proliferation of online
material (Kumar et al., 2018). It’s considerably
worse for lesbians, gays, bisexuals, transgender
people, and other (LGBTQ+) vulnerable people
(Díaz-Torres et al., 2020). LGBTQ+ individuals
are subjected to abuse, inequality, torture, and even
execution worldwide because of how they look,
whom they love, or who they are (Barrientos et al.,

1https://sites.google.com/view/
lt-edi-2022/home

2010; Schneider and Dimito, 2010). Sexual ori-
entation and gender identity are crucial elements
of our identities that should never be misused or
discriminated against (Thurlow, 2001). In many
countries, however, being LGBTQ+ can lead to
death; therefore, a vulnerable person may turn to
social media for assistance or share their tales in
the hopes of meeting others who share their experi-
ences (Adkins et al., 2018; Han et al., 2019).

This shared task uses a new gold standard dataset
for Homophobia and Transphobia Identification in
Dravidian Tamil, English, and Tamil-English (code-
mixed) languages. Tamil (ISO 639-3: tam) is one
of the Dravidian languages and a primary language
of Tamil Nadu, Pondicherry, Sri Lanka, and Singa-
pore, as well as a recognized minority language in
Malaysia and South Africa with 75 million speak-
ers (Thavareesan and Mahesan, 2019a, 2020a).
Tamil is one of the world’s longest-surviving clas-
sical languages. The earliest Old Tamil documents
are small inscriptions in Adichanallur dating from
905 BC to 696 BC. Tamil uses agglutinative gram-
mar, which uses suffixes to indicate noun class,
number, case, verb tense, and other grammatical
categories. Tamil is the standard metalinguistic ter-
minology and scholarly vocabulary, as opposed
to Sanskrit, which is the norm for most Aryan
languages (Anita and Subalalitha, 2019b,a; Sub-
alalitha and Poovammal, 2018). Tamil words are
made up of a lexical root and one or more affixes.
The majority of Tamil affixes are suffixes. Tamil
suffixes are either derivational suffixes, which mod-
ify the part of speech or meaning of the word, or in-
flectional suffixes, which designate categories like
as person, number, mood, tense, and so on. There
is no ultimate limit to the length and scope of ag-
glutination, which might result in large words with
several suffixes, requiring many words or a sen-
tence in English (Subalalitha, 2019; Srinivasan and
Subalalitha, 2019; Narasimhan et al., 2018). There
are 12 vowels, 18 consonants, and one unique
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character called the aytam in the current Tamil
script. The vowels and consonants combine to
make 216 compound characters, bringing the to-
tal number of characters to 247 (Sakuntharaj and
Mahesan, 2021, 2017, 2016; Thavareesan and Ma-
hesan, 2019b, 2020b,c, 2021). However, social
media users frequently utilize it because it is easier
to type other languages has the roman script. As a
result, the maximum of the information for these
under-resourced languages available on social me-
dia is code-mixed.

This shared task aims to aid research on de-
tecting Homophobic and Transphobic content in
Tamil, English, and Tamil-English (code-mixed)
languages from social media. Participants were
provided with the training, development, and test
set for this task. The task description, data de-
scription, task and evaluation settings, participant’s
methodology, results and discussion, and conclu-
sion are all summarized in the upcoming section.

2 Related work

As social media applications are used world-
wide, information and communication technology,
mainly social media, has changed the way individ-
uals communicate and develop connections. For
instance, YouTube is a popular social networking
site where users can create their profiles, submit
videos, and make comments. Thanks to " liking "
and " sharing " methods, it has a broad audience
as thousands of people may watch each video or
comment, thanks to "liking" and "sharing" meth-
ods (Sampath et al., 2022; Ravikiran et al., 2022;
Bharathi et al., 2022; Priyadharshini et al., 2022;
Chakravarthi et al., 2022a). These comments per-
mit cyberbullies to share unflattering or undesirable
information about their victims easily. Unfortu-
nately, this opens the door for antisocial behaviors
such as misogyny (Mulki and Ghanem, 2021), sex-
ism, homophobia (Diefendorf and Bridges, 2020),
transphobia (Giametta and Havkin, 2021), and
racism (Larimore et al., 2021) to flourish. When it
involves crawling social media data, there are sev-
eral efforts on YouTube mining, largely focusing
on exploiting user comments. Computer scientists
began to research text-based algorithms for spot-
ting abusive languages and hate speech by mining
social media data. The use of social media has
proliferated. A previous study on Homophobia and
Transphobia identification was conducted in 2021
on the dataset paper (Chakravarthi et al., 2021b)

in which Tamil, English, and Tamil-English code-
mixed datasets were built. The dataset comprises
15,141 comments: Tamil – 4946, English – 4161,
Tamil-English – 6034, collected from YouTube.
The dataset was classified at various levels of offen-
siveness, namely," Homophobic," " Transphobic,"
"counter speech," "hope speech," and " Non-anti-
LGBT+ content," by many annotators, trained vol-
unteers from the LGBTQ+ community who iden-
tify as LGBTQ+ or LGBTQ+ allies.

3 Task Description

The primary goal of this venture is to detect ho-
mophobic and transphobic statements in a dataset
collected from social media in Tamil, English, and
Tamil-English. This task is a comment/post-level
classification task. Systems must classify a com-
ment as homophobia or transphobia or non-anti-
LGBTQ+ content. Although a comment/post in
the dataset may contain more than one sentences,
the corpus’ average sentence length is one. The
corpus includes annotations at the comment/post
level. The Participants were given development,
training, and test datasets in Tamil, English, and
Tamil-English.

4 Data Description

Twitter, Facebook, and YouTube are social media
sites that include unintentionally converting infor-
mation provided by millions of consumers, which
may impact a person’s or company’s reputation.
There is a growth in call for the importance of emo-
tion extraction software systems and identifying
irrelevant words in online social media.

The datasets are based on users’ comments on
popular videos, review products, etc., increasing
on youtube nowadays. Thus, it allows extra user-
generated content material in languages with con-
strained resources. Likewise, it is equal for vulner-
able LGBTQ+ people who watch similar motion
pictures and remark approximately the video they
join. We chose to acquire statistics from social
media feedback on YouTube since it is the most
substantially used medium with-inside the world
for expressing an opinion approximately a specific
video. Homophobia and transphobia are not given
much attention. Recently (Guest et al., 2021) cre-
ated an expert annotated dataset for detecting on-
line misogyny. We collected our dataset inspired
by their work.

We collected comments from the YouTube
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Table 1: Class-wise distribution of the dataset

Labels English Tamil Tamil-English
Homophobic 276 723 465
Transphobic 13 233 184
Non-anti-LGBTQ+ content 4,657 3,205 5,385
Total 4,946 4,161 6,034

videos that explain LGBTQ+ instead of collecting
statements from LGBTQ+ people’s personal com-
ing out stories because they contained confidential
information. These comments were collected with
the help of the YouTube Comment Scraper tool2

and were manually annotated with three labels,
namely ’Homophobic,’ ’Transphobic’ and ’Non-
anti-LGBT+ content.’ We collected the dataset in
3 language settings: Tamil, English, and Tamil-
English. The complete details about the dataset can
be gathered from (Chakravarthi et al., 2021b)

5 Task Setting and Evaluation setting

All of the datasets have an unbalanced distribution
of homophobia and transphobia classes. The major-
ity of comments in the Tamil-English code-mixed
dataset belong to the Non-anti-LGBTQ+ content
(5,385) class, indicating a class imbalance seen in
the table. In the Tamil and English dataset, the ma-
jority class is Non-anti-LGBTQ+ content (3,205
and 4,657) compared to the other two categories.
This disparity was rectified by selecting the macro-
averaged F1-score (F) official evaluation metric
task significant variance number of instances in
different classes. Macro-averaging gives the same
weight to all classes, irrespective of their size. We
utilized a Scikit learn classification report tool3.
Participants were able to submit up to five test runs,
with one of them serving as official runs that would
be scored and shown on the leader board. If no
official runs were specified, the most recent contri-
butions from each team were assumed to be official.
In their papers, we allowed groups to explore the
distinctions between their systems. The goal is
for teams to compare the effectiveness of various
setups on the test set.

2https://github.com/philbot9/
youtube-remarkscraper

3https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.
classification_report.html

6 Participants methodology

In this competition, a total of 98 participants reg-
istered. From this, we received a total of 10, 13,
and 11 submissions for Tamil, English, and Tamil-
English languages, respectively. The techniques
and outcomes of these tasks have been described.
For more critical information, refers to their papers,
which are stated below:

ABLIMET (Maimaitituoheti and Abulimiti,
2022) has used a fine-tuning approach to the pre-
trained language model. This model processes the
target data and normalizes its output by a layer
normalization module, followed by two fully con-
nected layers. The pre-trained language model they
used is the Roberta-base model for the English sub-
task, Tamil-Roberta for Tamil, and Tamil-English
subtasks.

bitsa_nlp (Bhandari and Goyal, 2022) has used
famous distinctive models primarily based totally
on the transformer architecture and a data aug-
mentation approach for oversampling the English,
Tamil, and Tamil-English datasets. They imple-
mented various pre-trained language models based
on the Transformer architectures, namely BERT,
mBERT / multilingual BERT, XLM-RoBERTa, In-
dicBERT, and HateBERT, to classify detecting ho-
mophobic and transphobic contents.

SSNCSE_NLP (Swaminathan et al., 2022) has
used a combination of word embeddings and classi-
fiers, as well as some transformers for experiments
with the code mixed datasets. They executed the
feature extractions using TF-IDF and count vector-
izer with some models, namely SVM, MLP, ran-
dom forest, K-nearest neighbors, and simple trans-
formers like LaBSE, tamillion, and IndicBERT.

NAYEL (Ashraf et al., 2022) has experimented
with TF-IDF with bigram models to vectorize com-
ments. Then they implemented a set of classifica-
tion algorithms like Support Vector Machine, Ran-
dom Forest, Passive Aggressive Classifier, Gaus-
sian Naïve Bayes, and Multi-Layer Perceptron.
From these models, they submitted a support vec-
tor machine as the best model because it gave high
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Table 2: Rank list for Tamil language

Teams Acc mac_Pre mac_re mac_f1 W_Pre W_re W_f1 Rank
ARGUABLY 0.940 0.880 0.850 0.870 0.940 0.940 0.940 1
NAYEL (Ashraf et al., 2022) 0.920 0.860 0.810 0.840 0.920 0.920 0.920 2
UMUTeam (García-Díaz et al., 2022) 0.920 0.850 0.800 0.820 0.920 0.920 0.920 3
hate-alert 0.900 0.830 0.750 0.780 0.900 0.900 0.900 4
Ablimet (Maimaitituoheti and Abulimiti, 2022) 0.890 0.810 0.710 0.750 0.880 0.890 0.880 5
bitsa_nlp (Bhandari and Goyal, 2022) 0.850 0.690 0.610 0.640 0.840 0.850 0.840 6
niksss 0.810 0.720 0.590 0.620 0.820 0.810 0.810 7
Sammaan (Upadhyay et al., 2022) 0.880 0.520 0.580 0.550 0.850 0.880 0.860 8
SSNCSE_NLP (Swaminathan et al., 2022) 0.770 0.550 0.470 0.500 0.740 0.770 0.750 9
SOA_NLP 0.690 0.360 0.360 0.360 0.670 0.690 0.680 10

Table 3: Rank list for English language

Teams Acc mac_Pre mac_re mac_f1 W_Pre W_re W_f1 Rank
Ablimet (Maimaitituoheti and Abulimiti, 2022) 0.910 0.570 0.610 0.570 0.940 0.910 0.920 1
Sammaan (Upadhyay et al., 2022) 0.940 0.520 0.470 0.490 0.930 0.940 0.940 2
Nozza (Debora and Nozza, 2022) 0.950 0.580 0.450 0.480 0.940 0.950 0.940 3
hate-alert 0.940 0.510 0.450 0.470 0.920 0.940 0.930 4
LeaningTower 0.940 0.530 0.430 0.460 0.930 0.940 0.930 4
leaningtower 0.940 0.530 0.430 0.460 0.930 0.940 0.930 5
niksss 0.930 0.460 0.440 0.450 0.920 0.930 0.920 6
UMUTeam (García-Díaz et al., 2022) 0.930 0.480 0.430 0.450 0.920 0.930 0.920 7
ARGUABLY 0.940 0.540 0.400 0.430 0.920 0.940 0.920 8
SOA_NLP 0.940 0.500 0.400 0.430 0.920 0.940 0.920 9
bitsa_nlp (Bhandari and Goyal, 2022) 0.920 0.430 0.420 0.420 0.910 0.920 0.910 10
NAYEL (Ashraf et al., 2022) 0.940 0.510 0.370 0.390 0.910 0.940 0.910 11
SSNCSE_NLP (Swaminathan et al., 2022) 0.930 0.480 0.370 0.390 0.910 0.930 0.910 12

Table 4: Rank list for Tamil-English dataset

Teams Acc mac_Pre mac_re mac_f1 W_Pre W_re W_f1 Rank
ARGUABLY 0.890 0.630 0.600 0.610 0.890 0.890 0.890 1
UMUTeam (García-Díaz et al., 2022) 0.850 0.540 0.670 0.580 0.900 0.850 0.870 2
bitsa_nlp (Bhandari and Goyal, 2022) 0.880 0.610 0.560 0.580 0.890 0.880 0.880 3
hate-alert 0.830 0.540 0.630 0.560 0.890 0.830 0.850 4
SOA_NLP 0.900 0.650 0.500 0.540 0.890 0.900 0.890 5
Ablimet (Maimaitituoheti and Abulimiti, 2022) 0.800 0.490 0.640 0.530 0.880 0.800 0.830 6
niksss 0.880 0.560 0.500 0.520 0.870 0.880 0.880 7
NAYEL (Ashraf et al., 2022) 0.900 0.620 0.470 0.510 0.870 0.900 0.880 8
SSNCSE_NLP (Swaminathan et al., 2022) 0.890 0.660 0.430 0.470 0.870 0.890 0.870 9
Sammaan (Upadhyay et al., 2022) 0.830 0.340 0.350 0.350 0.820 0.830 0.830 10
Ajetavya_Tamil-English 0.870 0.340 0.340 0.340 0.820 0.870 0.840 11
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accuracy compared to other models.
Nozza (Debora and Nozza, 2022) team used fine-

tuned models, and they selected two large language
models, BERT and RoBERTa, to classify the task
and gave the result which is shown above. Also,
they chose HateBERT to provide more accuracy
than other models, while this better results than
the BERT model. They experimented with the en-
semble modeling created with a meta-classifier that
treats the predicted label of distinct machine learn-
ing classifiers as a vote towards the final label they
give as a prediction. Also, they gave two frame-
works for ensemble: majority voting and weighted
voting.

Sammaan (Upadhyay et al., 2022): This team
used an ensemble of transformer-based models to
build the classifier. They got 2nd rank for English,
8th rank for Tamil, and 10th rank for Tamil-English.
They experimented with models BERT, RoBERTa,
HateBERT, IndicBERT, XGBoost, Random Forest
classifier, and Bayesian Optimization.

UMUTeam (García-Díaz et al., 2022): This
team used neural networks that combine several
features sets, including linguistic components ex-
tracted from a self-developed tool and contextual
and non-contextual sentence embeddings. This
team got 7th, 3rd, and 2nd ranks in English, Tamil,
and Tamil-English.

7 Results and Discussion

There was a total of 98 people who registered for
this shared task. For the Tamil, English, and Tamil-
English datasets, 14 teams submitted final findings.
In the Table 2, 3 and Table 4 shows the rank list
for Tamil, English and Tamil-English. We used the
average macro F1 score to rank the teams as it iden-
tifies the F1 score in each label and calculates their
unweighted average. Macro F1 scores arrange the
runs in descending order. The Ablimet team gave
the best performance only in the English dataset
using a fine-tuning approach to the pre-trained lan-
guage model. The pre-trained language model used
the Roberta-base model for this English sub-task.
From these models, they submit RoBERTa based
as the best model for this English dataset. This
transformer model achieved well compared to other
models, and this calculation is made with the help
of the Macro F1 score. However, these models per-
formed very low in the Tamil and Tamil-English
subtasks. They got 5th rank in Tamil and 6th rank
Tamil-English because those models gave less accu-

racy. Because they did data balancing in these tasks
for balancing the data to perform the model, this
gave better results, but compared to other teams per-
formed well and gave better output. ARGUABLY
team performed well in Tamil and Tamil-English
tasks using Machine learning and deep learning ar-
chitectures to classify homophobia and transphobia.
Other groups also performed better in this task, pri-
marily those teams organized with fine-tuning ap-
proach, pre-trained models, and transformer mod-
els such as BERT(Devlin et al., 2018), mBERT
/ multilingual. BERT, XLM-RoBERTa(Conneau
et al., 2019), IndicBERT(Kakwani et al., 2020),
HateBERT(Caselli et al., 2020), etc. They include
TF-IDF, count vectorizer, etc., for extracting the
feature from the datasets. We gave the overall
descriptions of those teams in the participant’s
methodology.

8 Conclusion

This paper describes the first collaborative effort
for detecting homophobia and transphobia in social
media on the Tamil, English, and Tamil-English
(code-mixed) dataset to classify YouTube com-
ments. The most successful system used XLM
RoBERTa pre-trained language models for zero-
shot learning to deal with data imbalance and multi-
lingualism. For Tamil, English, and Tamil-English
datasets, their method received macro F1 scores
of 0.87, 0.43, and 0.61. The findings show that
all three languages, Tamil, English, and Tamil-
English, have the opportunity for improvement.
The increased number of participants and improved
system performance indicates a growing interest
in Dravidian NLP. We intend to expand the effort
in the future to include more Dravidian languages
such as Malayalam, Kannada, and Telugu. To make
the system more real-time, we also planned to add
mixed script data.
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