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Abstract
Emotions are commonly discerned by a per-
sons facial expression and body movements.
Detecting emotion only through text us-
ing Natural language processing (NLP) is
a challenging research area for low-resource
languages like Tamil. One way to identify
emotion is with the help of emojis that are
indicative of the emotion expressed by the
writer. This paper presents a study on how
emojis represent emotion in text and their
usage in building machine-learning tech-
niques to detect emotion. Feature extrac-
tion techniques like TF-IDF and MuRIL
are used with classifiers like Logistic Re-
gression, Random Forest, and XGBoost to
detect emotions in Tamil YouTube com-
ments. The most commonly used emojis
and the number of times an emoji is re-
peated in a specific text are analyzed, as
well as how they relate to emotion recogni-
tion. A combination of TF-IDF and XG-
Boost achieves the best performance of 0.32
weighted-average F1 score, with the emojis
in the text substituted with phrases that
depict them.

1 Introduction
The technique of recognizing a person’s emo-
tional state of mind by facial expression
and demeanor is known as emotion detection
(ED) (Chakravarthi and Muralidaran, 2021;
Chakravarthi et al., 2022). Detecting a per-

son’s emotion in the text is difficult since it
seldom provides phrases that explicitly stress
the individual’s feelings, and emotion is only
discovered by interception of concepts through
text data. ED is critical in many rapidly evolv-
ing fields including e-commerce, social media,
comprehensive search, and advertising. De-
spite past work on ED including speech and
facial expressions, text-based ED is limited
(Acheampong et al., 2020). Furthermore, ED
in Tamil texts is harder than in English due
to the scarcity of corpora and NLP tools for
low resource languages like Tamil (Thavareesan
and Mahesan, 2019, 2020a,b).

People comment on posts/videos on so-
cial media sites such as Twitter, YouTube,
and Instagram and express their emotions
(Chakravarthi, 2020, 2022a,b). Because fa-
cial expressions cannot be observed in writing,
emojis can be used to infer how the person is
feeling (Hande et al., 2022; Shanmugavadivel
et al., 2022; Subramanian et al., 2022). Emoji
usage is also quite widespread on social me-
dia since it allows individuals to express them-
selves. However, little progress has been made
in comprehending the significance of emojis in
ED in texts, particularly in low-resource lan-
guages like Tamil. Along with the fundamental
emotions of fear, anger, joy, sorrow, disgust,
and surprise (Cherbonnier and Michinov, 2021),
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five additional categories of neutral, ambigu-
ous, anticipation, love, and trust are used in
this study.

This research investigates Tamil YouTube
comments to determine the emotions they rep-
resent. The primary purpose of this article is
to investigate how effectively emojis assist in
text emotion detection.

2 Prior Works

Prior works that used transformer-based mod-
els like Multilingual-BERT and XLM-R to
to categorize Tamil YouTube comments into
eleven emotions demonstrate how XML-R out-
performed all other models with a macro F1-
score of 0.33 (Mustakim et al., 2022). These
multilingual transformers are also used to de-
tect offensive hate and offensive content in
Tamil YouTube comments (Rajalakshmi et al.,
2023). The work details how the process of
stemming and affix stripping makes a differ-
ence by giving better results in BERT in-
puts, especially in MuRIL. Prior works also
focus on aspect-based and (Ganganwar and
Rajalakshmi, 2019) and context aware senti-
ment with attention-enhanced features from
bidirectional transformers (Sivakumar and Ra-
jalakshmi, 2022). Various text embedding
techniques/traditional algorithms are proposed,
particularly for short text classification.(Ra-
jalakshmi, 2014, 2015; Rajalakshmi and Ar-
avindan, 2018; Rajalakshmi et al., 2018; Ra-
jalakshmi and Xaviar, 2017; Rajalakshmi et al.,
2020)

Multilingual BERT models like Indic Bert
and XLMRoberta are used to detect offensive
content in code-mixed Hindi-English tweets.
Using them as embedding models with ensem-
ble models as downstream classifiers seem to
provide better performance than other classi-
fiers (Rajalakshmi et al., 2021c). BERT based
approaches see their usage not only in Tamil
but also Arabic tweets. Including emoji in
these approaches show an improvement in the
performance of the models in identifying hate
speech (Althobaiti, 2022). The work also states
that the incorporation of textual emoji descrip-
tions as features may enhance or degrade the
performance of the models, depending on the
number of examples per class and whether emo-
jis are a distinguishing characteristic between

classes. In previous works, sentiment analysis
and span detection is performed using trans-
formers models in code-mixed languages like
Tamil-English and Hindi-English (Ravikiran
et al., 2022)(Rajalakshmi et al., 2022c)(Ra-
jalakshmi et al., 2021b)(Kannan et al., 2021).

Emoji embedding is one way to develop fea-
tures for sentiment analysis tasks and can be
seen in works that implement in Bi-LSTM
based models for enhanced performace (Liu
et al., 2021). Other works in Indian languages
like Hindi and Marathi demonstrate the advan-
tage of using XGBoost for multiclass classifi-
cation (Rajalakshmi et al., 2021a). Sentiment
analysis on the English Twitter dataset shows
that the inclusion of emojis using TF-IDF as a
feature extraction technique shows marginal im-
provement over excluding the emojis (Yoo and
Rayz, 2021). Investigations show that a CNN
can be used for emotion detection in Tamil
when used with embedding approaches like
BoW, TFIDF, Word2vec, fastText, and GloVe
(Andrew, 2022). Moreover, there are works
which focus on detecting signs of depression us-
ing XGBoost and detecting abusive comments
in Tamil using transformer models from social
media (Rajalakshmi et al., 2022a)(Sharen and
Rajalakshmi, 2022).

The amount of emoji usage and the pres-
ence of text and emoji in expressing sentiments
have been examined using the web documents
of well-known male and female celebrities and
compares the overall emoji usage among the
most popular Twitter users (Gupta et al., 2020).
The work demonstrates how sentiment analy-
sis for both text and emoji is more thorough
and accurate. Prior works also used other
deep learning models like self-attentive LSTM,
BiLSTM-CRF and hybrid convolutional bidi-
rectional recurrent neural network for senti-
ment analysis (Sivakumar and Rajalakshmi,
2021)(Rajalakshmi et al., 2022b)(Soubraylu
and Rajalakshmi, 2021).

3 Proposed Methodology

Understanding the function of emojis in Tamil
text during sentiment analysis is the primary
motivation behind this work. Tamil comments
from YouTube are used as the input texts,
which are preprocessed and vectorized using
TF-IDF and MuRIL. Logistic Regression and
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Notation Emotion Count Notation Emotion Count
Joy Joy 585 Ant Anticipation 73
Neu Neutral 401 Dis Disgust 69
Tru Trust 183 Ang Anger 59
Lov Love 143 Sur Surprise 34
Amb Ambiguous 139 Fea Fear 12
Sad Sadness 120

Table 1: Dataset description

ensemble models like Random Forest and XG-
Boost are then trained on the features. Cross-
validation is performed on the results and fur-
ther analysis on the impact of emoji in text is
discussed.

3.1 Dataset
The dataset consists of text from 22200 Tamil
YouTube comments (Sampath et al., 2022).
The text are classified into 11 different emo-
tions: Neutral, Anger, Joy, Disgust, Trust, An-
ticipation, Ambiguous, Love, Surprise, Sadness
and Fear. Some texts contain emojis while
most of them don’t. Since the primary focus
of this research is to understand the role of
emojis, the texts without emoji are removed
and the dataset is constricted to 1818 texts
with atleast one emoji. The description of the
dataset and the notations used can be seen in
Table 1. It can also be noticed that some texts
in the dataset have one emoji, some have mul-
tiple emojis while others have the same emoji
repeated multiple times.

3.2 Preprocessing
In an attempt to understand the contributions
of emoji in a text, two additional input varia-
tions are considered for comparison. The first
variation has no emoji and the other variation
has the emojis name rather than the emoji itself.
Figure 1 shows the example of the the input
text variations. Another important thing to
note down is that, emoji names for emojis with
various skin tones are also mentioned down
in the text with emoji name column. Further
preprocessing is performed on all the columns
with text. Stopword removal is done by uti-
lizing the 125 stopwords suggested by Ashok
R. (Ashok, 2016). An affix stripping iterative
stemming algorithm (Porter, 2001) is used to
reduce derivative words to their root form. Af-
ter this, feature extraction of text takes place.

3.3 Feature Extraction
To vectorize the text data, this research em-
ploys two types of feature extraction techniques,
TF-IDF and MuRIL. Further, cross-validation
is performed on this vectorized data with a
K-fold of 5.

3.3.1 TF-IDF
Term FrequencyInverse Document Frequency
(TF-IDF) is employed for vectorizing the
dataset. TF-IDF determines how pertinent
a word is to a corpus or series of words in a
text. The frequency of a term in the corpus
offsets the way that meaning changes as a word
appears more frequently in the text.

3.3.2 MuRIL
MuRIL is a pre-trained BERT model from
Google’s Indian research division (Khanuja
et al., 2021). It is a multilingual language
paradigm that has only been trained on corpora
containing English and 16 additional Indian
languages, including Tamil. Masked language
modeling and translation language modeling
are the two stages of training. Here, the MuRIL
model is used as an embedding layer.

3.4 Classifiers
In this research, Logistic Regression, Random
Forest and XGBoost are utilized to train the
vectorized data. Hyperparameter tuning was
performed for all classifiers and the parameters
are presented in Table 2.

3.4.1 Logistic Regression
It is a machine learning model used for clas-
sification. The linear regression model is the
source of its development. A logistic function
is fitted with the output of the linear regression
model to forecast the target variable. In this
paradigm, a decision boundary is used. This
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Figure 1: Examples of input text variations

Classifier Hyperparameter used
Logistics Regression ’C’: 1, ’dual’: False, ’fit intercept’: False,

, ’penalty’: ’l2’, ’solver’:’newton-cg’
Random Forest ’bootstrap’: True, ’class weight’: None,

, ’criterion’: ’entropy’, ’max features’: ’log2’,
’n estimators’: 100, ’oob score’: False, ’warm start’: False

XGBoost ’booster’: ’gbtree’, ’grow policy’: ’depthwise’,
, ’learning rate’: 0.1, ’max depth’: 6,
’sampling method’: ’uniform’, ’tree method’: ’hist’

Table 2: Hyperparameters used for classifiers

establishes a cutoff point separating one class
of variables from another.

3.4.2 Random Forest

It is an ensemble method, which entails com-
bining numerous little decision trees, or estima-
tors, each of which produces its own predictions.
The random forest model incorporates the es-
timators’ predictions to deliver a more precise
prediction. Additionally, massive datasets with
a variety of dimensions and feature types can
be handled by random forests.

3.4.3 XGBoost

The gradient boosting framework is used by the
decision tree-based ensemble machine learning
method known as XGBoost. The XGBoost
classifier is reliable and produces effective re-
sults in a variety of distributed situations. It
also offers a wrapper class that enables mod-
els to be used in the scikit-learn framework as
classifiers or regressors.

4 Results and Discussion

In this research, the evaluation metrics taken
into account are weighted precision, weighted
recall and weighted F1-Score. Since the dataset
is imbalanced, weighted metrics are taken into
account. While recall measures how effectively
the positives are recognized, precision measures
how accurately the predictions are made. F1-
score is a culmination of the values of precision
and recall.

It can be inferred from the Table 3 that
both TF-IDF and MuRIL feature extraction
methods achieve greater results when used with
the XGBoost ensemble model. The XGBoost
algorithm builds upon the Random Forest al-
gorithm by introducing gradient boosting. By
attempting to minimize error before adding
further decision trees, the XGBoost algorithm
(Chen and Guestrin, 2016) outperforms the
Random Forest algorithm and thus in turn the
Logistic Regression algorithm. It is also made
abundantly clear that the presence of emojis in
the text increases the performance. However,
the way in which the emojis are represented
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also seems to play a role in the performance of
the model. It can be noted that text with emoji
receives a slightly better F1-score than plain
text in both feature extraction scenarios. This
may be explained by the fact that the addition
of the emojis increases the feature space of the
input vector, thus providing more information
for the classifiers to train on.

It can be inferred that in both TF-IDF
and MuRIL, text with emoji name has the
best results. This could account to the fact
that, when emojis are converted to its name
state, it has more repetitive terms. For in-
stance, the key word "Heart" appears in the
phrases "Red Heart ", "Growing Heart ",
"Sparkling Heart ", "Purple Heart ", "Blue
Heart ", and so forth. The meaning of a
heart is the same regardless of how it is shown
in an emoji. Every emoji has a distinct unicode.
This attributes to the fact that during vector-
ization, all these emojis are taken as unique
features even when they have something in
common. This issue is avoided when the emoji
is converted to textual format, where more em-
phasis is given to each word while increasing
the models performance.

Pre-trained transformer models generally
perform well in NLP tasks. Their ability to
do NSP (next sentence prediction) is used to
learn the context between words, which can be
used in a variety of tasks. Surprisingly Googles
MuRIL transformer model trained on multi-
lingual data including Tamil, fails to perform
better than its TF-IDF counterpart when used
as an embedding layer. The model overempha-
sizes one particular emotion, leading to all the
predictions being that particular emotion and
losing generalizability across the other emo-
tions. This might be due to the imbalanced
nature of the dataset. This case can also be
viewed in Vaishali Ganganwar et al work where
they proved that MuRIL showed underperfor-
mance due to dataset imbalance for Tamil text
(Ganganwar and Rajalakshmi, 2022).

Figure 4 details the six most occurring emojis
in the corpus taken and their occurrence across
all emotions. Taking a look at the distribution
of the emojis one can state that these popularly
used emojis though being extensively used in
two or three emotions are quite ambiguous and
are used in unexpected emotions. The emoji

sees its main usage in the Joy emotion, which
is to be expected as it represents rolling on
the floor in laughter. However it also sees use
in categories such as Ambiguous and Disgust
which can confidently said is not represented by
the emoji. From this it can be said that even
though emojis can denote the emotion of the
author of the text, they cannot be solely relied
on and have to be used in combination with the
words in the text. This is especially true in the
case of sarcasm, where the emoji might denote
an emotion which is not interpreted when one
reads the entire text.

Another interesting area to draw insights
from is the number of times an emoji is re-
peated. One might assume that the repetition
of a single emoji multiple times in a text would
be a strong indicator to a particular emotion.
However, from table 5 it is evident that it is
not the case. It is evident that the frequency
of use of 2- and 3-repeating emojis against a
single emoji differs. However, the coefficient of
variance reveals that their distribution across
all emotions is almost the same. To test the
validity of this hypothesis that the distribution
is same for all occurrences, a two sample t-
test was performed on each pair of occurrences.
The results of this test in Table 6 show that the
p-value is greater than 0.05 for all occurrences.
Thus we fail to reject the null hypothesis which
signifies that the mean is not affected by the
number of times emojis are repeated. This can
also be seen in Figure 2 as the curves for the
different occurrences have similar patterns even
if they differ in magnitude. Thus it is noted
that, the frequency of occurrence of an emoji
in the text is not indicative of the conveyed
emotion.

5 Conclusion and Future works

This study investigates the influence of emojis
on the detection of emotion portrayed through
Tamil YouTube comments. Text embedding
was performed using TF-IDF and the MuRIL
pre-trained model, while downstream classifiers
included Logistic Regression, Random Forest,
and XGBoost. The combination of TF-IDF
and XGBoost yielded the best results, with a
weighted-average F1 score of 0.32. Replacing
the emoji with a word that represents it out-
performed expressing it using UTF encoding
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Feature Category LR RF XGBoost
Extraction P R F1 P R F1 P R F1

Plain Text 0.24 0.29 0.25 0.23 0.29 0.24 0.25 0.31 0.25
TF-IDF Text + Emoji 0.25 0.30 0.26 0.24 0.30 0.25 0.26 0.32 0.26

Text + Emoji name 0.30 0.36 0.31 0.31 0.37 0.31 0.31 0.36 0.32
Plain Text 0.10 0.32 0.16 0.26 0.30 0.21 0.23 0.30 0.24

MuRIL Text + Emoji 0.10 0.32 0.16 0.26 0.32 0.23 0.25 0.31 0.25
Text + Emoji name 0.10 0.32 0.16 0.23 0.33 0.22 0.29 0.35 0.28

Table 3: Performance of different classifiers on TF-IDF and MuRIL. Here, P represents Weighted Precision,
R represents Weighted Recall and Weighted F1-Score.

Emoji Occ Joy Neu Tru Lov Amb Sad Ant Dis Ang Sur Fea
420 176 73 73 52 7 18 14 3 0 2 2
211 86 47 6 3 16 4 8 22 8 9 2
176 74 42 33 7 5 2 6 1 3 2 1
96 40 13 12 22 2 2 3 0 2 0 1
96 41 1 3 1 10 1 1 8 6 4 2
88 6 14 3 4 3 49 2 3 1 3 0

Table 4: Occurrence of the 6 most frequently used emojis and their distribution across all predicted
emotions

Emoji Occ Coeff Joy Neu Tru Lov Amb Sad Ant Dis Ang Sur Fea
162 0.1360 94 12 24 24 2 3 3 0 0 0 0
60 0.1205 31 7 8 5 0 6 1 1 0 1 0
223 0.1371 131 31 34 13 3 8 1 1 0 0 1
45 0.1445 28 7 6 1 1 1 0 0 0 1 0
27 0.1644 19 6 2 0 0 0 0 0 0 0 0
109 0.1343 61 19 20 2 0 1 3 1 1 0 1
30 0.1346 14 5 0 11 0 0 0 0 0 0 0
14 0.1229 7 1 3 2 0 0 1 0 0 0 0
52 0.1334 30 3 7 7 1 1 2 0 1 0 0

Table 5: Analysis on the occurrence of emoji repetition

Test Condition t p df Diff 95% C.I.
vs 1.2359 0.2308 20 14.82 -10.19 to 39.83
vs 0.3854 0.7040 20 5.55 -24.47 to 35.56

vs 1.0500 0.3062 20 9.2 -9.15 to 27.69
vs 1.2761 0.2165 20 7.45 -4.73 to 19.64
vs 0.9521 0.3524 20 5.82 -6.93 to 18.57

vs 0.5364 0.5976 20 -1.64 -8.00 to 4.73
vs 1.2696 0.2188 20 3.45 -2.22 to 9.13
vs 0.6541 0.5205 20 2.00 -4.38 to 8.38

vs 0.8716 0.3938 20 -1.45 -4.94 to 2.03

Table 6: Statistics associated with number of times emoji used for expressing emotion intensity.
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Figure 2: Repetition of in text and its normalized occurrence across all emotions.

or deleting it entirely from the text. The most
often used emojis appear on text that convey
an emotion very different to the one indicated
by the emojis, demonstrating that one cannot
rely just on these emojis to predict the emotion,
but rather utilize them in conjunction with the
text as has previously been shown useful. Re-
peated use of an emoji in the same text does
not produce a greater link with any particular
emotion than a single use of the same emoji as
has been proved by a test of significance.

Because the introduction of social media and
messaging applications has limited humans to
utilizing text and emoticons as the primary
mode of communication, this field of research
has enormous promise. Emojis can give insight
into the emotion that the author wishes to
convey, but they can also be deceptive, thus
other clues are necessary. More research may
be done on the distinct combination of emojis
and the emotion that they convey, as well as
how they vary if the emojis were present in-
dependently. The dataset’s imbalance was a
big impediment, and working on a balanced
dataset might provide better results. A big-
ger dataset with similar categories of emotions
can be employed in future work to generalize
findings from the study.
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