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Introduction

In recent years, the exploitation of the potential of big data has resulted in significant advancements in
a variety of Computer Vision and Natural Language Processing applications. However, the majority
of tasks addressed thus far have been primarily visual in nature due to the unbalanced availability of
labelled samples across modalities (e.g., there are numerous large labelled datasets for images but few
for audio or IMU-based classification), resulting in a large performance gap when algorithms are trained
separately. With its origins in audio-visual speech recognition and, more recently, in language and vision
projects such as image and video captioning, multimodal machine learning is a thriving multidisciplinary
research field that addresses several of artificial intelligence’s (AI) original goals by integrating and
modelling multiple communicative modalities, including linguistic, acoustic, and visual messages. Due
to the variability of the data and the frequently observed dependency between modalities, this study
subject presents some particular problems for machine learning researchers. Because the majority of
this hateful content is in regional languages, they easily slip past online surveillance algorithms that
are designed to target articles written in resource-rich languages like English. As a result, low-resource
regional languages in Asia, Africa, Europe, and South America face a shortage of tools, benchmark
datasets, and machine learning approaches.
This workshop aims to bring together members of the machine learning and multimodal data fusion fields
in regional languages. We anticipate contributions that hate speech and emotional analysis in multimo-
dality include video, audio, text, drawings, and synthetic material in regional language. This workshop’s
objective is to advance scientific study in the broad field of multimodal interaction, techniques, and sy-
stems, emphasising important trends and difficulties in regional languages, with a goal of developing a
roadmap for future research and commercial success.
We invite submissions on topics that include, but are not limited to, the following: (a) Multimodal Senti-
ment Analysis in regional languages (b) Hate content video detection in regional languages (c) Trolling
and Offensive post detection in Memes (d) Multimodal data fusion and data representation for hate spee-
ch detection in regional language (e) Multimodal hate speech benchmark datasets and evaluations in
regional languages (f) Multimodal fake news in regional languages (g) Data collection and annotation
methodologies for safer social media in low-resourced languages (h) Content moderation strategies in
regional languages (i) Cybersecurity and social media in regional languages
We received 16 papers after a careful review process; two papers were selected for the proceedings.

ii



Organizing Committee

Workshop Organizers

Bharathi Raja Chakravarthi, University of Galway, Ireland
Abirami Murugappan, Anna University, Chennai, India
Dhivya Chinnappa, Thomson Reuters, USA
Adeep Hande, Indiana University Bloomington, IN, USA
Prasanna Kumar Kumaresan, Indian Institute of Information Technology and Management- Kera-
la, India
Rahul Ponnusamy, Techvantage Analytics, India

Invited Speakers

Desmond Elliot, University of Copenhagen, Denmark
Shyamala Doraisamy, Universiti Putra Malaysia, Malaysia

iii



Program Committee

Program Committee

Muzhaffar Hazman, University of Galway, Ireland
Premjith B, Amrita Vishwa Vidyapeetham, India
Sumana Biswas, University of Galway, Ireland
Bharathi B, SSN College of Engineering, India
Manoj Balaji J, Deloitte, India
Premjith B, Amrita Vishwa Vidyapeetham, India
Thenmozhi Durairaj, SSN College of Engineering, India
Anand Kumar M, National Institute of Technology Karnataka, India
Subalalitha C N, SRM Institute of Science and Technology, India
Rajalakshmi Ratnavel, Vellore Institute of Technology, Chennai, India
Antonette Shibani Xavier, University of Technology Sydney, Australia

iv



Table of Contents

Multimodal Code-Mixed Tamil Troll Meme Classification using Feature Fusion
Ramesh Kannan and Ratnavel Rajalakshmi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Understanding the role of Emojis for emotion detection in Tamil
Ratnavel Rajalakshmi, Faerie Mattins R, Srivarshan Selvaraj, Antonette Shibani, Anand Kumar

M and Bharathi Raja Chakravarthi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

v



Proceedings of the Workshop on Multimodal Machine Learning in Low-resource Languages, pages 1 - 8
December 15, 2022 ©2022 Association for Computational Linguistics

Multimodal Code-Mixed Tamil Troll Meme Classification using Feature
Fusion

R.Ramesh Kannan, Ratnavel Rajalakshmi ∗
School of Computer Science and Engineering, Vellore Institute of Technology, Chennai, India
ramesh.kannan2018@vitstudent.ac.in, rajalakshmi.r@vit.ac.in

Abstract

Memes became an important way of expressing
relevant idea through social media platforms
and forums. At the same time, these memes are
trolled by a person who tries to get identified
from the other internet users like social media
users, chat rooms and blogs. The memes con-
tain both textual and visual information. Based
on the content of memes, they are trolled in on-
line community. There is no restriction for lan-
guage usage in online media. The present work
focuses on whether memes are trolled or not
trolled. The proposed multi modal approach
achieved considerably better weighted average
F1 score of 0.5437 compared to Unimodal ap-
proaches. The other performance metrics like
precision, recall, accuracy and macro average
have also been studied to observe the proposed
system.

1 Introduction

Social Media is a technology where people share
information, idea and their opinions to the virtual
group of people. These contents uses internet to
reach the people via electronic medium, which
includes photos, videos, and textual information
(Chakravarthi and Muralidaran, 2021; Chakravarthi
et al., 2022). These electronic social media con-
tents are accessed through computers, mobiles,
tablets via the web based applications (Hande et al.,
2022; Shanmugavadivel et al., 2022; Subramanian
et al., 2022). Government keep an eye on the con-
ventional media contents, because the information
shared in conventional media are monitored for
trolled contents (Chakravarthi, 2020, 2022b,a). But
in case of social media there is no strict laws or
methodologies to monitor the internet contents.

One of the most important way of sharing our
thought is either via text messages or via images.
There are so many contributions for social media
contents like text, emojis, info graphics, charts and
photographs. In this, photographs and texts plays a

key role. Meme is an element of behaviour imita-
tion passed from an individual to another. Meme
was first coined by British evolutionary biologist
Richard Dawkins in 1976 (ric). It is an idea to
mutate, replicate or imitate others behaviours to
pass an information. It is an art of writing human
creativity.

Memes with text and images could be detected
for trolled or not trolled. Visual question answering,
image captioning (Biswas et al., 2020) and identi-
fying the images are categorised as classification
problem that depends both on the individual inputs.
This type of classification task is portrayed in Troll
meme classification in Tamil (Beltrán et al., 2021)
(Suryawanshi et al., 2020). This task focuses on
memes as trolled or not trolled. The idea of trolled
is determined by the text and image interaction as
shown in Figure 1-2.

Authors handled the multi modal input data for
different applications such as Hateful Meme detec-
tion (Evtimov et al., 2020) and adversarial Meme
detection (Lippe et al., 2020) . Particularly the
Figure 1 shows that the event happened in recent
times with popular occurrences/offensive texts are
get trolled. But in case of 2 is not an recent time
activity happened does not contain any harm or
offensive messages that are not get trolled.

Meme is a good imitation of a real world prob-
lem. Here the task on Troll meme classification
in Tamil is a task of classifying the memes into
hate and non hate images. Troll is nothing but a
offensive message or disruptive message in the
social media. The language mentioned in the
task is Tamil. For the text memes, corresponding
image memes also given. By using the texts and
the images, the proposed system need to classify
whether the meme is trolled or not. The evaluation
metric from the data set is taken as weighted F1
score.

In this research, we have defined the research
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Figure 1: Example image for Troll meme

Figure 2: Example image for Non Troll meme
Figure 1 is trolled and Figure 2 is not trolled image.
Figure 1-Enga vote ah eppa sir enuvinga which
is in tanglish is transliterated as "when will you
count our vote sir", Figure 2- ungala maari oru
friend kadaikka naan romba koduthu vechirukkanu
in tanglish is transliterated as "it would be great to
have a friend like you..."

questions and the same have been addressed in
the next upcoming sections. Research Question 1:
To study the performance of the pretrained word
embedding like GloVe for transliterated content.
Research Question 2: Analyse the performance of
the GloVe embedding with other language based
pretrained models Research Question 3: To study
the performance of the system with the Deep learn-
ing architectures with GloVe embeddings. To solve
the research questions, extensive literature study
have been conducted and reported.

This section describes about the introduction and
Section 2 and 3 talks about the related works and
methodologies used in the classification task. Sec-
tion 4 describes the results and discussion and last
section deals with Conclusion of the paper.

2 Related Works

Multimodal representation have recently gained
good attention due to the uni modals (Suryawan-
shi et al., 2020) poor performance on the appli-
cations such as image captioning (Biswas et al.,
2020), visual reasoning (Ye, 2021) , memes classi-
fication and Visual question answering (Cadène
et al., 2019). Multimodal task involves visual

and language understanding between the two Uni-
modalities. Maximum works carried on Multi-
modal systems have either one is Late fusion (LF)
(Snoek et al., 2005) or Early fusion (EF) (Sai et al.,
2022). The other fusion techniques are Hybrid mul-
timodal fusion, Model-level fusion, Rule-based fu-
sion, Classification-based fusion, Estimation-based
fusion are reported in the literature survey (Poria
et al., 2017). Late fusion process involves two
unimodal system independently till before the last
layer and fuse the their decisions for further pro-
cessing. Early fusion approach uses two modalities
with complex approaches within the model archi-
tectures. Early fusion of the features provide bet-
ter representation for further processing in accom-
plishing the task. Some of the steps are followed
in NLP type of task are pre-processing , feature
engineering, and dimensionality reduction. Pre-
processing involves stop word removal, tokeniza-
tion, spelling correction, noise removal, remove
numbers, stemming and lemmeatization. For En-
glish memes (Suryawanshi et al., 2020) these types
of pre processings are applicable, but in case of
non English memes some other type of pre process-
ing be used to clean the input data. Applied stop
word removal and special characters removed on
transliterated dataset content. Feature engineering
is used to extract useful features from the input
data. Some of the feature engineering word embed-
ding approaches are GloVe, Word2Vec, Ngram and
Term frequency and Inverse Document frequency.
Dimensionality reduction technique used to reduce
the dimensionality of the large data sets into a
smaller data set which may contain the most impor-
tant features from large data set. For social media
comments (Kannan et al., 2021; Soubraylu and
Rajalakshmi, 2021a; Rajalakshmi et al., 2021), dif-
ferent transformer based approaches and attention
based approach are proposed. Many researchers
have implemented classifiers such as KNN, Naive
Bayes,SVM and Ensemble classifiers (Rajalakshmi
et al., 2022c; Rajalakshmi and Reddy, 2019).

Recently Deep Learning (DL) methods such as
RNN, CNN and transformer models (Devlin et al.,
2018; Liu et al., 2019; Lan et al., 2020; Gurari et al.,
2020), BiLSTM-CRF(Rajalakshmi et al., 2022b)
and hybrid convolutional bidirectional recurrent
neural network for sentiment analysis(Soubraylu
and Rajalakshmi, 2021b) attains better results com-
pared to Machine learning models due to ability
to model complex representations inside the data.
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Image classification on meme classification starts
with the pre processing steps like resize the image,
noise removal, RGB2Gray scale conversion and
segmentation process. After pre processing feature
extraction involves color extraction, texture extrac-
tion, shape and deep feature extraction. For short
text classification task (Rajalakshmi et al., 2020a),
proposed CNN with Bi-GRU on Open Directory
Project (ODP) dataset and obtained 82.04% accu-
racy.

(Ganganwar and Rajalakshmi, 2022; Rajalak-
shmi et al., 2021, 2023) studied the performance
of transformers on the code-mixed social media
contents. (Ganganwar and Rajalakshmi, 2022) pro-
posed translation based offensive content identifi-
cation on Tamil text using pretrained word embed-
ding. MuRIL pretrained embeddings were used
by the translated content for classification. In (Ra-
jalakshmi and Agrawal, 2017), authors proposed
relevance based metric for code-mixed language
by using statistics based approach. (Rajalakshmi
et al., 2021) proposed transformer based approach
for identification of offensive content on social
media Tamil comments. In (Soubraylu and Ra-
jalakshmi, 2022), the authors proposed transfer
learning approach for movie review by using Bidi-
rectional Gate Recurrent Unit(BGRU). The fea-
tures from BERT embeddings are used as fea-
tures for transfer learning approach. (Rajalakshmi
et al., 2023) proposed MuRIL based approach for
YouTube comments for offensive content identifi-
cation. (Ravikiran et al., 2022) created dataset for
offensive span identification for Code-Mixed social
media Tamil contents. (Rajalakshmi, 2014, 2015;
Rajalakshmi and Aravindan, 2018; Rajalakshmi
and Xaviar, 2017; Rajalakshmi et al., 2020b) Tradi-
tional machine learning algorithms and text embed-
ding methods (Rajalakshmi et al., 2018) have been
proposed on short text classifications. Transformer
based approach (Rajalakshmi et al., 2022a) and
XGBoost (Sharen and Rajalakshmi, 2022) based
approaches were used on depression detection us-
ing signs. Aspect-based approach (Ganganwar and
Rajalakshmi, 2019) is studied on sentiment analy-
sis.

Most of the image classifier models uses Con-
volutional Neural Network (CNN) architecture for
feature extraction, which automatically extracts the
features from the data inputs. MobileNetV2 (San-
dler et al., 2018) pre-trained model uses these au-
tomatic feature extraction of deep learning model

with depth wise convolution and point wise con-
volution for reducing the parameters. In our Mul-
timodal classifier approach, the proposed system
used CNN with Bidirectional Long Short Term
Memory (Bi-LSTM) as text classifier and Mo-
bileNetV2 as image classifier for troll meme clas-
sification with multimodal approach. A detailed
experimental study has been conducted to explore
the role of CNN, Bi-LSTM and combination of
both. CNN works well for short text analysis in
English (Rajalakshmi et al., 2020a). To explore
the role of CNN for our application we adapted
the same to our approach. MobileNetV2 is very
effective feature extractor for image classification
problems better than VGG and ResNet. So we have
adopted both to our proposed architecture.

3 Methodology

3.1 Data Set
The data set provided for the Troll Meme classifi-
cation (Suryawanshi and Chakravarthi, 2021) with
2300 as training data with text and image inputs
and 667 as test set inputs. 2100 inputs are taken
for training and 200 for validation process. Here
the data set is splitted into around 80% for train-
ing and 20% for testing. For validation set 9% of
the data taken from training set. Data set contains
trolled/not trolled texts and images of trolled/not
trolled images and their corresponding labels. Fig-
ure 1 is trolled image with text as "Enga vote ah
eppa sir enuvinga" which is in tanglish is translit-
erated as "when will you count our vote sir" and
Figure 2 is not trolled image with text as "ungala
maari oru friend kadaikka naan romba koduthu
vechirukkanu" in tanglish is transliterated as "it
would be great to have a friend like you..."

Table 1: Data Set Description

Data Set Troll Not Troll Total
Training 1182 918 2100

Validation 100 100 200
Testing 395 272 667

3.2 Architecture
Deep learning architectures CNN and Bi-LSTM
are used for text classification, which uses CNN
for feature extraction and Bi-LSTM in both the
directions to capture the sequence of the text rep-
resentations. LSTM (Long Short Term Memory)
captures the next sequence in unidirectional way.

3



but in case of Bi-LSTM, it is used to find the next
sequence of words in both the directions. CNN
used to capture the important features from the
text data and the same is passed to Bi-LSTM to
maintain the sequence of the statement. Meme’s
texts contains Tamil words transliterated in English.
Syntactic and semantic meaning of Tamil words
in native languages are completely different than
English, but in case for Meme’s, the messages
are represented in Tamil, English and Tanglish
(Tamil+English) representations are transliterated
and represented in English . The dataset with
image may contain Tamil texts, but the data set
released with transliterated format of the Meme’s
texts.

GloVe (Global Vectors for word representation)
vector with 50 dimension is used for obtaining vec-
tor representations of input sequences. We have
tried other GloVe embedding dimensions such as
50, 100, 200. In addition to GloVe embedding, we
have tried with IndicBERT and mBERT approaches
and achieved 0.5379 and 0.5219 respectively. 50 di-
mension shown better performance on the Meme’s
text architecture. This is used to get the global
word occurrence statistics from the corpus. Max-
imum length of the sequence is set as 150. The
architecture followed with Input layer, embedding
layer, CNN, Bi-LSTM. The sequence information
from Bi-LSTM is given as input to Global Aver-
age pooling layer and Max pooling layer separately
and concatenated towards dense layer followed by
dropout and dense layer. Number of units in the
Bi-LSTM is 200 units, CNN with kernel size as
3, filter size 30 are selected with hyper parameter
tuning. Sigmoid activation function is used since it
is a binary classification.

Table 2: Meme Classification based on Text

Class Precision Recall F1
Not Troll 0.4324 0.3529 0.3887

Troll 0.6045 0.6810 0.6405
M.Avg 0.5185 0.5170 0.5146
W.Avg 0.5343 0.5472 0.5378

For Image classification, pretrained image classi-
fication model MobileNetV2 (Sandler et al., 2018)
is used, which uses expanded representations in
light weight depth wise manner. It uses convolution
layers to filter out the features from the intermedi-
ate layers of the model. It removes non linearities

to represent the features of the input data. The
extracted features from the meme images and the
extracted features with text features are fused for
further processing. Images in the meme classifi-
cation are with input size of 150. Figure 1 is a
trolled image contains trolled messages in the text
form. But in case of not trolled image (Figure 2)
are only expressions, that may or may not contain
the trolled message. So troll meme classification
in Tamil is not like a regular image classification
problem. With the help of text only input does
not enough to develop the system. With the help
of images and text can develop better system for
troll meme classification. Early fusion is applied
on multi modal data inputs build a multi modal
classifier. concatenated features are given to dense
layer for final classification.

4 Results and Discussion

Table 2, shows the classification of the text input
with the Deep learning approach of CNN with Bi-
LSTM model which achieved a weighted F1 score
of 0.5378 for text input data. The model trained
for 25 epochs and obtained a training accuracy
of 0.8905 and loss of 0.3054. The validation set
obtained a accuracy of 0.6714 and loss of 0.7057 on
Meme’s texts with a batch size of 128 and sigmoid
as activation function. The recall score for Troll
Meme text is shown with 0.6810 score, because
the model has identified around 68% of the Troll
text correctly. The precision score shown as 0.6045
for the Troll text. The macro average score shows
an overall performance of the system with each
metrics.

Table 3: Meme Classification based on Image

Class Precision Recall F1
Not Troll 0.4202 0.4743 0.4456

Troll 0.6028 0.5494 0.5748
M.Avg 0.5115 0.5118 0.5102
W.Avg 0.5283 0.5187 0.5221

Image classification on troll meme achieved a
weighted average F1 score of 0.5221 and precision
as 0.5283 and recall as 0.518 on troll image clas-
sification for the MobileNetV2 architecture. This
image classification model, which uses pre-trained
model of MobileNetV2 for feature extraction in
depth wise and point wise convolutions. From Ta-
ble 3, trolled images are classified better than not
trolled images. because of the meme images may
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not contain same set of pattern on images for fea-
ture extraction. Obtained a training accuracy of
0.9810 and validation accuracy of 0.9652. The
same model obtained a loss of 0.0612, 0.1760 on
training set and validation set respectively. The ta-
ble shown overall Troll classified images with 60%
from the test set.

Table 4: Meme Classification based on Multimodal

Class Precision Recall F1
Not Troll 0.4402 0.3787 0.4071

Troll 0.6097 0.6684 0.6377
M.Avg 0.5249 0.5235 0.5224
W.Avg 0.5406 0.5502 0.5437

Table 5: Comparison Result on Multimodal

Multimodal Result
BiGRU+CNN 0.4 (Huang and Bai, 2021)
Bert+ViT 0.47 (Hegde et al., 2021)
Bi-LSTM+CNN 0.525 (Hossain et al., 2021)
Our Approach 0.5437

Early Fusion on Multimodal classification
achieved 0.5437 weighted average F1 score on troll
memes, which is a 1% increase in the performance
of Unimodal classifications. Table 4, shows the
results of Multimodal meme classification results.
We have conducted 4 fold and 5 fold cross vali-
dation for text contents and image contents. The
CNN-Bi-LSTM approach obtained overall cross
validation of 71.24% and 73.81% on 4 fold and 5
fold training sets. The same has been conducted
to test and obtained 54.46% and 54.27% for 4 fold
and 5 fold respectively. The same cross validation
has been conducted on MobileNetV2 to verify the
system performance. 4 fold cross validation ob-
tained 55.74% and 59.22% on train set and test
respectively. 5 fold cross validation on train set
obtained 55.87% and 59.22% on test set respec-
tively. From this the obtained results using the full
training set is consistent with the cross validation
score performance.

From Table 5, the comparison of our approach
with other approaches on the same data set has
been discussed. (Huang and Bai, 2021) proposed
fusion approach with Bidirectional GRU (BGRU)
for Text classification and Convolutional Neural
Network (CNN) for image classification and ob-
tained 0.4 of F1 score. (Hegde et al., 2021) used
the same data set and obtained 0.47 using Bidirec-

tional Encoder Representations from Transformers
(BERT) for Text classification and Vision Trans-
former (ViT) for Image classification with Early
fusion. (Hossain et al., 2021) used Bi-LSTM for
meme Text classification and CNN for Image clas-
sification and obtained 0.525 F1 score. From the
above mentioned results our approach on Multi-
modal Meme classification obtained a F1 Score of
0.5437 using CNN-Bi-LSTM for Text classifica-
tion and MobileNetV2 for image classification. Se-
quence features are extracted using Bi-LSTM and
other features are extracted using CNN in trolled
messages. pre-trained MobileNetV2 architecture
used to extract the features from Trolled image data
sets. Both features are concatenated to form a new
feature vector space and classified as multimodal
analysis. By this, Multimodal classifiers results are
better than Unimodal classifiers on text and image
inputs.

From our results, the recall value for Troll text
and images shown higher results compared to pre-
cision on all the unimodal approaches. Because
all the images on the data set contains shown very
few false negatives. It means that troll categories
are classified almost correctly. We need to concen-
trate more on Non troll contents of both text and
images to improve the performance of the system.
On comparing the results of the recall on unimodal
and Multimodal approach, the image classifier clas-
sified more Troll images in terms of True category.
For Non troll category all the modals have higher
precision score than recall score.

Statistical significance test, Fried man test is
conducted for our proposed architecture with other
two unimodal approaches. Null Hypothesis h0 and
different alternate hypothesis H1 is defined and
computed the score. For 10 instances and level of
significance as 0.01 is observed on Fried table and
obtained Fr as 9.60. We have populated the table
with respective rankings and calculated the score
as 72.9. This is greater than 9.60 of table value.
So we can accept the alternate hypothesis. This
assessment tool is used the test the performance of
the proposed system with other systems.

5 Conclusion

Combination of sequence based model and pre-
trained image model showed better performance.
CNN-Bi-LSTM classifier on text input and Mo-
bileNetV2 on image input combination obtained
some better performance on multimodal approach.
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The GloVe embedding performance on troll classifi-
cation shown better performance with Deep Learn-
ing architectures. In order to obtain better result,
the multimodal approach shown some better perfor-
mance than the unimodal approaches. The perfor-
mance metrics weighted F1 score is chosen to bal-
ance the results on the both class labels. Weighted
average on meme classification gives important
to both the classes. By using Multimodal classi-
fication approach on memes attained a result of
0.5437 weighted F1 score. The performance of
the Multimodal classifier can be improved with
more number of input data and feature extraction
on images. The dataset is created on low-resource
language Tamil and the cultural adaptation details
can be considered for future scope.
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Abstract
Emotions are commonly discerned by a per-
sons facial expression and body movements.
Detecting emotion only through text us-
ing Natural language processing (NLP) is
a challenging research area for low-resource
languages like Tamil. One way to identify
emotion is with the help of emojis that are
indicative of the emotion expressed by the
writer. This paper presents a study on how
emojis represent emotion in text and their
usage in building machine-learning tech-
niques to detect emotion. Feature extrac-
tion techniques like TF-IDF and MuRIL
are used with classifiers like Logistic Re-
gression, Random Forest, and XGBoost to
detect emotions in Tamil YouTube com-
ments. The most commonly used emojis
and the number of times an emoji is re-
peated in a specific text are analyzed, as
well as how they relate to emotion recogni-
tion. A combination of TF-IDF and XG-
Boost achieves the best performance of 0.32
weighted-average F1 score, with the emojis
in the text substituted with phrases that
depict them.

1 Introduction
The technique of recognizing a person’s emo-
tional state of mind by facial expression
and demeanor is known as emotion detection
(ED) (Chakravarthi and Muralidaran, 2021;
Chakravarthi et al., 2022). Detecting a per-

son’s emotion in the text is difficult since it
seldom provides phrases that explicitly stress
the individual’s feelings, and emotion is only
discovered by interception of concepts through
text data. ED is critical in many rapidly evolv-
ing fields including e-commerce, social media,
comprehensive search, and advertising. De-
spite past work on ED including speech and
facial expressions, text-based ED is limited
(Acheampong et al., 2020). Furthermore, ED
in Tamil texts is harder than in English due
to the scarcity of corpora and NLP tools for
low resource languages like Tamil (Thavareesan
and Mahesan, 2019, 2020a,b).

People comment on posts/videos on so-
cial media sites such as Twitter, YouTube,
and Instagram and express their emotions
(Chakravarthi, 2020, 2022a,b). Because fa-
cial expressions cannot be observed in writing,
emojis can be used to infer how the person is
feeling (Hande et al., 2022; Shanmugavadivel
et al., 2022; Subramanian et al., 2022). Emoji
usage is also quite widespread on social me-
dia since it allows individuals to express them-
selves. However, little progress has been made
in comprehending the significance of emojis in
ED in texts, particularly in low-resource lan-
guages like Tamil. Along with the fundamental
emotions of fear, anger, joy, sorrow, disgust,
and surprise (Cherbonnier and Michinov, 2021),
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five additional categories of neutral, ambigu-
ous, anticipation, love, and trust are used in
this study.

This research investigates Tamil YouTube
comments to determine the emotions they rep-
resent. The primary purpose of this article is
to investigate how effectively emojis assist in
text emotion detection.

2 Prior Works

Prior works that used transformer-based mod-
els like Multilingual-BERT and XLM-R to
to categorize Tamil YouTube comments into
eleven emotions demonstrate how XML-R out-
performed all other models with a macro F1-
score of 0.33 (Mustakim et al., 2022). These
multilingual transformers are also used to de-
tect offensive hate and offensive content in
Tamil YouTube comments (Rajalakshmi et al.,
2023). The work details how the process of
stemming and affix stripping makes a differ-
ence by giving better results in BERT in-
puts, especially in MuRIL. Prior works also
focus on aspect-based and (Ganganwar and
Rajalakshmi, 2019) and context aware senti-
ment with attention-enhanced features from
bidirectional transformers (Sivakumar and Ra-
jalakshmi, 2022). Various text embedding
techniques/traditional algorithms are proposed,
particularly for short text classification.(Ra-
jalakshmi, 2014, 2015; Rajalakshmi and Ar-
avindan, 2018; Rajalakshmi et al., 2018; Ra-
jalakshmi and Xaviar, 2017; Rajalakshmi et al.,
2020)

Multilingual BERT models like Indic Bert
and XLMRoberta are used to detect offensive
content in code-mixed Hindi-English tweets.
Using them as embedding models with ensem-
ble models as downstream classifiers seem to
provide better performance than other classi-
fiers (Rajalakshmi et al., 2021c). BERT based
approaches see their usage not only in Tamil
but also Arabic tweets. Including emoji in
these approaches show an improvement in the
performance of the models in identifying hate
speech (Althobaiti, 2022). The work also states
that the incorporation of textual emoji descrip-
tions as features may enhance or degrade the
performance of the models, depending on the
number of examples per class and whether emo-
jis are a distinguishing characteristic between

classes. In previous works, sentiment analysis
and span detection is performed using trans-
formers models in code-mixed languages like
Tamil-English and Hindi-English (Ravikiran
et al., 2022)(Rajalakshmi et al., 2022c)(Ra-
jalakshmi et al., 2021b)(Kannan et al., 2021).

Emoji embedding is one way to develop fea-
tures for sentiment analysis tasks and can be
seen in works that implement in Bi-LSTM
based models for enhanced performace (Liu
et al., 2021). Other works in Indian languages
like Hindi and Marathi demonstrate the advan-
tage of using XGBoost for multiclass classifi-
cation (Rajalakshmi et al., 2021a). Sentiment
analysis on the English Twitter dataset shows
that the inclusion of emojis using TF-IDF as a
feature extraction technique shows marginal im-
provement over excluding the emojis (Yoo and
Rayz, 2021). Investigations show that a CNN
can be used for emotion detection in Tamil
when used with embedding approaches like
BoW, TFIDF, Word2vec, fastText, and GloVe
(Andrew, 2022). Moreover, there are works
which focus on detecting signs of depression us-
ing XGBoost and detecting abusive comments
in Tamil using transformer models from social
media (Rajalakshmi et al., 2022a)(Sharen and
Rajalakshmi, 2022).

The amount of emoji usage and the pres-
ence of text and emoji in expressing sentiments
have been examined using the web documents
of well-known male and female celebrities and
compares the overall emoji usage among the
most popular Twitter users (Gupta et al., 2020).
The work demonstrates how sentiment analy-
sis for both text and emoji is more thorough
and accurate. Prior works also used other
deep learning models like self-attentive LSTM,
BiLSTM-CRF and hybrid convolutional bidi-
rectional recurrent neural network for senti-
ment analysis (Sivakumar and Rajalakshmi,
2021)(Rajalakshmi et al., 2022b)(Soubraylu
and Rajalakshmi, 2021).

3 Proposed Methodology

Understanding the function of emojis in Tamil
text during sentiment analysis is the primary
motivation behind this work. Tamil comments
from YouTube are used as the input texts,
which are preprocessed and vectorized using
TF-IDF and MuRIL. Logistic Regression and
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Notation Emotion Count Notation Emotion Count
Joy Joy 585 Ant Anticipation 73
Neu Neutral 401 Dis Disgust 69
Tru Trust 183 Ang Anger 59
Lov Love 143 Sur Surprise 34
Amb Ambiguous 139 Fea Fear 12
Sad Sadness 120

Table 1: Dataset description

ensemble models like Random Forest and XG-
Boost are then trained on the features. Cross-
validation is performed on the results and fur-
ther analysis on the impact of emoji in text is
discussed.

3.1 Dataset
The dataset consists of text from 22200 Tamil
YouTube comments (Sampath et al., 2022).
The text are classified into 11 different emo-
tions: Neutral, Anger, Joy, Disgust, Trust, An-
ticipation, Ambiguous, Love, Surprise, Sadness
and Fear. Some texts contain emojis while
most of them don’t. Since the primary focus
of this research is to understand the role of
emojis, the texts without emoji are removed
and the dataset is constricted to 1818 texts
with atleast one emoji. The description of the
dataset and the notations used can be seen in
Table 1. It can also be noticed that some texts
in the dataset have one emoji, some have mul-
tiple emojis while others have the same emoji
repeated multiple times.

3.2 Preprocessing
In an attempt to understand the contributions
of emoji in a text, two additional input varia-
tions are considered for comparison. The first
variation has no emoji and the other variation
has the emojis name rather than the emoji itself.
Figure 1 shows the example of the the input
text variations. Another important thing to
note down is that, emoji names for emojis with
various skin tones are also mentioned down
in the text with emoji name column. Further
preprocessing is performed on all the columns
with text. Stopword removal is done by uti-
lizing the 125 stopwords suggested by Ashok
R. (Ashok, 2016). An affix stripping iterative
stemming algorithm (Porter, 2001) is used to
reduce derivative words to their root form. Af-
ter this, feature extraction of text takes place.

3.3 Feature Extraction
To vectorize the text data, this research em-
ploys two types of feature extraction techniques,
TF-IDF and MuRIL. Further, cross-validation
is performed on this vectorized data with a
K-fold of 5.

3.3.1 TF-IDF
Term FrequencyInverse Document Frequency
(TF-IDF) is employed for vectorizing the
dataset. TF-IDF determines how pertinent
a word is to a corpus or series of words in a
text. The frequency of a term in the corpus
offsets the way that meaning changes as a word
appears more frequently in the text.

3.3.2 MuRIL
MuRIL is a pre-trained BERT model from
Google’s Indian research division (Khanuja
et al., 2021). It is a multilingual language
paradigm that has only been trained on corpora
containing English and 16 additional Indian
languages, including Tamil. Masked language
modeling and translation language modeling
are the two stages of training. Here, the MuRIL
model is used as an embedding layer.

3.4 Classifiers
In this research, Logistic Regression, Random
Forest and XGBoost are utilized to train the
vectorized data. Hyperparameter tuning was
performed for all classifiers and the parameters
are presented in Table 2.

3.4.1 Logistic Regression
It is a machine learning model used for clas-
sification. The linear regression model is the
source of its development. A logistic function
is fitted with the output of the linear regression
model to forecast the target variable. In this
paradigm, a decision boundary is used. This
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Figure 1: Examples of input text variations

Classifier Hyperparameter used
Logistics Regression ’C’: 1, ’dual’: False, ’fit intercept’: False,

, ’penalty’: ’l2’, ’solver’:’newton-cg’
Random Forest ’bootstrap’: True, ’class weight’: None,

, ’criterion’: ’entropy’, ’max features’: ’log2’,
’n estimators’: 100, ’oob score’: False, ’warm start’: False

XGBoost ’booster’: ’gbtree’, ’grow policy’: ’depthwise’,
, ’learning rate’: 0.1, ’max depth’: 6,
’sampling method’: ’uniform’, ’tree method’: ’hist’

Table 2: Hyperparameters used for classifiers

establishes a cutoff point separating one class
of variables from another.

3.4.2 Random Forest

It is an ensemble method, which entails com-
bining numerous little decision trees, or estima-
tors, each of which produces its own predictions.
The random forest model incorporates the es-
timators’ predictions to deliver a more precise
prediction. Additionally, massive datasets with
a variety of dimensions and feature types can
be handled by random forests.

3.4.3 XGBoost

The gradient boosting framework is used by the
decision tree-based ensemble machine learning
method known as XGBoost. The XGBoost
classifier is reliable and produces effective re-
sults in a variety of distributed situations. It
also offers a wrapper class that enables mod-
els to be used in the scikit-learn framework as
classifiers or regressors.

4 Results and Discussion

In this research, the evaluation metrics taken
into account are weighted precision, weighted
recall and weighted F1-Score. Since the dataset
is imbalanced, weighted metrics are taken into
account. While recall measures how effectively
the positives are recognized, precision measures
how accurately the predictions are made. F1-
score is a culmination of the values of precision
and recall.

It can be inferred from the Table 3 that
both TF-IDF and MuRIL feature extraction
methods achieve greater results when used with
the XGBoost ensemble model. The XGBoost
algorithm builds upon the Random Forest al-
gorithm by introducing gradient boosting. By
attempting to minimize error before adding
further decision trees, the XGBoost algorithm
(Chen and Guestrin, 2016) outperforms the
Random Forest algorithm and thus in turn the
Logistic Regression algorithm. It is also made
abundantly clear that the presence of emojis in
the text increases the performance. However,
the way in which the emojis are represented
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also seems to play a role in the performance of
the model. It can be noted that text with emoji
receives a slightly better F1-score than plain
text in both feature extraction scenarios. This
may be explained by the fact that the addition
of the emojis increases the feature space of the
input vector, thus providing more information
for the classifiers to train on.

It can be inferred that in both TF-IDF
and MuRIL, text with emoji name has the
best results. This could account to the fact
that, when emojis are converted to its name
state, it has more repetitive terms. For in-
stance, the key word "Heart" appears in the
phrases "Red Heart ", "Growing Heart ",
"Sparkling Heart ", "Purple Heart ", "Blue
Heart ", and so forth. The meaning of a
heart is the same regardless of how it is shown
in an emoji. Every emoji has a distinct unicode.
This attributes to the fact that during vector-
ization, all these emojis are taken as unique
features even when they have something in
common. This issue is avoided when the emoji
is converted to textual format, where more em-
phasis is given to each word while increasing
the models performance.

Pre-trained transformer models generally
perform well in NLP tasks. Their ability to
do NSP (next sentence prediction) is used to
learn the context between words, which can be
used in a variety of tasks. Surprisingly Googles
MuRIL transformer model trained on multi-
lingual data including Tamil, fails to perform
better than its TF-IDF counterpart when used
as an embedding layer. The model overempha-
sizes one particular emotion, leading to all the
predictions being that particular emotion and
losing generalizability across the other emo-
tions. This might be due to the imbalanced
nature of the dataset. This case can also be
viewed in Vaishali Ganganwar et al work where
they proved that MuRIL showed underperfor-
mance due to dataset imbalance for Tamil text
(Ganganwar and Rajalakshmi, 2022).

Figure 4 details the six most occurring emojis
in the corpus taken and their occurrence across
all emotions. Taking a look at the distribution
of the emojis one can state that these popularly
used emojis though being extensively used in
two or three emotions are quite ambiguous and
are used in unexpected emotions. The emoji

sees its main usage in the Joy emotion, which
is to be expected as it represents rolling on
the floor in laughter. However it also sees use
in categories such as Ambiguous and Disgust
which can confidently said is not represented by
the emoji. From this it can be said that even
though emojis can denote the emotion of the
author of the text, they cannot be solely relied
on and have to be used in combination with the
words in the text. This is especially true in the
case of sarcasm, where the emoji might denote
an emotion which is not interpreted when one
reads the entire text.

Another interesting area to draw insights
from is the number of times an emoji is re-
peated. One might assume that the repetition
of a single emoji multiple times in a text would
be a strong indicator to a particular emotion.
However, from table 5 it is evident that it is
not the case. It is evident that the frequency
of use of 2- and 3-repeating emojis against a
single emoji differs. However, the coefficient of
variance reveals that their distribution across
all emotions is almost the same. To test the
validity of this hypothesis that the distribution
is same for all occurrences, a two sample t-
test was performed on each pair of occurrences.
The results of this test in Table 6 show that the
p-value is greater than 0.05 for all occurrences.
Thus we fail to reject the null hypothesis which
signifies that the mean is not affected by the
number of times emojis are repeated. This can
also be seen in Figure 2 as the curves for the
different occurrences have similar patterns even
if they differ in magnitude. Thus it is noted
that, the frequency of occurrence of an emoji
in the text is not indicative of the conveyed
emotion.

5 Conclusion and Future works

This study investigates the influence of emojis
on the detection of emotion portrayed through
Tamil YouTube comments. Text embedding
was performed using TF-IDF and the MuRIL
pre-trained model, while downstream classifiers
included Logistic Regression, Random Forest,
and XGBoost. The combination of TF-IDF
and XGBoost yielded the best results, with a
weighted-average F1 score of 0.32. Replacing
the emoji with a word that represents it out-
performed expressing it using UTF encoding
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Feature Category LR RF XGBoost
Extraction P R F1 P R F1 P R F1

Plain Text 0.24 0.29 0.25 0.23 0.29 0.24 0.25 0.31 0.25
TF-IDF Text + Emoji 0.25 0.30 0.26 0.24 0.30 0.25 0.26 0.32 0.26

Text + Emoji name 0.30 0.36 0.31 0.31 0.37 0.31 0.31 0.36 0.32
Plain Text 0.10 0.32 0.16 0.26 0.30 0.21 0.23 0.30 0.24

MuRIL Text + Emoji 0.10 0.32 0.16 0.26 0.32 0.23 0.25 0.31 0.25
Text + Emoji name 0.10 0.32 0.16 0.23 0.33 0.22 0.29 0.35 0.28

Table 3: Performance of different classifiers on TF-IDF and MuRIL. Here, P represents Weighted Precision,
R represents Weighted Recall and Weighted F1-Score.

Emoji Occ Joy Neu Tru Lov Amb Sad Ant Dis Ang Sur Fea
420 176 73 73 52 7 18 14 3 0 2 2
211 86 47 6 3 16 4 8 22 8 9 2
176 74 42 33 7 5 2 6 1 3 2 1
96 40 13 12 22 2 2 3 0 2 0 1
96 41 1 3 1 10 1 1 8 6 4 2
88 6 14 3 4 3 49 2 3 1 3 0

Table 4: Occurrence of the 6 most frequently used emojis and their distribution across all predicted
emotions

Emoji Occ Coeff Joy Neu Tru Lov Amb Sad Ant Dis Ang Sur Fea
162 0.1360 94 12 24 24 2 3 3 0 0 0 0
60 0.1205 31 7 8 5 0 6 1 1 0 1 0
223 0.1371 131 31 34 13 3 8 1 1 0 0 1
45 0.1445 28 7 6 1 1 1 0 0 0 1 0
27 0.1644 19 6 2 0 0 0 0 0 0 0 0
109 0.1343 61 19 20 2 0 1 3 1 1 0 1
30 0.1346 14 5 0 11 0 0 0 0 0 0 0
14 0.1229 7 1 3 2 0 0 1 0 0 0 0
52 0.1334 30 3 7 7 1 1 2 0 1 0 0

Table 5: Analysis on the occurrence of emoji repetition

Test Condition t p df Diff 95% C.I.
vs 1.2359 0.2308 20 14.82 -10.19 to 39.83
vs 0.3854 0.7040 20 5.55 -24.47 to 35.56

vs 1.0500 0.3062 20 9.2 -9.15 to 27.69
vs 1.2761 0.2165 20 7.45 -4.73 to 19.64
vs 0.9521 0.3524 20 5.82 -6.93 to 18.57

vs 0.5364 0.5976 20 -1.64 -8.00 to 4.73
vs 1.2696 0.2188 20 3.45 -2.22 to 9.13
vs 0.6541 0.5205 20 2.00 -4.38 to 8.38

vs 0.8716 0.3938 20 -1.45 -4.94 to 2.03

Table 6: Statistics associated with number of times emoji used for expressing emotion intensity.
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Figure 2: Repetition of in text and its normalized occurrence across all emotions.

or deleting it entirely from the text. The most
often used emojis appear on text that convey
an emotion very different to the one indicated
by the emojis, demonstrating that one cannot
rely just on these emojis to predict the emotion,
but rather utilize them in conjunction with the
text as has previously been shown useful. Re-
peated use of an emoji in the same text does
not produce a greater link with any particular
emotion than a single use of the same emoji as
has been proved by a test of significance.

Because the introduction of social media and
messaging applications has limited humans to
utilizing text and emoticons as the primary
mode of communication, this field of research
has enormous promise. Emojis can give insight
into the emotion that the author wishes to
convey, but they can also be deceptive, thus
other clues are necessary. More research may
be done on the distinct combination of emojis
and the emotion that they convey, as well as
how they vary if the emojis were present in-
dependently. The dataset’s imbalance was a
big impediment, and working on a balanced
dataset might provide better results. A big-
ger dataset with similar categories of emotions
can be employed in future work to generalize
findings from the study.
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