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Abstract
In this article, we present a recent trend of approaches, hereafter referred to as Collect4NLP, and discuss its applicability.
Collect4NLP-based approaches collect inputs from language learners through learning exercises and aggregate the collected
data to derive linguistic knowledge of expert quality. The primary purpose of these approaches is to improve NLP resources,
however sincere concern with the needs of learners is crucial for making Collect4NLP work. We discuss the applicability of
Collect4NLP approaches in relation to two perspectives. On the one hand, we compare Collect4NLP approaches to the two
crowdsourcing trends currently most prevalent in NLP, namely Crowdsourcing Platforms (CPs) and Games-With-A-Purpose
(GWAPs), and identify strengths and weaknesses of each trend. By doing so we aim to highlight particularities of each trend
and to identify in which kind of settings one trend should be favored over the other two. On the other hand, we analyze
the applicability of Collect4NLP approaches to the production of different types of NLP resources. We first list the types
of NLP resources most used within its community and second propose a set of blueprints for mapping these resources to
well-established language learning exercises as found in standard language learning textbooks.
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1. Introduction
The lack of NLP resources or the quality and/or cover-
age issues of existing ones is a long-standing obstacle
that has slowed down the research in NLP for all lan-
guages in general, especially for lower-resourced ones.
As most NLP resources cannot be obtained in a purely
automatic fashion, creating and/or curating them re-
quires human intervention and, accordingly, a key ob-
stacle for the creation of such datasets is the high cost,
both temporal and economic. As a result, most ef-
forts to build NLP resources have focused on a lim-
ited set of NLP resources for a handful of languages
such as English and other widely used languages. In
order to tackle this challenge, some efforts have relied
on crowdsourcing (Howe and others, 2006) to increase
the amount of manpower and/or reduce costs.
Indeed, as reCAPTCHA and the Wikipedia initiative
have proven, crowdsourcing is a versatile approach that
can be successfully applied to overcome challenging
tasks that, in most cases, cannot be solved by auto-
matic means and/or require an excessive amount of
cost-intensive expert manpower. Crowdsourcing can
be applied in many fields, provided that the tasks tack-
led can be solved by a crowd of people with a com-
patible skill set. This aspect makes NLP a very apt
field of application since, depending on how the task
is presented, it can rely on the language skills of any
language speaker as a potential crowd to tackle the col-
lection of NLP datasets for the languages spoken nowa-
days.1 Efforts aiming at crowdsourcing NLP resources
thus started soon after the rise of crowdsourcing back in
2006 (Howe and others, 2006) and have been followed

1Even though linguistic skills can vary among people.

up by numerous efforts over the past 1.5 decades.
In this article, we discuss the recent trend of
Collect4NLP-based approaches which collect the in-
puts provided by language learners to exercises auto-
matically generated from NLP resources and aggregate
them in order to derive linguistic knowledge of expert
quality (Nicolas et al., 2021) that can be used to up-
date and/or extend NLP resources. In other words, they
consider language learners as linguistic experts through
a controlled setting designed in the form of language
learning exercises and use a large quantity of their in-
puts to make up for their lower reliability.
First we discuss the applicability of the Collect4NLP
approach by comparing it to Crowdsourcing Platform
(CP) and Games-With-A-Purpose (GWAPs) based ap-
proaches in Section 4, and then present a range of NLP
resource types that are compatible with Collect4NLP-
based approaches by discussing how the NLP resources
could be mapped to exercises in language learning text-
books in Section 5. Before, in Section 2, we overview
the state of the art and briefly introduce in Section 3
the key aspects of the Collect4NLP approaches. We
discuss future work and conclude in Section 6.

2. Related Works
The related works include the different trends of crowd-
sourcing approaches used to collect NLP datasets. As
such, the relevant state of the art is composed of the
three aforementioned trends (CP-based, GWAP-based
and Collect4NLP-based approaches) and single efforts
that do not fit in any of the three trends.
CP-based crowdsourcing approaches are the ones most
commonly explored since crowdsourcing came into the
NLP landscape. They rely on dedicated platforms in
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which users perform tasks and are rewarded for it,
such as the Amazon Mechanical Turk2 (AMT), Click-
worker3 or CrowdFactory4. In general, the reward on
crowdsourcing platforms is a financial compensation of
some sorts. In addition, a few crowdsourcing platforms
exist, which base their work on a purely altruistic or
educational motivation of their volunteers, in the spirit
of Citizen Science, such as e.g. Zooniverse5 or Dis-
tributed Proofreaders 6. Relevant examples of efforts
of this trend are, among many others, efforts to col-
lect and transcribe speech corpora (Callison-Burch and
Dredze, 2010; Evanini et al., 2010), to carry out word-
sense disambiguation (Biemann, 2013) and named en-
tity annotation (Finin et al., 2010; Lawson et al., 2010;
Ritter et al., 2011), to create parallel corpora (Zaidan
and Callison-Burch, 2011; Post et al., 2012) or to trans-
late WordNets (Ganbold et al., 2018).
GWAP-based approaches mostly started after 2010 and
became a trend sufficiently developed and specific to
motivate the organization of a regular series of ded-
icated ’Games and NLP’ workshops collocated with
NLP conferences.7 Some of the most well-known
GWAP-efforts concern the annotation of anaphoras
(Chamberlain et al., 2008; Poesio et al., 2012; Poe-
sio et al., 2013), lexico-semantic associations between
words (Lafourcade, 2007), knowledge rules (Rodos-
thenous and Michael, 2016), syntactic dependency re-
lations (Fort et al., 2014; Guillaume et al., 2016a) or an-
notation of text-segmentation (Madge et al., 2017), but
GWAPs have also been used for other specific subjects
such as e.g. the labelling of speech data for language
recognition tasks (Cieri et al., 2021).
Collect4NLP-based approaches started to be more in-
tensively explored in the context of a European net-
work project called enetCollect COST Action (Euro-
pean Network for Combining Language Learning with
Crowdsourcing Techniques) started in 2017 and com-
pleted in 2021 (Nicolas et al., 2020). This project fos-
tered the development of numerous efforts to combine
language learning and crowdsourcing to create lexical
knowledge or semantic relations between words (Ro-
dosthenous et al., 2019; Lyding et al., 2019; Rodos-
thenous et al., 2020; Millour et al., 2019; Smrz, 2019;
Araneta et al., 2020; Arhar Holdt et al., 2021) or knowl-
edge about idioms (Eryiğit et al., 2022). To our knowl-
edge related research prior to enetCollect is very lim-
ited and just includes a few efforts in order to collect
translations (von Ahn, 2013), part-of-speech annota-
tions (Sangati et al., 2015) and syntactic dependencies
(Hladká et al., 2014) or is related only to the exer-
cise generation part of the paradigm, such as works by

2https://www.mturk.com/
3https://www.clickworker.com
4https://www.cloudfactory.com/
5https://www.zooniverse.org/
6https://www.pgdp.net
7https://gamesandnlp.com/

past-workshops/

(Greene et al., 2004) or (Pilán and Johansson, 2013).
The state of the art also includes crowdsourcing efforts
that do not fit well in any of the three trends. With re-
spect to this ”varia” group, the state of the art includes,
among others, efforts to collect sentiment annotations
(Funk et al., 2018), spelling errors (Tachibana and Ko-
machi, 2016) and speech data (Mollberg et al., 2020).

3. Collect4NLP in a Nutshell
The umbrella term Collect4NLP stands for Combin-
ing Language Learning with Crowdsourcing Tech-
niques for NLP dataset collection and includes all
approaches implementing an implicit crowdsourcing
paradigm (Nicolas et al., 2020). This paradigm states
that IF an NLP dataset can be used to generate lan-
guage learning exercises THEN the answers to these
exercises can be used to enhance the NLP dataset.
The paradigm frames a synergy between NLP stake-
holders and language learners, resulting from the fact
that, on an abstract level, both groups perform simi-
lar types of actions: creating and curating a language
model. Indeed, while the former create, curate and
use a language model in the form of a digital NLP
dataset that “teaches” a computer program how to pro-
cess and produce language content, the latter create,
curate and use a language model in the form of per-
sonal knowledge allowing them to process and pro-
duce language data. By channeling through crowd-
sourcing the learners’ efforts to complete exercises that
are automatically-generated from NLP resources, the
learners formulate, as a “side-effect” of the learning
activity, linguistically-motivated choices and decisions.
Those can be used as a (potentially noisy) source of
data for the enhancement of NLP resources. In other
words, this paradigm considers learners as linguists of
lower reliability. Instead of consulting expert linguists
on a linguistic question, the paradigm suggests to com-
bine the implicit ”judgements” of several learners to
answer the same linguistic question.
As demonstrated in Nicolas et al. (2021) for the use-
case of enhancing a lexical network for Romanian with
synonyms, aggregation mechanisms can make up for
the lower reliability of learner data by combining a
larger quantity of data. This way by aggregating the
inputs of multiple learners to a same set of questions
linguistic knowledge of expert quality can be created.
Such aggregation mechanisms work best if the inputs
crowdsourced from the learners are as simple as possi-
ble. If an exercise allows one to, directly or indirectly,
deduce a yes/no judgement from the learner (e.g. Is
’food’ a common noun?) then we would assume that in
most cases8 the reliability of the learners’ answers will
range from 50% (random answers) to 100% (correct
answer). This implies that each single learner answer,
even the weakest ones with 51% reliability, will con-
tribute to reaching statistical certainty. In other words,
provided that a sufficient number of answers to the

8effects of language interference like ’false friends’ aside

https://www.mturk.com/
https://www.clickworker.com
https://www.cloudfactory.com/
https://www.zooniverse.org/
https://www.pgdp.net
https://gamesandnlp.com/past-workshops/
https://gamesandnlp.com/past-workshops/
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same yes/no question can be collected, deriving the cor-
rect answer by cross-matching multiple learner judge-
ments is statistically achievable.

4. Weaknesses and Strengths across the
Three Trends of Approaches

In this section, we discuss how the three trends of
crowdsourcing approaches compare to one another
with respect to the following partly interrelated as-
pects: crowd motivation, crowd size, crowd involve-
ment, crowdsourcing rate, crowdsourcing quality, and
crowdsourcing costs. The crowd size and involvement
as well as the crowdsourcing rate and quality are the
key variables influencing the amount of data that can
be crowdsourced for each trend, if successfully applied.
Indeed, the larger the crowd involved and the higher
the crowdsourcing quality and resulting crowdsourcing
rate the greater will be the amount of data that can be
crowdsourced in a certain amount of time.
The crowd motivation and crowdsourcing costs de-
scribe the core conditions that have to be met to set up
approaches of each crowdsourcing trend and keep them
running. The crowd motiviation describes the pre-
conditions and incentives for a crowdsourcing trend to
work, while the crowdsourcing costs discuss the tech-
nical and pragmatical requirements that have to be ful-
filled to put a crowdsourcing trend into practice.
The detailed comparison relies on the practical experi-
ence we accumulated in researching Collect4NLP ap-
proaches while also keeping track of the state of the art
of the two other trends.
We conclude this section by an overall discussion of the
comparable aspects and individual strengths and weak-
nesses of each of the trends in relation to the others.

4.1. Crowd Motivation
The major factor for any crowdsourcing initiative to be
successful is the incentive it provides for a crowd to
participate. The three trends we are looking at provide
substantially different incentives for participation.
CP. Crowdsourcing platforms attract their crowdwork-
ers by a financial award for each crowdsourcing action
that is a small amount of money for each completed
HIT (Human Intelligence Task). Poesio et al. (2017)
report that rewards are usually fairly small in the range
from 0.01 - 0.20 US $ per HIT, depending on the com-
plexity of the task. The higher the award the higher the
motivation to participate.
GWAP. GWAP approaches aim to attract a crowd by
offering some fun or interesting game-like interaction
which at the time of game-playing is collecting data.
GWAPs use different gamification features like interac-
tion with other players, leaderboards, speed, level pro-
gression and badge systems. This way they aim to at-
tract different types of game players, like socializers,
achievers or players (Tondello et al., 2016). The more
satisfying or addictive the game experience the higher
the motivation to participate.

Collect4NLP. Collect4NLP approaches aim to inte-
grate crowdsourcing activities with a language learn-
ing service. Thus the incentive for a crowd of people
to participate is their desire or need to improve their
language skills. The more effective and engaging the
language learning experience the higher the motivation
to participate.

4.2. Crowd Size
Concerning crowd size we have to distinguish between
the overall size of the crowd that can be targeted by a
set of approaches and the effective subset of the target
crowd that we might be able to reach and involve for
each trend (see Section 4.3 on crowd involvement).
CP. Due to being a paid service and related legal and
tax regulations the crowd targeted by crowd platforms
is limited to legal adults. For the same reasons, some
platforms such as Amazon Mechanical Turk (AMT) re-
quire their users to be tax payers of a specific country.
Finally, depending on the crowdsourcing task a certain
level of language skills or a limitation to speakers of a
specific mother tongue might be imposed by the task
provider. Overall, CP-based approaches tend to apply
stronger selection criteria on their crowd than GWAPs
and Collect4NLP which limits the size of the crowd but
safeguards crowdsourcing quality (see Section 4.5).
GWAP. The target group for GWAPs comprises the-
oretically everyone who has access to a computer de-
vice. GWAPs particularly target a public that is in-
terested in playing games which is known to be huge
and rapidly growing.9 In 2008, von Ahn and Dabbish
(2008) stated that according to a report of the Enter-
tainment Software Association ’more than 200 million
hours are spent each day playing computer and video
games in the U.S.’. However, it has to be considered
that most GWAPs are not comparable to modern video
games in terms of their user experience but rather offer
a user-friendly task design with some gamification fea-
tures.10 As with CPs, for language-related GWAPs the
size of the target crowd is also limited by the required
language skills of its users though the pre-selection of
the crowd is less strict than for CPs.
Two of the most successful GWAPs for creating NLP
resources are Jeux-de-mots (Lafourcade and Nathalie,
2020) and Phrase Detectives (Chamberlain et al.,
2016). Over six years, more than 2700 active users
have created an annotated corpus of 302,224 tokens in
Phrase Detectives, and over a period of 13 years around
1.47 million games of Jeux-de-Mots have been played.
Collect4NLP. Similarly to GWAPs, the size of
the crowds that can potentially be involved in a
Collect4NLP-based effort are enormous as the target

9https://www.researchandmarkets.
com/reports/5546908/
gaming-market-global-industry-trends-share

10Jurgens and Navigli (2014) observe that ’current games
are largely text-based and closely resemble traditional anno-
tation tasks’ (see also Section 4.3)

https://www.researchandmarkets.com/reports/5546908/gaming-market-global-industry-trends-share
https://www.researchandmarkets.com/reports/5546908/gaming-market-global-industry-trends-share
https://www.researchandmarkets.com/reports/5546908/gaming-market-global-industry-trends-share
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group, in principle, extends to all people interested in
learning a language. Indeed, a report from the Euro-
pean Commission (2012) states that 21% of the Euro-
peans aged over 14 years, which amounts to about 90
million people, are actively learning a language. Given
that a good share of them should have access to online
tools the target group theoretically amounts to several
million people.

4.3. Crowd Involvement
The crowd involvement depends on the outreach to re-
cruit a crowd and the duration of their participation to
the crowdsourcing effort, also called user retention.
CP. For CP-based approaches, the outreach to a crowd
is managed by the platforms themselves. CPs usu-
ally have large user bases and effective mechanisms to
promote tasks. While the average participation time
per week can considerably vary among crowdwork-
ers, studies have proven that the involvement in crowd-
sourcing activities on CPs is mid-to-long term (more
than several months or years) for more than half of the
crowdworkers.11 Given that participation is financially
driven, the size of the participating crowd can be ad-
justed by increasing the provided budget.
GWAP. With respect to the outreach to participants,
GWAP-based approaches usually rely on specialized
channels of dissemination (e.g. specialized mailing
lists) and social media campaigns. The duration of the
crowd’s participation to GWAP approaches is limited
by the time the game offered remains attractive to the
users and some GWAPs managed to find some very
loyal users (e.g. Poesio et al. (2012)). This attrac-
tiveness aspect can be a fairly challenging one to tackle
as it requires researchers to formulate and provide lin-
guistic tasks in a joyful manner while competing with
immense amounts of games devised primarily for the
purpose of entertainment and often with a much higher
development and promotional budget. We therefore of-
ten observe that even highly elaborated and promoted
GWAPs are no longer used or available after some time.
Collect4NLP. With respect to the outreach to a crowd
of language learners we have to distinguish two scenar-
ios: outreach to learners for participating in prototypi-
cal Collect4NLP learning applications and outreach to
learners for using a fully-fledged learning solution that
integrates Collect4NLP approaches. The first case re-
lies on promotion campaigns and is comparable to the
outreach efforts for GWAPs. The second case would
be more comparable to the promotion of CPs as sta-
ble programs that provide a specific service to its users.
While several efforts of the first type have been created
in the past years, until now no large-scale application of
Collect4NLP approaches in full-grown or commercial
language learning applications exists. As prototypical

11International Labour Organization (2018) report that ’56
per cent of survey respondents had performed crowdwork for
more than a year; 29 per cent had crowdworked for more than
three years’.

efforts have shown (cf. e.g., Lyding et al. (2019; Nico-
las et al. (2021)) a crowd of users can be successfully
attracted for an experiment but this does not guarantee
that a substantial part of the crowd will continue be-
ing active beyond the duration of an experimental pe-
riod of a few weeks. This is likely due to the limited
learning value any prototypical application can offer. It
logically follows from this observation that the involve-
ment of a bigger crowd of learners presupposes the sys-
tematic integration of Collect4NLP approaches into a
full-grown (and possibly established) language learn-
ing platform. Once this can be achieved (see Section
4.6) the outreach to learners and their retention should
become very feasible, as the growing business of on-
line language learning solutions shows (see e.g. the
growth of DuoLingo12, Babbel13 and Busuu14 over the
past years).

4.4. Crowdsourcing Rate
In addition to the size of the crowd that can be reached,
the crowdsourcing rate, that is the rate of return for the
different crowdsourcing trends, depends on two fac-
tors: (1) the ratio between the user’s time investment
and the data crowdsourced, and (2) the aggregation fac-
tor to derive reliable results from crowdsourced data.
Accordingly, one hour of activity of a crowd of 20 peo-
ple can have a greatly different crowdsourcing revenue
for each of the different crowdsourcing trends.
CP. CP-based approaches allocate almost all of the
user’s time to crowdsourcing tasks. Excluded are only
some training tasks to prepare the user or occasionally
testing to evaluate the reliability of the users or to se-
lect a subset of them. Given that training sessions or
selection tests are usually unpaid15 the ratio of crowd-
sourcing is close to 100%. Also, crowdworkers are se-
lected and evaluated (see Section 4.5), therefore the ag-
gregation factor is expected to be rather low to derive a
meaningful result, though task-dependent. The rate of
return for CP-based approaches is very high.
GWAP. GWAP-based approaches are comparable to
CP-based approaches with respect to both the crowd-
sourcing ratio and the aggregation factor. The relia-
bility of crowdplayers is difficult to estimate a priori.
On the one hand, other than paid crowdworkers (cf.
Eickhoff and de Vries (2013)) crowdplayers have no
reason to cheat as they do not earn money with the ac-
tivity. On the other hand, nothing might restrain them
from cheating, as players have less to lose in case they
would be expelled from the activity. The rate of return
for GWAP-based approaches is high.

12https://www.duolingo.com/
13https://www.babbel.com/
14https://www.busuu.com/
15International Labour Organization (2018) report that ’On

average, workers spent 20 minutes on unpaid activities for
every hour of paid work, searching for tasks, taking unpaid
qualification tests, researching clients to mitigate fraud and
writing reviews.

https://www.duolingo.com/
https://www.babbel.com/
https://www.busuu.com/
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Collect4NLP. Collect4NLP-based approaches need to
work on top of a proper language learning service as
the language learning offer is the incentive for the
crowd of users to participate. As such, learning ser-
vices need to ensure a reliable feedback for most tasks
they send to their users while they can only crowd-
source data from users for a smaller fraction of the
tasks. This only allows for a very low crowdsourc-
ing ratio of ideally less than 10% which could be in-
creased by intelligent strategies for deriving meaning-
ful feedback from less reliable source data. Also, lan-
guage learners are expected to be less reliable than
both (mother tongue) crowdworkers and crowdplayers
which requires a higher aggregation factor and leads to
a lower crowdsourcing rate for Collect4NLP-based ap-
proaches as compared to CP and GWAP.

4.5. Crowdsourcing Quality
The quality of NLP data collected by any crowdsourc-
ing trend depends on the linguistic expertise of its
crowd as well as on the performance profiling of each
member of the crowd. The estimated proficiency and
performance of the crowd will determine the aggrega-
tion factor and thus in return strongly impact the crowd-
sourcing rate as described above.
CP. CP-based approaches usually target L1 speakers
or proficient L2 speakers. In addition, often pre-tests
or intermediate testing is performed to identify and ex-
clude low-performing crowdworkers.
GWAP. GWAP-based approaches also usually target
proficient L1 or L2 speakers. They sometimes request
an initial training phase to learn how the GWAP works
(cf. e.g. Fort et al. (2020), Chamberlain et al. (2016))
but rarely exclude participants through pre-testing .
Collect4NLP. Collect4NLP-based approaches target
language learners which are typically composed of
lesser proficient L1 speakers improving their mother
tongues and mostly L2 speakers learning foreign lan-
guages. As such, the overall linguistic expertise of
the crowds targeted by Collect4NLP approaches can
greatly vary, and requires the continuous profiling of
the performances of their participants in order to give
different weight to the answers of different learners
when aggregating the data crowdsourced from them.

4.6. Crowdsourcing Costs
One of the major advantages of crowdsourcing for data
collection is the expectedly lower cost as compared to
traditional contractual work. Still costs occur for any
crowdsourcing initiative to be set up and kept running.
CPs. On the one hand, CP-based approaches come
with costs for paying each HIT performed by the
crowdworkers. On the other hand, infrastructure costs
for setting up a CP-based crowdsourcing activity are
very low. Crowdsourcing platforms have been around
for almost two decades now (e.g. the AMT was
launched in 2005) and have received a great deal of
attention ever since. Accordingly, a rather diversified
set of platforms with varying characteristics have been

developed, tested and used. Therefore, there exist clear
solutions to define tasks and process the data crowd-
sourced that anybody can rely on.
GWAP. In GWAP-based approaches no costs have to
be foreseen for paying the crowd, however compared
to CP-based approaches less ready-to-use infrastruc-
ture is available which leads to higher development
costs. GWAP-approaches can rely on a number of
freely available code repositories and libraries such
as PythonGameLibraries16 in order to implement the
gaming aspects of their approaches. Also, a growing
number of previous efforts such as Fort et al. (2020)
and Guillaume et al. (2016b) have made their code
freely available. However, as different GWAPs usually
target very specific and varying crowdsourcing tasks
and require different solutions for the processing of
the data crowdsourced, the creation of any new GWAP
comes with considerable development costs17.
Collect4NLP. As a recent research trend, Collect4NLP
has no generic reference code repositories or libraries
to rely on at present, even though code repositories
of several prototypes such as in Lyding et al. (2019)
and Araneta et al. (2020) are made freely available.
This means that the development of Collect4NLP ap-
proaches is open-ended and challenging and corre-
sponding development costs are currently still high. In
addition, even though the automatic generation of lan-
guage learning exercises has been researched in numer-
ous CALL efforts, most past efforts have primarily fo-
cused on textual data in which part of a textual content
is removed and learners are asked to fill a gap (cf. e.g.
Knoop and Wilske (2013; Lee et al. (2019)) but not on
a wider variety of different types of content provided by
NLP resources (e.g. lexical networks). As such, also
the generation of exercises is an open research chal-
lenge that comes with considerable costs.

4.7. Which Trend to Favor over the Others?
The detailed discussion of the three trends of ap-
proaches demonstrates that each trend has its particular
strengths and none of them truly dominates the other
two. When undertaking a new initiative to crowdsource
NLP datasets, and more generally speaking when en-
visioning the future of crowdsourcing NLP datasets we
should therefore carefully consider what each trend has
to offer, and which investments it requires.
CP-based approaches are the most established and most
reliable solution, be it in terms of crowd involvement,
crowdsourcing rate or crowdsourcing quality. They are
the most seamless way to start a new crowdsourcing
project as they rely on established service infrastruc-
tures (e.g. AMT) and the crowd size is easily scalable
as long as financial means are available to pay for the

16https://wiki.python.org/moin/
PythonGameLibraries

17Poesio et al. (2013) indicate a total of around 100,000
US $ of development costs for Phrase Detectives which al-
lowed to annoatate 162,000 complete tokens in three years.

https://wiki.python.org/moin/PythonGameLibraries
https://wiki.python.org/moin/PythonGameLibraries
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crowdworkers. Leaving ethical issues aside (Fort et al.
(2011), Schmidt (2013)), the major drawback of CP-
based approaches are their continuous costs.
GWAPs and Collect4NLP-based approaches have the
potential to greatly reduce costs in the long term, as
the crowd is participating due to motivations other than
financial ones. However, the challenge of these ap-
proaches is to satisfy the expectations of the crowd,
be it in terms of fun in playing games or progress in
learning a language. For GWAPs this means creating
games that live up to today’s gaming standards, while
for Collect4NLP-based approaches an integration with
existing effective language learning solutions would be
desirable. Creating effective solutions requires consid-
erable research and development efforts. As mentioned
above, little programming frameworks and tools for the
creation of GWAP-based and Collect4NLP-based ap-
proaches exist, and for Collect4NLP also the mecha-
nisms for generating exercises and aggregating poten-
tially flawed learner responses still have to be explored
and defined. If these challenges can be overcome, for
both trends large crowds could be involved. This would
also allow to make up for the expected lower crowd-
sourcing rate and lower crowdsourcing quality, in par-
ticular in relation to Collect4NLP-based approaches.
We conclude that for achieving short-term results of
reasonable scope CP-based approaches are the safest
and most economical choice. At the same time, we
see a strong need for advancing research and develop-
ment efforts on GWAP-based and Collect4NLP-based
approaches in order to work towards sustainable solu-
tions in the long term, provided that such approaches
could rely on an immense crowd of unpaid contributors
and thus bear a much greater and ethically less prob-
lematic potential to advance NLP resource creation.

5. Applicability of the Approach for
Different Types of NLP Resources

In order to demonstrate how the Collect4NLP approach
could be applied to different types of NLP resources we
started by looking for a reference set of common lan-
guage resource types. After some searching we ended
up at the CLARIN Resource Families (CRF) (Fišer et
al., 2018), which we decided to be a suitable reference
set. The CRF are a manually curated set of collections
of linguistic resources (and tools, but those are not rele-
vant for our approach) grouped into so-called families.
They provide an overview of the resources available in
the CLARIN infrastructure and beyond and thus con-
stitute a de facto standard of the current state-of-the-art
of NLP resources in Europe. They have been very pop-
ular with researchers, because they adhere to certain
quality standards and come with brief descriptions and
the most important metadata, such as resource size, text
sources, time periods, annotations and licences as well
as links to download pages or concordancers.
The CRF distinguish three coarse groups of resources:
corpora, lexical resources and tools, of which the first

Corpora Lexical resources
Computer-mediated Lexica
communication corpora
Corpora of academic texts Dictionaries
Historical corpora Conceptual Resources
L2 learner corpora Glossaries
Literary corpora Wordlists
Manually annotated corpora
Multimodal corpora
Newspaper corpora
Parallel corpora
Parliamentary corpora
Reference corpora
Spoken corpora

Table 1: NLP resources in the CRF

two are relevant for our case. The groups are subdi-
vided into more fine grained categories as displayed for
corpora and lexical resources in Table 1

5.1. Tasks in NLP Resource Collection
The corpora and lexical resources listed among the
CRF cover a wide range of datasets. They differ both
in terms of their type of content as well as, and partly
related to it, in their basic data characteristics and the
annotation layers applied to them.
For corpora the most prevailing characteristics are con-
temporary and written data and the most prevalent an-
notations are basic processing including:

• tokenisation

• lemmatisation

• PoS/MSD-tagging

• syntactic parsing (partly).

For lexical resources the following data entries and an-
notations are most common:

• lemmas

• word forms

• basic morphological information

• semantic relations

• usage examples.

These characteristics translate into a set of tasks for
creating or curating NLP resources, such as ’detecting
word boundaries’, ’assigning grammatical categories
to words’, ’linking words by semantic relations’, ’cre-
ating word definitions’, etc.
These tasks are usually carried out intentionally by ex-
perts or instructed laymen in order to create NLP re-
sources. However, we claim that the Collect4NLP ap-
proach allows to shift part of these tasks to language
learners. This requires to provide them with a mean-
ingful learning exercise, whose completion produces
the required type of data as a side effect.
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Exercise Annotation
’Odd-one out’ semantic relation
Synonyms semantic relation
Antonyms semantic relation
Forming word groups semantic relation
Identify words headword selection
Assign grammar category part-of-speech tagging
Filling the gap part-of-speech tagging

Table 2: Language exercises and related annotations

In the following subsections we first look into common
language learning exercises, and second outline a num-
ber of blueprints for how language learning exercises
can be combined with NLP resource creation tasks.

5.2. Relevant Exercises for Collect4NLP
To get an overview of the types of exercises that are
commonly used in language learning we investigated
a number of language learning books. Assuming that
established exercise types are effective and meaning-
ful for language learning we created a list of those ex-
ercises that could serve for crowdsourcing purposes.
The resulting collection (see Annex A) is, obviously,
not an exhaustive list, but we tried to get a more di-
verse sample by looking at books from various publish-
ers, courses for various languages and various types of
books (e.g. full language course, exercise book).
While looking at the exercises we kept in mind which
annotation tasks we aim to complete and grouped the
exercises accordingly (see Table 2).
Hereafter, we explain for a number of exercises how
they can be used to generate or correct NLP resources.

5.3. Blueprints
The purpose of the following blueprints is to pro-
vide examples of pairs of NLP resources and language
learning exercises and to show how they can be com-
bined to both serve a language learning need and to
crowdsource NLP data. The full list of blueprints is
found in a related technical report18.

5.3.1. ’Odd-One Out’ and ’Find the Companion’
One classic exercise type consists of a list of words
of which the learner has to select the ’odd-one out’.
The exercise is designed such that all words apart from
one have the same semantic property (e.g. ’days of the
week’). In order to correctly identify the one word that
is different the learner has to understand the meaning
of the different words. Figure 1 gives an example of
this type of exercise for learners of Italian.
The NLP resources that such an exercise could be
linked to are conceptual lexica or wordnets (see CRF19)

18see https://enetcollect.net/ilias/goto.
php?target=file_1214_download&client_id=
enetcollect for a more comprehensive list

19https://clarin.eu/resource-families/
lexical-resources-conceptual-resources

Figure 1: Find the ’odd-one out’

that encode hyponymy relations. For example, ’bull-
dog’, ’labrador’ and ’poodle’ are all hyponyms of the
hypernym ’dog breed’, while ’sparrow’ is not.
Blueprint: A language learning exercise could au-
tomatically be generated from a conceptual network
by extracting several hyponyms of any relevant hyper-
nym20 and by putting any word that is not among the
hyponyms in the middle. When used in language learn-
ing the answers given by a number of learners can be
used to verify or discard some of the hyponym relations
encoded in the resource.
A similar, but slightly different exercise type is the ’find
the companion’ scenario. It provides a list of words to
the learner among which they have to match those pairs
of words that have the same meaning. Figure 2 shows
an example of this type of exercise for Dutch.

Figure 2: Find the ’companion’

Also here, the NLP resources that such an exercise
could be linked to are conceptual lexica or wordnets
given that they encode synonymy relations.
Blueprint: A number of synonyms are taken from the
wordnet together with words that are suspected to have
a similar meaning. Students are presented with the
words and have to match the synonyms. If the sus-
pected synonyms are matched a lot of the time this can
be taken to mean they are indeed synonyms.

5.3.2. Identify Words in String
Another common type of exercise asks the learners
to identify existing words within the target language.
Commonly this exercise takes the form of a word grid
where the student has to find a certain number of words,
see Figure 3 for an example for Italian. Another way
is to present the learner with just a very long string that

20Relevance will be determined in relation to the learners’
level and their learning target, e.g. vocabulary acquisition
related to ’food and cooking’.

https://enetcollect.net/ilias/goto.php?target=file_1214_download&client_id=enetcollect
https://enetcollect.net/ilias/goto.php?target=file_1214_download&client_id=enetcollect
https://enetcollect.net/ilias/goto.php?target=file_1214_download&client_id=enetcollect
https://clarin.eu/resource-families/lexical-resources-conceptual-resources
https://clarin.eu/resource-families/lexical-resources-conceptual-resources
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contains the words to be identified, see Figure 4 for an
example for Dutch.

Figure 3: Find words in a grid

As can be seen from the two examples provided, often
these exercises constrain the possible words by explic-
itly stating a semantic domain that they should belong
to as in Figure 3, but that is not always the case.

Figure 4: Find words in a string

Such a type of exercise could be used on an annotated
text corpus that has been tokenized/lemmatized auto-
matically. The learner input can confirm the results
produced by the NLP pipeline by ensuring that it has
detected the right words or word forms. For such a
setup, one would need the more generic exercises like
in figure 4 and not the domain-specific ones. Likewise
this exercise type could also be linked again to ”word-
based” NLP resources like dictionaries and lexica and
could help, for example, to confirm possible neolo-
gisms that have been pre-identified by an NLP pipeline.
If a certain number of learners find these words in the
exercise, it can be assumed that they are actual words.
Blueprint: A number of potential words are taken
from a) an annotated corpus, which has been tok-
enized/lemmatized or b) a dictionary where they have
been added as neologisms by an NLP pipeline. These
possible words are then inserted together with a larger
number of ”confirmed” words into a word grid or a long
string. If most learners also pick out the ”new” words
they can be considered as actual words.

6. Conclusions and Future Work

We discussed in this article the applicability of the re-
cent trend of Collect4NLP-based crowdsourcing ap-
proaches by comparing it to CP-based and GWAP-
based approaches with respect to several key aspects
and by outlining a first set of blueprints for combin-
ing NLP resources with language learning exercises.
Our conclusion regarding the relevance and viability
of Collect4NLP-based approaches is that they have no-
ticeable advantages over the other two trends with re-
spect to the crowd motivation and accordingly crowd
size and crowdsourcing costs. Also, the reported ef-
forts to match language learning exercises with types
of NLP datasets suggest that Collect4NLP-based ap-
proaches are indeed applicable to several popular types
of datasets registered within the CRF. Both analyses
indicate the high potential of Collect4NLP-approaches
for large-scale and sustainable crowdsourcing efforts,
both concerning the crowdsourcing potential as well
as concerning the needs of NLP stakeholders curating
datasets. At the same time, this new trend also comes
with demanding challenges related to researching its
mechanisms and integrating them into language learn-
ing solutions. In addition to its overall novelty, this
may explain why Collect4NLP-approaches have been
less researched so far compared to the other two trends.
In terms of future works, as next steps we will discuss
our current conclusions on the comparisons discussed
in Section 4 with experts in CP- and GWAP-based ap-
proaches. Indeed, as our main research expertise lies
with Collect4NLP-based approaches our overall vision
of the three trends might be biased to some extent and
deserves continuous exchange and confrontation with
experts of the related communities.
With respect to advancing Collect4NLP-based ap-
proaches, our next steps will focus on extending the
list of blueprints matching language learning exercises
with types of datasets that could be crowdsourced as
discussed in Section 5. We foresee to study more text-
books for a wider set of source and target languages,
possibly also extending over non-European languages
with the intuition that we will encounter other exercises
that could be linked to a type of dataset we have not
considered yet. With a similar reasoning in mind, we
will also explore the types of exercises provided by lan-
guage learning apps. Last but not least, we intend to
perform a finer grained comparison between the types
of datasets targeted by previous efforts implementing
CP- and GWAP-based approaches in order to evalu-
ate how Collect4NLP-based approaches compare to the
other two approaches in relation to dataset coverage.
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A. Appendix
Here we will provide a short list of all the exercise
types we identified. For more context, including the
accompanying blueprints and example pictures we
refer to the related technical report21.

”Odd one out”
Exercise: Students are presented with a list of words
with the same semantic property (e.g. days of the
week). They have to pick the one word that does not
belong with the others, the ”odd one out”.

Relation: At location
Exercise: The student is presented with pictures of
a number of things that belong to a certain loca-
tion. For example ”Which of these things can be
bought in which kind of store?” The student has to
match the product to the store. Or: ”Which of these
types of furniture can be found in which room?” The
student has to match the items of furniture to the rooms.

Labelling, text-retrieval
Exercise: ”What are these ads about?” Students are
presented with short texts that they need to connect to
a term that is most likely the topic of the text.

Definitions
Exercise: ”Write down the terms for these defini-
tions.” Students are shown short definitions and have
to provide the term that is described.

Collocations
Exercise: ”Connect these fragments to form collo-
cations.” Students are presented with a number of
typical collocations (e.g. ”a flock of sheep”), but they
are broken apart and shuffled. The students need to
connect the parts to form real collocations.

Gender
Exercise: ”Fill in the correct adjective in the correct
form.” Students are presented with a sentence missing
an adjective. The adjectives are provided in their base
forms. Students have to match the adjective to the right
sentence and make sure that it has the right form to
agree with the corresponding noun.

Antonyms
Exercise: ”Write down the opposite.” Students are
presented with a number of words and have to provide
the opposite.

Generic Relations
Exercise: ”Which words belong together?” Students
are presented with a number of words and have to
match them into pairs.

21see https://enetcollect.net/ilias/goto.
php?target=file_1214_download&client_id=
enetcollect for a more comprehensive list

https://enetcollect.net/ilias/goto.php?target=file_1214_download&client_id=enetcollect
https://enetcollect.net/ilias/goto.php?target=file_1214_download&client_id=enetcollect
https://enetcollect.net/ilias/goto.php?target=file_1214_download&client_id=enetcollect
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Synonyms or ”find the companion”
Exercise: ”Match the words that mean the same.”
Students are presented with a number of words and
have to match the ones that have the same meaning.

Identify words
Exercise: ”Find all the words.” Students are presented
with a long string of letters or a word grid in which
they have to identify a number of words all related to a
specific topic.

Orthography
Exercise: ”Read the text and mark all the ortho-
graphic mistakes.” Students are presented with a text
and have to mark all orthographic mistakes they can
spot.

Grammar
Exercise: ”Check the sentences that contain grammat-
ical errors.” Students are presented with a number of
sentences and have to mark the ones that contain a
grammatical error.
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