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Interactive environments have played a pivotal role in the development of reasoning mechanisms in intelligent species. Recent advances in language generation, multimodal learning, interactive and embodied learning with using language as a mode of instruction for learning have increased focus to addressing challenges in this growing topic of research. In the horizon, there is scope for realizing scenarios where agents with primitive task knowledge and an interact-and-learn procedure to systematically acquire knowledge through its interactions with the environment. This Novel Ideas in Learning-to-Learn through Interaction (NILLI) workshop focuses on collecting discussions to improve clarity towards the challenges in this topic of research which require modeling sophisticated continual interactive agents across diverse tasks and mediums of interactions. This interdisciplinary research topic unifies research paradigms of lifelong learning, natural language processing, embodied learning, reinforcement learning, robot learning and multi-modal learning towards building interactive and interpretable AI.
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Keynote Talk:
Jakob Foerster
Oxford University

Bio: Jakob Foerster is an Associate Professor at the department of engineering science at the University of Oxford. During his PhD at Oxford he helped bring deep multi-agent reinforcement learning to the forefront of AI research and interned at Google Brain, OpenAI, and DeepMind. After his PhD he worked as a research scientist at Facebook AI Research in California, where he continued doing foundational work. He was the lead organizer of the first Emergent Communication workshop at NeurIPS in 2017, which he has helped organize ever since and was awarded a prestigious CIFAR AI chair in 2019.
**Keynote Talk:**

**Jacob Andreas**  
MIT  

**Bio:** Jacob Andreas is an assistant professor at MIT. His research aims to build intelligent systems that can communicate effectively using language and learn from human guidance. Jacob earned his Ph.D. from UC Berkeley, his M.Phil. from Cambridge (where he studied as a Churchill scholar) and his B.S. from Columbia. As a researcher at Microsoft Semantic Machines, he founded the language generation team and helped develop core pieces of the technology that powers conversational interaction in Microsoft Outlook. He has been the recipient of Samsung’s AI Researcher of the Year award, MIT’s Kolokotrones teaching award, and paper awards at NAACL and ICML.
Keynote Talk:
Maja Rita Rudolph
Bosch Center for AI

Bio: Maja Rudolph is a Senior Research Scientist at the Bosch Center for Artificial Intelligence, where she works in the field of deep probabilistic modeling. She completed her Ph.D. in Computer Science at Columbia University, advised by David Blei, in 2018. Maja holds an MS in Electrical Engineering from Columbia University and a BS in Mathematics from MIT.
Bio: Karthik Narasimhan is an assistant professor in the Computer Science department at Princeton University. His research spans the areas of natural language processing and reinforcement learning, with the goal of building intelligent agents that learn to operate in the world through both their own experience (doing things) and leveraging existing human knowledge (reading about things). Karthik received his PhD from MIT in 2017, and spent a year as a visiting research scientist at OpenAI, contributing to the GPT language model, prior to joining Princeton in 2018. He is the recipient of a Google Research Scholar Award (2022), an Amazon research award (2019) and best paper awards/nominations at EMNLP (2015, 2016).
Keynote Talk:
Joyce Chai
University of Michigan

Bio: Joyce Chai is a Professor in the Department of Electrical Engineering and Computer Science at the University of Michigan. Prior to joining UM in 2019, she was a Professor in Computer Science and Engineering at Michigan State University. She has over twenty years of research experience in the areas of natural language processing, situated and multimodal dialogue systems, human-robot communication, and artificial intelligence. Her recent work, with strong connections to psycholinguistics and cognitive science, explores intersections between language, vision, and robotics to enable human-agent communication. Her research has been supported by NSF, DARPA, and ONR. She holds a Ph.D. in Computer Science from Duke University.
Keynote Talk:
Mark Riedl
Georgia Institute of Technology

Bio: Dr. Mark Riedl is a professor in the Georgia Tech School of Interactive Computing and associate director of the Georgia Tech Machine Learning Center. Dr. Riedl’s research focuses on human-centered artificial intelligence—the development of artificial intelligence and machine learning technologies that understand and interact with human users in more natural ways. Dr. Riedl’s recent work has focused on story understanding and generation, computational creativity, explainable AI, and teaching virtual agents to behave safely.
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