
Proceedings of the Natural Legal Language Processing Workshop 2022, pages 12 - 30
December 8, 2022 ©2022 Association for Computational Linguistics

On What it Means to Pay Your Fair Share: Towards Automatically
Mapping Different Conceptions of Tax Justice in Legal Research Literature

Reto Gubelmann and Peter Hongler and Elina Margadant and Siegfried Handschuh
University of St.Gallen

Dufourstrasse 50
9000 St.Gallen

{reto.gubelmann,peter.hongler,elina.margadant,
siegfried.handschuh}@unisg.ch

Abstract

In this article, we explore the potential and
challenges of applying transformer-based pre-
trained language models (PLMs) and statisti-
cal methods to a particularly challenging, yet
highly important and largely uncharted domain:
normative discussions in tax law research. On
our conviction, the role of NLP in this essen-
tially contested territory is to make explicit im-
plicit normative assumptions, and to foster de-
bates across ideological divides. To this goal,
we propose the first steps towards a method
that automatically labels normative statements
in tax law research, and that suggests the nor-
mative background of these statements. Our
results are encouraging, but it is clear that there
is still room for improvement.

1 Introduction

Disagreements about normative claims are noto-
riously hard to resolve, and in some cases, they
are even hard to recognize as such. For instance,
consider (1). Do you think that a tax system that
follows this principle is just?

(1) To be just, a taxation system must tax peo-
ple with the same income equally.

Example (1) illustrates what we mean by a norma-
tive claim: A moral judgment of some kind, that is,
an assertion that something is either morally right
or wrong. As we restrict our scope to tax law, the
normative claims that we are interested in pertain
to moral judgments of specific tax systems. Hence,
while example (1) counts as a normative claim, ex-
ample (2) does not count. While the latter is also
about tax law, it does not make a claim about what
is just or unjust in this domain, but rather what is
legal.

(2) It is illegal not to pay one’s taxes.

In the discussion on tax justice, claims of the kind
of (1) are regularly made, and even more often they
figure implicitly in the arguments of legal schol-
ars. For example, consider (3), which does not
make an explicit claim about what is just in taxa-
tion matters, but which implicitly presupposes an
idea of the kind expressed in example (1). In the
worst case, adherents of different normative posi-
tions will retreat into their normative bubbles and
hence permanently hinder any truly rational debate
about these topics.

(3) Taxation cannot consider the needs of the in-
dividuals or their dependents, as this would
lead to people with the same income being
taxed at a different rate.

To move towards improving this situation, we
explore the use of state-of-the-art PLMs to detect
and to classify normative statements in tax law
research texts. More specifically, using a variety
of classifier configurations, we first explore the
sensibility of state-of-the-art PLMs for different
normative backgrounds in a hyperparameter search
experiment. Second, we use the configurations that
have shown to perform best to iteratively develop a
dataset as well as a method that both identifies nor-
mative statements and that classifies them into five
distinct normative categories. Finally, we validate
our results with the help of two experts without any
previous knowledge of the project.

We make two contributions to the field. First,
studying a domain within legal NLP that has so far
remained entirely uncharted, we provide specific
recommendations and insights for further research
in this area. Second, we publish a high-quality,
expert-verified dataset for this domain that is of
considerable size given the complexity of the task.

We note that our task and domain differ sub-
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stantially from, and hence nicely complement first-
order legal NLP tasks: rather than analyzing spe-
cific rulings, provisions, or contracts, our target
is the second-order discussion about which kinds
of provisions, rulings, and contracts might be just,
which means that the content, vocabulary and goals
of our target texts will differ accordingly. Our do-
main also complements studies of the normative
attitudes used to describe individual moral stances,
such as in moral foundations theory, or in human
values approaches, see Kiesel et al. (2022) and
Hoover et al. (2020): Our research focuses on a
discussion that belongs to political philosophy, cen-
tering around the question what constitutes a just
system of taxation, rather than analyzing the moral
motivations of individuals to adopt one position
rather than another.

While these second-order discussions about tax
justice are clearly separable from the first order
ones, the former directly influence the latter. If a
judge subscribes to the libertarian view that income
taxation is “on a par with forced labor” (Nozick,
1974, 169), then her rulings will show much more
sympathy for individuals who try to avoid paying
taxes by all means. In contrast, if she subscribes to
a more Rawlsian view that mandates redistribution
of wealth insofar as it constitutes unjustifiable in-
equalities, she will have much less sympathy with
wealthy individuals who are optimizing their tax
bills.

The task in focus of this article is both chal-
lenging and important. It is challenging because
recognizing the specific normative background of a
statement such as (1) and (3) requires expert knowl-
edge, and even with such expert knowledge, gen-
uine uncertainties remain in some cases. More fun-
damentally, it means that the very definition of the
categories as well as the identification of the first
samples that fall under these categories requires
expert knowledge from legal studies. As a con-
sequence, the present project is interdisciplinary
throughout: only a combination of expertise in le-
gal studies and NLP can achieve progress on this
topic. In our second experiment, we address this
challenge by iteratively combining expert input and
classifiers in a bootstrapping procedure.

Furthermore, considered from a technical per-
spective, the amount of lexical overlap is sub-
stantially higher than in typical clustering or
classifying settings, say, in classical word-sense-
disambiguation (WSD) tasks (see Navigli 2009 for

a survey), where the method has to distinguish en-
tirely different senses of words such as “bank”.
This is because different normative conceptions of
tax justice do not constitute fully-fledged cases of
ambiguities: if adherents of two different norma-
tive theories debate tax justice, they might disagree
strongly on the correct conception of tax justice.
However, unlike in bank-cases of ambiguity, both
mean to capture the same idea.

In the pertinent philosophical and linguistic lit-
erature, such concepts are called “essentially con-
tested concepts”. The conception was first pro-
posed by Gallie (1955), for recent discussions see
Collier et al. (2006) and Rodriguez (2015). Ac-
cording to this conception, concepts such as TAX

JUSTICE are such that essential parts of their mean-
ing are disputed. And the reason for the dispute is
that the disagreement is due to larger-scale differ-
ences in worldview.

The task is important because the subject matter
that is addressed in such normative arguments is of
central importance for liberal democratic societies.
The politically crucial questions of liberal states
are of essentially contested nature. What counts as
a just taxation system directly influences the lives
of the members of that society. Hence, providing
support to navigate such normative landscapes is of
central importance for liberal democratic societies.

2 Related Research

We focus on two areas of related research: the work
on word- and sentence-embeddings that we use to
represent statements, and legal NLP, the subdomain
of NLP that is concerned with legal texts.

We emphasize two aspects that separate our fo-
cus from that of current related research. First, the
vast majority of research in legal NLP focuses on
first-order legal texts, that is, specific provisions,
court decisions, or contracts. In contrast, we fo-
cus on second-order legal texts, that is, on research
literature about such provisions or court decisions.
Second, to date, there simply is no research that
focuses on normative positions within the legal
domain. These two distinguishing characteristics
force us often to resort to generic approaches.

We use three different kinds of embeddings for
our experiments; two of them are based on the
transformer architecture (Vaswani et al., 2017),
the third kind consists of classic distributional em-
beddings. First, we use embeddings generated by
word-based PLMs, namely bert-base-cased and
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bert-large-cased (Devlin et al., 2019) as well as
roberta-large (Liu et al., 2019). Among this cat-
egory, we include legal-bert, a model specifically
designed for first-order legal texts (Chalkidis et al.,
2020).1

Second, we test a number of sentence-based
PLMs, namely SBERT-Models (Reimers and
Gurevych, 2019), as initial explorations showed
that they perform clearly best. These SBERT-
Models are based on a variety of transformer-
based PLMs (in addition to the classical BERT and
RoBERTa, these are mpnet, Song et al. 2020, distil-
roberta, Sanh et al. 2019, AlBERT, Lan et al. 2019,
and minilm, Wang et al. 2020). SBERT-Models are
optimized for sentence-level comparison of embed-
dings via geometric similarity or distance measures
such as cosine similarity.

Third, we use non-transformer-based, distribu-
tional classical word embeddings, namely GloVE
(Pennington et al., 2014) and Komninos (Komni-
nos and Manandhar, 2016) for purposes of compar-
ison.2

For classification, we use support-vector-
machines (“SVMs”, Boser et al. 1992); SVMs sys-
tematically try to find the optimal hyperplane sepa-
rating samples of different categories. We use the
scikit-learn implementations of all the clustering
and classification algorithms used in this study, see
Pedregosa et al. (2011).

Dale (2019) shows that NLP has been used in
the legal domain since the 1960ies, with the size
and the financial significance of the legal business
seemingly creating a perfect environment for the
development and application of domain-specific
NLP methods. However, as Tang and Clematide
(2021) detail, the legal domain poses specific chal-
lenges, among them the unusual length of typical
legal documents, a jargon that differs on the lexical
and syntactic level from standard English, domain-
specific notions of relevance, and the high cost of
obtaining high-quality labelled data (legal experts
are expensive).

These challenges explain why many core tasks in
legal NLP are still unsolved. Perhaps most promi-
nent among them is the task of finding relevant
legal documents (i.e., codified legal texts as well as
authoritative court decisions) given a specific query.
Thus, Chalkidis et al. (2020) systematically investi-

1These models were downloaded from huggingface.co, see
Wolf et al. (2019).

2The SBERT- as well as the classical models were obtained
from https://www.SBERT.net/docs/pretrained_models.html.

gate good practices for training transformer-based
PLMs that perform well in typical first-order legal
tasks (classification of laws and court decisions as
well as named-entity recognition in contracts). Soh
et al. (2019) evaluate different methods to classify
Singapore supreme court decisions according to the
legal area involved, finding that rather simple com-
binations of latent semantic analysis and support
vector machine to perform equally well as state-
of-the-art PLMs. With their survey, Chalkidis and
Kampas (2019) provide embeddings based on the
word2vec method (Mikolov et al., 2013) that are
derived specifically from court decisions and legal
provisions.

As the specific idiom of legal texts is challeng-
ing already within English, multilingual research is
all the more challenging. There has been some re-
search with regard to German. Wrzalik and Krechel
(2021) present a German dataset for information
retrieval, Niklaus et al. (2021) focus on judgment
prediction of the Swiss federal court, whose rulings
are translated in German, French, and Italian, being
all official languages in Switzerland.

Regarding the specific area of tax law, Ash et al.
(2021) present a novel approach to identify legal
documents as belonging to the field of tax law, and
within this field, classifying them into specific sub-
classes, such as personal income or sale. As a
consequence, the structure of their classifying task
is somewhat similar to ours: We, too, are inter-
ested in first identifying normative statements as
such and then assigning them to specific normative
positions. Note, again, however, that this study
also focuses on first-order tax law provisions rather
than on legal research articles reflecting such tax
law provisions, which is our focus.

Our research shows some connections with the
ongoing discussion about so-called open-textured
concepts. According to Rissland and Skalak (1989,
525), open-textured concepts are such that they
cannot be defined by necessary and sufficient con-
ditions. This category is obviously broader than the
one of normative concepts and statements in focus
here: Rissland and Skalak (1989, 525) mention
“meeting or dealing” and “contract” as examples.3.
For an early attempt to tackle reasoning with such

3Indeed, building on Ludwig Wittgenstein’s conception
of family resemblances (“Familienähnlichkeiten”), one could
argue that all concepts with the exception of very few, highly
artifical cases are open-textured, as it is usually not possible
to give a definition whose parts are individually necessary
and jointly sufficient for concept application in all relevant
contexts. See Wittgenstein (2006/1953).
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concepts, see Sanders (1991). A recent categoriza-
tion of regulation with an eye towards their poten-
tial to be processed automatically point out that
such open-textured concepts are a considerable ob-
stacle to such automatic processing (Guitton et al.,
2022).

The essentially contested concepts that are of-
ten at the core of normative claims in focus of this
paper can be seen as a specific species of open-
textured concepts, namely those that resist any sim-
ple resolution of their open-texturedness due to
being conceived very diffently from very different
comprehensive worldviews.

3 Datasets

As we are interested in normative positions within
research discussions in tax law, all of our datasets
consist of statements from such research articles.
The full references of these articles are listed in the
appendix, section A. In addition to these research
texts, we had to develop suitable classes to cate-
gorize the normative statements. Our tax justice
expert supervised the development of five norma-
tive positions that are particularly prominent in the
field. These five positions constitute the categories
for our experiments.4 In the following, we first
introduce these five normative categories. Then,
we detail specifics of the datasets used for each of
our three experiments.

According to the so-called Deontological View,
a tax policy proposal is just if it focuses on the
treatment of the taxpayer and not on the distribution
of the income within a society. Hence, according
to the Deontological View, a tax provision is just
if it conforms to basic moral principles, such as
the fundamental equality of all human beings. In
this sense, example (1) expresses a Deontological
View.

According to the Rawlsian View, a tax system
is just if it would be chosen by individuals that
are under Rawls’ famous veil of ignorance. Under
this veil, individuals do not know their educational,
financial, social, or any other position in the society
whose tax system they are supposed to judge. It
is generally agreed that such individuals would
favor tax systems focused on equality and on the
eradication of unjustified inequalities.

4Note that we did not find a single instance where one sen-
tence explicitly expressed views that belong to two different
categories. What we did find, of course, are cases where it is
not clear to which category it belongs.

A tax provision is just if it results from good,
democratically grounded processes – this is the
gist of the Procedural View. Such view includes
positions that argue for a certain tax policy pro-
posal based on a discussion or debate about the
arguments against and in favor of such a proposal.

The fourth theory used in this article is the Lib-
ertarian View. According to it, taxation should be
kept at a minimum in general, as it is considered
illegitimate in all but a few cases, mostly where it
is necessary to allow a minimal state to function.
Libertarians tend to view market outcomes as just
and therefore any kind of redistribution as unjust.

The fifth and final normative viewpoint to be in-
cluded in this study is Utilitarianism. According to
it, we should develop a taxation system that results
in the maximal increase in the overall population’s
happiness, or welfare. This means that, according
to Utilitarianists, it is permissible that individuals
are treated unequally if this implies a net benefit in
welfare or happiness for the entire population.

Table 1 shows the names of each of the cate-
gories, including the None-Class with a typical
example.

Specifics for Experiment 1 For the hyperparam-
eter search, we asked the expert to manually find
35 samples of each of the five normative categories
identified in publications in peer-reviewed jour-
nals from the legal domain, yielding an evenly dis-
tributed dataset of 175 samples. As we expected
that most of the sentences that the classifier would
encounter are not expressing a normative perspec-
tive, we then added 1708 non-normative statements
in the following way. Using an sbert-sentence-
embedding-model, we computed the centroid of
all sentence embeddings of these 175 statements.
Then, we ran this over all sentences from the corpus
of bootstrapping loop 1, yielding a list of sentences
with the cosine between their embeddings and our
centroid. From this, we selected 523 statements
with a cosine below 0.2, 310 with a cosine between
0.2 and 0.6, and then 875 with a cosine higher than
0.6. An expert in the field checked all 1708 state-
ments to ensure that they are indeed not normative
in our sense. The choice of distribution of our
nonnormative samples is based on the hypothesis
that the most difficult decisions to make for the
classifiers are those where the overall similarity of
the embedding to the centroid is high, while the
statement is clearly not normative.

15



Category Example

Deontological Max burdens should bear similarly upon persons whom we regard as in substantially similar
circumstances, and differently where circumstances differ.

Libertarian the anti-progressive tax argument is often characterized as an argument that every person has a
responsibility to take care of himself, and no one, including the wealthy, has an obligation to
assist those in need.

Procedural For Locke himself, the key institutional requirement was that taxes should not be levied except
by “the consent of the people,” which he understood as “the consent of the majority, giving it
either by themselves, or their representatives chosen by them.”

Rawlsian The increasing inequality of market income can be significantly ameliorated by the redistributive
effect of the tax transfer system, if it is appropriately targeted.

Utilitarian Efficiency analysis looks to overall social welfare as a measure of a tax’s virtue.

None An income tax can be used to redistribute taxable income.

Table 1: The five normative categories used in the experiments including the None-Class with typical examples.

Loop Single-gate Dual-gate

0 175/1708 175/1708

1 310/1767 292/2091

2 435/1792 452/2172

3 686/1892 709/2415

Combined Final DS 937/2194

Table 2: Listed in loops 1-3 are the resulting,
expert-reviewed datasets after each loop (Norma-
tive/Nonnormative samples). Dataset at loop 0 repre-
sents the input to bootstrapping loop 1 that is equivalent
to the dataset used in experiment 1. For the meaning of
“single-gate” and “dual-gate” see below, section 4.2.

Specifics for Experiment 2 In our iterative boot-
strapping experiment, we used separate texts as
sources for the initial expert-compiled dataset as
well as for each of the three bootstrapping loops
(for references, see the appendix, section A). Note
also that the training datasets for the classifiers
grow with each further bootstrapping loop taken, as
we include the corrected output from the previous
bootstrapping loop in the training dataset for the
next one. Table 2 gives the details of the datasets,
as they evolved through the bootstrapping process.

Specifics for Experiment 3 We presented our
external expert annotators with a dataset of 650
samples in total. This consists of evenly distributed
samples (i.e., 130 samples of each of the five cat-
egories) from the final dataset resulting from ex-
periment 2. That is, it contains samples of three
different origins: (1) samples that are directly ex-
tracted from the texts by a human, (2,3) samples
that have been suggested by one of our two classify-
ing methods and then reviewed by a human expert.

We publish the final dataset, as well as other ma-
terial that might be useful to the community, on
GitHub.5

4 Experiments

The goal of our experiments is twofold (see above,
section 1). First, using a human-in-the-loop
method, we want to develop a high-quality dataset
of normative statements from tax law that can serve
as the basis for further studies of this and related
fields by the community. Second, we want to as-
sess whether current models, both generic ones and
others fine-tuned to the legal domain, are able to
map the subtle differences that exist between these
different normative perspectives on tax law. Given
that the field that we are working in is entirely un-
charted, we believe that this double aim maximizes
the benefit to the research community, and we have
designed the experiments accordingly.

4.1 Experiment 1: Hyperparameter Search
The goal of this first experiment consists in finding
the best hyperparameters for our main experiment
2. We tested a number of support vector machines,
varying the usual hyperparameters and combining
this with a total of 23 different pre-trained lan-
guage models (PLMs). We tested three different
kinds of PLMs. First, different transformer-based
word-based models, including generic pre-trained
BERT and RoBERTa as well as a model specifi-
cally developed for first-order legal texts, legal-bert.
Second, we tested a number of transformer-based
sentence-bert models, and third, we included two
pre-transformer distributional models. For refer-

5Please consult this repository.
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ences, see above, section 2, for details of the mod-
els as well as the configurations tested, see the
appendix, section B.

Furthermore, we tested the configurations on two
different tasks. In the first task, the classifiers had
to categorize a dataset of 175 samples, evenly dis-
tributed across the five categories, into one of the
five categories (called the “5cat task”). In the sec-
ond task, the classifiers had to categorize a dataset
of 1883 samples into normative and nonnormative,
with 175 (the same that were used for the first task)
being normative, and 1708 being nonnormative
(called the “Norm task”). This uneven distribution
is intended to model the actual task in the wild,
where we expect the clear majority of sentences
encountered by the classifiers to be nonnormative
on our reading.

Overall, we tested 1380 different SVM-
configurations per task, saving the best performing
SVM-hyperparameter-setup per model.

4.2 Experiment 2: Bootstrapping a Classifier
and a Dataset

In this second experiment, we employed the two
best-performing PLM and SVM configurations
from experiment 1 to iteratively develop a classifier
as well as a dataset. For details of the configura-
tions, see the appendix, section C.

We start out with the dataset used from experi-
ment 1, that is, with 175 normative sentences that
are evenly distributed among the five classes as
well as 1708 nonnormative sentences. This dataset
is then used to train a classifier, which is run on
a set of texts, resulting in predictions, which are
then reviewed by an expert. These predictions, with
their labels corrected by the expert, are then merged
with the training dataset from this bootstrapping
loop and together serve as the training dataset for
the next bootstrapping loop, etc. Overall, three
bootstrapping loops were executed.

We conducted these three bootstrapping loops
with two different SVM methods, calling them
single-gate and dual-gate. The first, called single-
gate, is a straightforward classifier conceiving non-
normative sentences as a sixth category to be classi-
fied by the classifier. Here, we were using a one vs.
one scheme, meaning that we are in fact training
Nx(N−1)

2 classifiers, resulting in 15 classifiers. The
classifier then predicts the one class that wins the
most 1:1-duels. However, we hypothesized that
this procedure would be not only computationally

expensive, given the large size of one of the classes,
namely the None-class, but also yielding bad pre-
dictions, as the None-class is nearly 40 times larger
than the other classes.

We therefore also used a method that we call
dual-gate method. Here, a first SVM decides on
whether the sentence under consideration is nor-
mative in our sense or not (here, the normative
training split is less than 10 times smaller than the
None class). Then, a second gate (hence the name),
consisting of 10 1:1-SVMs, classifies sentences
that are normative according to the first SVM into
one of the five normative classes. In this way, we
employ a one vs. rest approach to distinguish nor-
mative from nonnormative sentences and a one vs.
one approach to classify normative ones into their
separate categories. This way, we hoped to max-
imize accuracy and beat the standard single-gate
1:1-approach.

4.3 Experiment 3: Annotation by Two
Uninvolved Experts

In this experiment, we get an external and inter-
subjective view on the results of experiment 2 by
having two external annotators review the dataset
described above (section 3). Two ideas were guid-
ing our design of this experiment. First, we wanted
to make sure that the results of experiment 2 are not
overly optimistic because our expert annotator is
biased towards, as it were, annotating such that our
experiments become a success. We cannot rule this
out with an annotator as ours that is quite involved
in our experiments. Therefore, we chose two anno-
tators that have no involvement whatsoever in the
study.

The second motivation of this third experiment
was to obtain a reliable figure on the intersubjec-
tivity of the annotations that our internal expert
annotator produced. A high inter-annotator agree-
ment would mean that many of the samples can be
rather clearly assigned to a category, despite the
intricacies of our subject matter.

As a consequence, we recruited two external
annotators, both advanced undergraduate or grad-
uate students in philosophy, without any previous
knowledge of our project. We give the precise in-
structions given to the annotators in the appendix,
section D. The annotators were given the opportu-
nity to annotate “OTHER” when they were fully
certain that the sample at issue, while being nor-
mative, did not fit any of the categories in focus.
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Modelname Type 5cat

pp-ml-mpnet-base-v2 sbert 87%

pp-mpnet-base-v2 sbert 85%

nli-mpnet-base-v2 sbert 84%

stsb-roberta-base-v2 sbert 83%

stsb-droberta-base-v2 sbert 83%

Table 3: Models and modeltypes used for the five best
performing classifiers in the 5cat task. “pp” = para-
phrase, “ml” = multilingual, “droberta” = distilroberta,
“du” = distiluse, “awe” = average_word_embedding.

Furthermore, the annotators were not given any in-
formation on the three different subsets involved
in the experiment, nor were they shown the predic-
tions issued by the methods, or the categorization
by our internal expert annotator – all with the goal
of removing any possible bias that the annotators
could develop.

5 Results

5.1 Experiment 1
The results of the two different classification
tasks can be seen in tables 3 and 4 with “5cat”
referring to the task of classifying samples into
the five normative categories (most frequent sense
baseline 20%, table 3) and “Norm” referring to
that of distinguishing between normative and
non-normative samples (most frequent sense
baseline 91%, table 4; all results from all models
are listed in the appendix, table 6). What is evident
in the former case is that the models all perform
rather well. Even the model that performed worst,
legal-bert-base reached 74% accuracy. The
best performing classifier is based on sentence-bert
embeddings, and it is a rather small multilingual
model: paraphrase-multilingual-
mpnet-base-v2. The first classifier
using classical word-embeddings employs
roberta-large, and it loses no less than 5%
to the best classifier.

The results of the Norm task differ in several
aspects (see table 4). First, we find that the best
classifier is indeed based on classic word-based
embeddings delivered by roberta-large. It
beats the first sentence-bert-based classifier by 3
percentage points. Given that the most frequent
sense baseline is at 91%, these three percentage
points are a considerable difference. Furthermore,
overall, only 6 of 23 embeddings manage to ground

Modelname Type Norm

roberta-large avword 98%

pp-droberta-base-v2 sbert 95%

nli-droberta-base-v2 sbert 95%

stsb-roberta-base-v2 sbert 94%

stsb-droberta-base-v2 sbert 94%

Table 4: Models and modeltypes used for the five best
performing classifiers in the Norm task.

Figure 1: Overview on the performance of the two meth-
ods through the progress of experiment 2, Li referring
to loop number i.

classifiers that beat the baseline, whereas in task
one, all of them achieved this by a margin of 54
percentage points.

As a consequence, we decided to run the boot-
strapping loops with the two different methods de-
scribed above, section 4.2. We chose this strat-
egy because we were impressed at the challenge
that the task of distinguishing normative from non-
normative sentences posed to the classifiers, and
we thought it necessary to have an SVM that can
harness the full information contained in the sam-
ples of all normative categories to mark a good
geometrical divide between these samples and the
nonnormative ones.

5.2 Experiment 2: Bootstrapping a Classifier
and a Dataset

An overview on the results of the three bootstrap-
ping loops can be found on figure 1. Overall, it
shows that the single-gate method outperforms the
dual-gate method, despite our worries due to the
large imbalance of the dataset. In terms of accuracy,
it beats the dual-gate method throughout.

Table 2 (see above, section 3) shows the evolu-
tion of the two datasets through the bootstrapping
process. It shows a steady growth of both norma-
tive samples belonging to one of the five categories
as well as nonnormative samples through the loops,
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Figure 2: Results of experiment 3, annotator 0 is our
internal expert, 1 and 2 have been recruited externally.
“I_E_2/3” is the percentage of samples where our inter-
nal annotator agreed with at least one external annotator.

with the dual-gate method resulting in a slightly
larger dataset with regarding to normative samples
and a much larger one with regard to nonnormative
ones. Furthermore, the fact that the dataset from
dual-gate SVM after loop 3 is 76% the size of the
final combined dataset shows that the overlap be-
tween the true positives from the two methods is
quite large.

5.3 Experiment 3: Annotation by Two
Uninvolved Experts

The results from our third experiment are displayed
in figure 2 (we also give Cohen’s Kappa as well as
inter-annotator variation by source in the appendix,
section D). It shows that, in total, 85% of all of the
classifications are supported by a 2/3-majority-vote,
with one of the voters being external, one internal
(to avoid falsely capitalizing on the two external
annotators agreeing on a different label than our
internal annotator, we focused on this restricted 2/3-
agreement figure, abbreviated by “I_E_2/3”). This
means that two out of three annotators indepen-
dently identified the same category out of a choice
of five categories. Annotator 0 is our internal anno-
tator, annotators 1 and 2 are external ones. Figure
2 shows, for instance, that annotator 2 disagrees
relatively often with annotators 0 and 1: while 0
and 1 agree in 78% of cases, this figure drops to
about 60% if annotator 2 is involved.

6 Discussion

6.1 Experiment 1: Hyperparameter Search
The results of the hyperparameter search experi-
ment are encouraging. For both tasks, our search
has identified very promising candidate combina-
tions of embeddings and SVM-configurations. It
might be surprising that a multilingual and rather
small model – mpnet-base is of the same category
as bert-base, having 110M parameters – outper-
forms the large and monolingual models. This,
however, dovetails nicely with the rankings on the
SBERT-page for clustering.6 We hypothesize that,
for our task, the larger models overfitted to non-
normative settings, and hence generalized worse to
this novel task.

This finding that larger models perform worse
at a natural language understanding task is not en-
tirely without precedent. For instance, researchers
at DeepMind find that larger models do not neces-
sarily perform better at natural language inference.
The large study by Rae et al. (2021, 23) strongly
suggests that, in the words of the authors, “the ben-
efits of scale are nonuniform”, and that logical and
mathematical reasoning does not improve when
scaling up to the gigantic size of Gopher, a model
having 280B parameters.

6.2 Experiment 2: Classifying
We make three observations on the results of exper-
iment 2. First, the single-gate method outperforms
the dual-gate method in terms of accuracy, but the
difference decreases after bootstrapping loop 1 (see
figure 1). In this loop 1, the accuracy of the dual-
gate method is at 17%, whereas the single-gate
method reaches 69%. This also means, given our
set-up, that the dual-gate method receives a lot of
high-quality false positives to use in the training for
bootstrapping loop 2. Likely because of these sam-
ples, the dual-gate method, albeit still performing
worse than the single-gate one, manages to gain
some ground. With regard to the absolute figures
of true positives returned (as opposed to accuracy),
the two methods are even closer together after boot-
strapping loop 1, whereas at that first loop, the
single-gate method clearly outperforms the dual-
gate one also on this measure.

Second, we note that the resulting dataset, con-
taining 937 samples from the five normative cat-
egories, is not perfectly balanced. As table 7 in

6See here, last consulted on September 10, 2022.
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the appendix, section C shows, the smallest sam-
ple size is in the deontological category with 137,
while there are 301 samples in the Procedural cat-
egory. Given our bootstrapping procedure, it has
been impossible to achieve perfectly balanced sets
without having to cut many good samples from the
datasets.

Third, we suggest that, at this point, the results
give us much reason to be optimistic. Using our
bootstrapping process, we have been able to collect
a dataset that is large enough and of sufficiently
high quality to be useful to the community in many
further applications. This in turn shows that the em-
beddings provided by pre-trained generic language
models can provide enough information to build
such a normative classifier. For instance, consider
example (4), which the single-gate SVM of boot-
strapping loop 3 has correctly classified as Rawl-
sian.

(4) Only a tax system that burdens exclusively
the poorest group would be foreclosed on
account of the difference principle, because
that scheme of public finance would neces-
sarily entail some redistribution, in the form
of public goods at least, from the worst-off
to the better-off.

What is remarkable about this correct prediction
is that the typical superficial clues for Rawlsianism
are all absent: mentioning “Rawls”, emphasizing
unjustifiable inequalities, etc. Rather, this sentence
considers what taxation structures a central Rawl-
sian principle, namely the difference principle, ex-
cludes (rather than recommends).

6.3 Experiment 3: Annotation by Uninvolved
Experts

We emphasize three insights provided by the results
of this third experiment. First, the results support
the reliability of the outcome of experiment 2. The
fact that, in 85% of cases, one of the external an-
notators classified the samples in the same way as
in the dataset suggests that, by and large, these
classifications are reliable (Cohen’s Kappa for this
internal-external 2/3-agreement is at 0.81, see the
appendix, section D).

Second, the classification is controversial, i.e.,
difficult. Annotators 1 and 2 diverge on their
amount of agreement with annotator 0 (our internal
annotator) by 19 percentage points, total agree-
ment of all three annotators exists in only 51% of

all cases. Likely, some of this divergence could
be settled by discussing the samples in-person, but
it still shows that this is a more complicated and
controversial task than typical word-sense disam-
biguation. For instance, consider the example (5).
Do you think it expresses a Deontological view, as
it emphasizes equality of all individuals? While
annotator 0 thought so, annotator 1 chose Utilitar-
ian, probably because the sentence also suggests
to focus on the (potential) welfare of everybody,
that is, of the entire population. Thirdly, as annota-
tor 3 did, you could also classify this sentence as
Rawlsian, because it is about removing unjustified
inequalities, namely such that concern an individ-
ual’s potential to welfare.

(5) Social institutions should be designed to
equalize the potential welfare of every indi-
vidual.

Third, the variation between the normative cat-
egories is limited, not exceeding 18 percentage
points. Given that the external annotators have not
been involved in the specification of these cate-
gories (they were solely given the instructions that
can be consulted in the appendix, section D), this
gives reason to believe that these categories are sen-
sible and hence useful to the community beyond
the research lab that developed them.

7 Conclusion

In this article, we have explored the promises of
using well-known classifying approaches together
with state-of-the-art transformer-based PLMs to
classify normative statements in the legal domain.
Our results indicate that this approach does indeed
hold substantial promise, which we would like to
expand on in future research. In the meantime, we
hope that our dataset will foster further research on
this important, yet mostly uncharted, topic.
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B Details on Experiment 1

SVM Hyperparameters & Implementation De-
tails We use the following different hyperparam-
eters for our search:7

C Regularization parameter, inversely propor-
tional to strength of regularization – a large C
causes individual training samples to influence the
resulting function stronger: 0.1, 1, 10, 100, 1000

kernel Kind of kernel used in the SVM: rbf
(radial basis function), poly (polynomial), linear

gamma Specifies the sphere of influence of
datapoints on the resulting SVM: 1, 0.1, 0.01,
0.001, 0.0001

We have used scikit-learn’s default implemen-
tation of SVM that automatically chooses one-
vs.one for classification tasks with more than two
classes, and it automatically employs five-fold
cross-validation.

Models & Embedding Types We are testing
three different kinds of models; for references, see
above, section 2; for the full list of models, see
below, table 5. We use four different routines to
extract the embeddings:

Sentence-Averaged Word-Based In this routine,
we use the average of all word embeddings, as
the model delivers it for all words in the sen-
tence. Hence, the sentence-embedding used
here is the average of all word embeddings
whose words appear in the sentence. Here, we
use well-researched transformer-based PLMs,
namely RoBERTa and BERT, but also models
fine-tuned to first-order legal domains such as
legal-bert (see above, section 2)

7Compare the details here, last consulted on September 16,
2022.

Sentence-based Here, we use the embeddings, as
they directly result from the sentence-bert
models trained by Reimers and Gurevych
2019. These models also output the aver-
age of all word embeddings (which we manu-
ally compute in the second variant), but they
have been fine-tuned on the sentence level by
training them on a wide variety of sentence-
level tasks and datasets (the original models
reported in Reimers and Gurevych 2019 use
the combination of the SNLI and the Multi-
Genre NLI datasets). Furthermore, the models
that they fine-tuning are of many flavors, rang-
ing from classical BERT to recent proposals
such as mpnet (see above, section 2).

Average of Classical Word Embeddings We
here test two classical kinds of word em-
beddings, GloVE as well as Komninos (see
above, section 2), again taking the average
of all word embeddings as the sentence
embedding.

Table 5 lists all of the models used.

Word-Based Models
bert-base-cased
bert-large-cased
roberta-large
legal-bert-base-uncased
SBERT-Models
paraphrase-TinyBERT-L6-v2
paraphrase-distilroberta-base-v2
paraphrase-mpnet-base-v2
paraphrase-multilingual-mpnet-base-v2
paraphrase-MiniLM-L12-v2
paraphrase-MiniLM-L6-v2
paraphrase-albert-small-v2
paraphrase-multilingual-MiniLM-L12-v2
paraphrase-MiniLM-L3-v2
nli-mpnet-base-v2
nli-roberta-base-v2
nli-distilroberta-base-v2
distiluse-base-multilingual-cased-v1
stsb-mpnet-base-v2
stsb-distilroberta-base-v2
distiluse-base-multilingual-cased-v2
stsb-roberta-base-v2
Classical Models
average_word_embeddings_glove.6B.300d
average_word_embeddings_komninos

Table 5: Overview on the 23 models tested In clustering.

Table 6 lists all models whose embedding were
used in experiment 1 with the accuracies of the best
performing SVM that was found in the hyperparam-
eter search specifically for these embeddings. For
instance, The embeddings of roberta-large can be
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Modelname Type Norm 5cat

pp-ml-mpnet-base-v2 sbert 91% 87%

pp-mpnet-base-v2 sbert 91% 85%

nli-mpnet-base-v2 sbert 91% 84%

stsb-roberta-base-v2 sbert 94% 83%

stsb-droberta-base-v2 sbert 94% 83%

nli-droberta-base-v2 sbert 95% 82%

roberta-large avword 98% 82%

nli-roberta-base-v2 sbert 94% 82%

pp-droberta-base-v2 sbert 95% 80%

stsb-mpnet-base-v2 sbert 91% 80%

du-base-ml-cased-v2 sbert 91% 77%

pp-MiniLM-L12-v2 sbert 91% 77%

pp-MiniLM-L6-v2 sbert 91% 77%

du-base-ml-cased-v1 sbert 91% 77%

awe_komninos sbert 91% 77%

bert-large-cased avword 91% 77%

pp-ml-MiniLM-L12-v2 sbert 91% 77%

bert-base-cased avword 91% 76%

pp-TinyBERT-L6-v2 sbert 91% 76%

awe_glove.6B.300d sbert 91% 75%

pp-MiniLM-L3-v2 sbert 91% 75%

pp-albert-small-v2 sbert 91% 74%

nlpaueb-legalbertbase avword 91% 74%

Table 6: Results of classifying samples as belonging
to one of the five normative categories (35 samples
each, column 5cats) and as normative or nonnorma-
tive (175/1708 samples, column Norm). Most frequent
class baseline reaches accuracy of 20% for 5cat and
91% for Norm. “pp” = paraphrase, “ml” = multilingual,
“droberta” = distilroberta, “du” = distiluse, “awe” = av-
erage_word_embedding.

combined with an SVM to form a classifier that de-
livers 98% accuracy in the normative-nonnormative
task and 82% at the 5cat task.

C Details on Experiment 2

Table 7 shows the distribution of samples across
the normative classes in the final dataset that results
from a combination of the corrected outputs from
both methods after bootstrapping loop 3 with any
duplicates removed.

D Details on Experiment 3

Figure 3 gives Cohen’s Kappa for the agreement be-
tween our three annotators; briefly, Cohen’s Kappa

Category # Samples

Deontological 137

Libertarian 159

Procedural 301

Rawlsian 138

Utilitarian 202

None 2194

Total Normative 937

Grand Total 3131

Table 7: Samples by category and in total in the final
dataset, combining the reviewed output from bootstrap-
ping loop 3 by both methods, and having removed any
duplicates.

Figure 3: Cohen’s Kappa for the inter-annotator agree-
ment in experiment 3.

gives an inter-annotator agreement that takes into
account the statistical probability of annotators
agreeing by mere chance (see Warrens 2015 for
further details). As can be seen, the basic layout
doesn’t change when compared to the accuracies
reported above, figure 2: Internal-External-2/3-
agreement is highest, annotator 2 diverges from
0 and 1 quite often, 3/3-agreement is lowest.

Table 8 gives the inter-annotator agreement by
source of sample. For instance, the inter-annotator
agreement with samples that were selected by our
expert directly (as opposed to building on predic-
tions by a classifier called “Fully human”) is high-
est both in internal-external 2/3 agreement and 3/3
agreement. Table 8 shows that the origin of the sam-
ples does make a difference for the overall inter-
annotator agreement, but a relatively small one,
not exceeding 12 percentage points in the internal-
external 2/3 agreement. This adds further evidence
to the claim that our internal annotator has not been
overly biased towards the output of our classifiers.
Otherwise, we would expect annotators 1 and 2
to diverge from annotator 1 much more often re-
garding machine-produced samples than regarding
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Origin Count I_E_2/3 Agr. 3/3 Agr.

Fully Human 175 90% 65%

Single-Gate 122 89% 51%

Dual-Gate 353 78% 41%

Table 8: Inter-annotator agreement by origin of the sam-
ples(“I_E_2/3” continues to represent the 2/3-agreement
where one of the agreeing annotators is our internal an-
notator 0, the other is either 1 or 2).

fully-human compiled samples.
In the remainder of this section, we give the lit-

eral instructions given to annotators, anonymized
for reviewing.

General Task Description Thank you very
much for taking the time to annotate our samples
and thereby contribute to the ongoing NLP project.
In the following, we provide instructions to ensure
that your annotations are maximally useful to the
project. Please read through the entire paper before
annotating. Let me know if you have any questions:
ANEMAIL.

For the list of statements enclosed, you are asked
to make two decisions for each sample:

1. Decide whether the sample expresses a nor-
mative statement: If you think it does, enter
“YES” into column A “Annotator Norm”, if
you think not, enter “NO”. Please make sure
you type it in all caps without any blanks.

2. If you have answered “YES” for a given sam-
ple, decide to which of the five normative cate-
gories the sample belongs; if you are unable to
assign the sample to any of the five categories,
use “OTHER”; please only use this category
if you are fully convinced that the sentence
does not fit any of the categories. Depending
on your judgment, enter one of the following
into Column B “Annotator Cat” (again, make
sure you type it without blanks, and always in
the exact way specified here):

(a) Libertarian
(b) Rawlsian
(c) Deontological
(d) Procedural
(e) Utilitarian
(f) OTHER

Details on categorization

1. Normative vs. Not Normative: Does the
statement (a) make a direct recommendation
what the state, an individual, etc. should be
doing, or (b) does the statement make an as-
sertion about what is just/unjust, fair/unfair,
moral/immoral? If either (a) or (b) applies,
the statement is normative.
Examples:

(a) Not normative: “An income tax can be
used to redistribute taxable income.”

(b) Normative: “All that matters for the
Utilitarian is maximizing utility, and by
distributing the tax cut across income
classes, a previously optimal tax system
would no longer be so.”

2. Following is a brief description of the nor-
mative categories that can help you decide
about categorization. We are aware that the
categorization proposed here is not beyond
dispute; for the present project, we ask you to
simply adhere to the categorization sketched
here. Let us know if any of the categories were
particularly challenging during the annotation
process.

(a) Libertarianism the essential idea is that
the market outcome regarding income
and wealth distribution is just and de-
served and, therefore, taxation should not
lead to redistribution. Therefore, taxation
should be kept at an absolute minimum,
what is needed to ensure that a minimal
state is functioning.
Examples:

i. Nozick likens the imposition of re-
distributive taxes (typically progres-
sively designed) on people who are
working to earn money to partial en-
slavement.

ii. the anti-progressive tax argument is
often characterized as an argument
that every person has a responsibility
to take care of himself, and no one,
including the wealthy, has an obliga-
tion to assist those in need.

(b) Rawlsians in contrast, hold that the state
should redistribute wealth and income to
the extent to which this can reduce un-
justified inequalities in the distribution
of wealth. Rawlsians hold that many in-
equalities are in fact unjust, including,
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for instance, the wealth of the family into
which one is born, or the quality of the
schools that are available in your area.
As a consequence, Rawlsians will typi-
cally defend progressive taxation of both
income and wealth.
Examples:

i. The increasing inequality of market
income can be significantly amelio-
rated by the redistributive effect of
the tax transfer system, if it is appro-
priately targeted.

ii. By distributing the tax burden more
onerously on those who have the
most physical wealth, equality of op-
portunity goals will be furthered.

(c) The term Deontological ethics covers a
broad variety of positions. For the pur-
pose of the present annotations, we con-
sider positions as Deontological if they
focus on the treatment of the individual
taxpayer as opposed to any effects of this
treatment, say the (re)distribution of the
income within a society. The category
helps us to cover the widespread argu-
ment that taxpayers should be treated
equally (i.e., horizontal equity).
Examples:

i. Max burdens should bear similarly
upon persons whom we regard as in
substantially similar circumstances,
and differently where circumstances
differ.

ii. Horizontal equity requires equals to
be treated equally

(d) Procedural positions hold that just tax
laws are the outcome of free delibera-
tive debate about the main design ele-
ments of the societal structure. This in-
cludes, for instance, a Habermasian ap-
proach aimed at achieving a just societal
structure based on a democratic decision-
making process.
Examples:

i. For Locke himself, the key insti-
tutional requirement was that taxes
should not be levied except by “the
consent of the people,” which he un-
derstood as “the consent of the ma-
jority, giving it either by themselves,
or their representatives chosen by

them.”
ii. As expected, respondents were more

accepting of changes introduced in a
fair manner than in an unfair manner,
even if the changes resulted in higher
tax burdens.

(e) Utilitarian positions emphasize the ef-
fect on overall happiness or welfare that
a certain tax provision has. Hence, rather
than capitalizing on participative, demo-
cratic decision-making, the equal treat-
ment of individuals, or reducing unjus-
tified inequalities, Utilitarians consider
the overall net increase or decrease in
wealth, happiness, or welfare, that a tax
provision has on the society in question.
Often, Utilitarians argue that the least
well-off should benefit most from redis-
tribution caused by taxation because their
happiness shows the largest relative in-
crease if they receive a certain amount of
money.
Examples:

i. Efficiency analysis looks to overall
social welfare as a measure of a tax’s
virtue.

ii. 68 Inequality is considered unfair be-
cause of the arbitrariness of unequal
outcomes.69 But this inequality can
potentially be justified in fairness
terms if those at the bottom are made
better off because of it.
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