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Abstract

Verbose and complicated legal terminology
in online service terms and conditions (T&C)
means that users typically don’t read these doc-
uments before accepting the terms of such uni-
lateral service contracts. With such services
becoming part of mainstream digital life, high-
lighting Terms of Service (ToS) clauses that im-
pact on the collection and use of user data and
privacy are important concerns. Advances in
text summarization can help to create informa-
tive and concise summaries of the terms, but ex-
isting approaches geared towards news and mi-
croblogging corpora are not directly applicable
to the ToS domain, which is hindered by a lack
of T&C-relevant resources for training and eval-
uation. This paper presents a ToS model, devel-
oping a hybrid extractive-classifier-abstractive
pipeline that highlights the privacy and data
collection/use-related sections in a ToS docu-
ment and paraphrases these into concise and
informative sentences. Relying on significantly
less training data (4313 training pairs) than pre-
vious representative works (287,226 pairs), our
model outperforms extractive baselines by at
least 50% in ROUGE-1 score and 54% in ME-
TEOR score. The paper also contributes to ex-
isting community efforts by curating a dataset
of online service T&C, through a developed
web scraping tool.

1 Introduction

Despite legislative advances such as the Euro-
pean Union’s General Data Protection Regulation
(GDPR)1 regarding specific, informed and unam-
biguous consent for the collection and use of per-
sonal data on the Internet (Kubíček et al., 2022),
understanding how online services can read, edit,
distribute and sell user data, as documented in their
Terms of Service (ToS), remains out of reach for
the typical user, with most (98%) consenting to
the terms without reading the documents in their

1https://eugdpr.org/

entirety (Obar and Oeldorf-Hirsch, 2018). Two
major factors contributing to this are the length of
the documents and the ambiguous and complicated
terminology used (Manor and Li, 2019), with users
unable to interpret the implications of the terms
of such a legally-binding unilateral contract. In
addition to the implication for users’ rights, the
distribution and use of user data is also important
for companies looking to use third-party services
in their product.

This can be exemplified with the case of the
Global Science Research (GSR) company task-
ing Cambridge Analytica to build psychological
profiles of users through a quiz app, which also
collected information from the users’ Facebook
friends, allowing the company to acquire data from
millions of unwitting Facebook users2. This data
was then matched with existing voter datasets, en-
abling aggressive voter-targeting operations in the
2016 US presidential election3. Delving into the
app’s ToS reveals that it states: “We collect any
information that you choose to share with us ...this
may include, inter alia, the name, demographics, [.
. . ] of your profile and of your network." In addi-
tion to this, they permit GSR to “edit and sell" user
data by accepting the conditions (Research, 2014).
When queried in 2018 if it had read and evaluated
the terms and conditions for the app, Facebook
responded: “We did not read all the terms and con-
ditions"4.

With a lack of regulations around standard terms
in which consumer contracts should be drafted
(Drawzeski et al., 2021), a condensed equivalent
of the salient points of a ToS document can em-

2https://www.theguardian.com/news/2018/mar/17/
cambridge-analytica-facebook-influence-us-election

3https://www.theguardian.com/us-
news/2015/dec/11/senator-ted-cruz-president-campaign-
facebook-user-data

4https://www.mercurynews.com/2018/04/26/facebook-
didnt-read-terms-and-conditions-for-app-behind-cambridge-
analytica
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power users to understand their rights and avoid
privacy invasion and legal disagreements. Summa-
rization, which condenses text into a shorter form
whilst keeping the most crucial and informational
parts intact, is an intuitive approach for replacing
unnecessary (and in some cases, intentionally con-
voluted) long text with a digestible summary.

Building on recent community approaches to
annotate and curate ToS sentence/summary pairs
(Manor and Li, 2019; Keymanesh et al., 2020), we
propose a hybrid extractive-classifier-abstractive
model that can extract ToS sentences related to
privacy and data collection/use and paraphrases
these into concise and informative ToS highlights.
The hybrid model forms part of a Web application
and browser plugin that enables users to view an
at-a-glance summary of any online service (spec-
ified through its URL) T&C. We also contribute
to community efforts for curating a ToS dataset by
developing a web scraping engine to build a novel
ToS dataset from 163 different online services. The
proposed hybrid model addresses limitations of ex-
isting works as it relies on significantly less training
data (4313 training pairs) than previous representa-
tive works in hybrid extractive-abstractive methods
(See et al., 2017) (287,226 pairs). The summa-
rization results are compared against the baseline
unsupervised, extractive techniques, achieving sig-
nificant improvements in performance (50% im-
provement in ROUGE-1 score versus the best per-
forming baseline, and 54% in METEOR score).

2 Related Work

This section explores the state-of-the-art commu-
nity efforts and research within the domain of
T&C and text summarization. The “Terms of Ser-
vice; Didn’t Read" (TOS;DR)5 community-driven
project highlights alarming statements in ToS. Ser-
vices are given grades ranging from A-E based on
the severity of the terms listed; E being very serious
concerns. Summaries are manually submitted by
the TOS;DR community, which limits the scope
of summarization to only those that already exist
in the database. Moreover, manually reading and
analysing long documents of terms is a laborious
and time-consuming task. The TL;DRLegal6 web-
site hosts community-submitted software license
summaries that are peer-reviewed by the website
managers, with the same manual-process limita-

5https://tosdr.org/, CC BY-SA 3.0
6https://tldrlegal.com/

tions as TOS;DR.

A notable work in ToS data curation is that by
Manor & Li (Manor and Li, 2019) with 446 sets
of contract sections and corresponding reference
summaries from TOS;DR and TL;DRLegal, thus
presenting the first dataset in this genre.

Automated summarization techniques have
been applied successfully to curated news (e.g.
CNN/DailyMail corpus (Hermann et al., 2015)),
scientific articles (Yasunaga et al., 2019) or mi-
croblogging (e.g. Large Scale Chinese Short Text
Summarization (LCTCS) (Hu et al., 2015)) cor-
pora. Categorized either as extractive (Nallap-
ati et al., 2017; Keymanesh et al., 2020) or ab-
stractive (See et al., 2017; Gehrmann et al., 2018)
methods, existing summarization approaches are
however, not directly applicable to the T&C do-
main. Extractive approaches work by selecting
the most salient sentences for the summary (Xiao
et al., 2020) and deciding on their order of pre-
sentation. They rely on the structural features of
documents, i.e. typically news, scientific articles,
where the title and abstract/first few lines of the
document, contain a snapshot of the key content.
These heuristics do not translate well for ToS docu-
ments, which have differing structures for different
jurisdictions and where the terminological nuances
in legal language are difficult to capture (Drawzeski
et al., 2021). Moreover, as the resultant extractive
summary matches source sentences word-for-word,
complex legal terms in the summary may still con-
fuse the reader (Manor and Li, 2019). Existing
works for privacy policies and ToS include the ex-
tractive approach of a supervised Convolutional
Neural Network (CNN) model (Keymanesh et al.,
2020) to predict which content has the most risk
of unsafe data practices, that is followed by ex-
tracting a calculated amount of sentences with the
highest risk score. The model did not perform well
when compared to the TOS;DR summaries, as a
fully-extractive approach cannot mimic the human-
like qualities in the TOS;DR summaries, and also
suffers as it generates "legalese" rather than plain
English, making it less accessible.

Abstractive methods, on the other hand, generate
concise summaries by compressing and paraphras-
ing, but are weak at content selection and prone
to information loss (Xiao et al., 2020). These su-
pervised approaches also require a large corpus
of parallel document/summary pairs for training
neural models and their evaluation. Unlike the
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Figure 1: An overview of the datasets used for training
and evaluation of the ToS Hybrid Model. Manor dataset
- open source dataset from Manor & Li (Manor and Li,
2019), Keymanesh dataset - (Keymanesh et al., 2020).

news/microblogging genres, where such large cu-
rated datasets are available for training, resources
for ToS documents are currently not large enough,
being “intended for evaluation, rather than training"
(Manor and Li, 2019). Other abstractive models
include pointer-generator models with coverage
mechanism (See et al., 2017), which use point-
ing (Vinyals et al., 2015), and a hybrid extractive-
abstractive approach to improve accuracy and han-
dle unknown words.

3 Data

This section describes the datasets (shown in Fig-
ure 1) created and compiled for training and evalu-
ation of the hybrid ToS model.

3.1 ToS Dataset

163 ToS documents retrieved from 387 web-
site domains, representing a range of online
service categories compiled from Kaggle7 and
The Moz8 datasets. This dataset of text
files (31,752 sentences), each corresponding to
a terms page, is made available on github
(https://github.com/supdey/tos-dataset) as a con-
tribution to the community effort on ToS dataset
curation. The mean of 217.5 sentences and 4775.5
words per document and 22.1 words per sentence
(std 20.2) supports similar observations in the lit-
erature about ToS documents being very long on
average.

3.2 TOS;DR Dataset

The TOS;DR community dataset containing 17,109
data entries, consists of quotes from ToS docu-

7https://www.kaggle.com/datasets/bpali26/popular-
websites-across-the-globe

8https://moz.com/top500

ments paired with human-written summaries (“ti-
tles") and is used in combination with other datasets
for model training and evaluation. Each title has an
assigned class: good, bad, blocker (also bad) and
neutral.

3.3 Sentence Classification Dataset
Labelled and Unlabelled Datasets used for the ex-
tractive component. The Labelled Dataset com-
bines the TOS;DR and Keymanesh9 datasets, with
15,839 labelled sentences.

Both datasets are modified to replace the “bad"
and “blocker" classes with “1", signifying impor-
tance, with the “good" and “neutral" classes re-
placed with “0" signifying unimportance.

The Unlabelled Dataset combines ToS sentences
from the ToS and the Manor & Li dataset, as train-
ing data for weak-supervised learning in the extrac-
tive component.

3.4 Terms and Reference Summaries Dataset
The Pairs Dataset used for the abstractive com-
ponent is created by selecting rows with quote-
summary pairs from the TOS;DR dataset. An anal-
ysis of the abstraction level of the summaries in
terms of the number of n-grams that only appear
in the reference summaries and not in the quote
sentences shows that 67.5% of words and 91.6%
of bigrams in the summaries did not appear in the
original quote, showing significant abstraction.

4 Methodology

The methodology for the ToS hybrid model pro-
poses to automate the summarization and grading
(sentence extraction) process, allowing a broader
scope of companies and websites to be analyzed
while also removing the manual step of summary
review.

4.1 Extractive Component
The extractive component creates a classifier for
labelling ToS sentences as important or unimpor-
tant, in order to extract “important" sentences from
a ToS document. An overview of the training pro-
cess is shown in Figure 2.

4.1.1 Weak Supervision for Sentence
Labelling

The workflow of the weak supervision approach
used to label sentences programmatically is shown

9www.github.com/senjed/Summarization-of-Privacy-
Policies
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Figure 2: An overview of the training process for the
extractive component, which feeds into a RoBERTa
classifier to extract ‘important’ sentences from a ToS
document.

in Figure 3.
It aims to learn a classification model that takes

a ToS sentence x ∈ X and predicts its label y ∈ Y ,
where Y = {0, 1}. The training data used for this
task is the ‘Unlabelled’ Dataset shown in Figure 1.
The labels are generated from user-defined black-
box labelling functions, λ : X → Y ∪ {−1}, that
take in a sentence and output an important (1) or
unimportant (0) label, where −1 is used to denote
that the function abstains. These functions, shown
in Table 1 are programmatic rules and heuristics,
which use methods such as keyword-searching and
pattern-matching with regex. It is possible for la-
belling functions not to label every data point; they
can also overlap and conflict with each other by
assigning the same or different labels to a single
point.

The labelling functions are developed as a re-
sult of examining the Labelled Dataset, which is
split into a 60:30:10 test, validation and develop-
ment set. The development set is used to inform
the decisions behind the labelling functions, with
the sentences analysed to find common vocabulary,
phrases and verbs after stopword removal, for sen-
tences labelled important and unimportant. This
is kept separate from the training data in order to
avoid overfitting by introducing rules that are too
specific. The validation set is used for hyperpa-

Figure 3: Weak supervision for sentence labelling,
adapted from (Ratner et al., 2020).

rameter tuning and checking performance without
looking at the test set scores. The test set is used for
final evaluation. The labelling functions are evalu-
ated by examining their: (1) coverage: percentage
of the dataset that the function labels, (2) overlaps:
dataset percentage that the function and at least one
other function also labels, and (3) conflicts: the per-
centage of the dataset that the function and at least
one other function disagree on, with the goal being
to increase coverage, while avoiding false positives.
Some of the labelling functions involve using regex
to detect when verbs such as “collect" and “sell"
are used next to references to personal data. A
list of these verbs are generated using NLTK10,
which is able to return synonyms for given words
using WordNet (Miller, 1995). While developing
labelling functions, random rows are checked to
determine whether the labelling matched intuition
or if false positives are being introduced. Moreover,
labelling functions are compared by grouping data
points by their predicted labels to determine which
has the most impact.

For m unlabelled sentences and n labelling func-
tions (in this case, n = 8), the labelling functions
are applied to the sentences to produce a matrix of
labelling function outputs (denoted as Label Ma-
trix in Figure 3): Λ ∈ (Y ∪ {−1})m×n. This label
matrix is then fed to the LabelModel Pµ(Y |Λ),
parameterised by a vector of source correlations
and accuracies µ. The LabelModel uses a mod-
elling approach similar to that proposed in (Ratner
et al., 2018), to produce a single vector of prob-
abilistic training labels Ỹ = (ỹ1..., ỹm), where
ỹi ∈ [0, 1,−1]. After the abstains have been fil-
tered out, the training labels are used to train a
Robustly Optimised BERT Pretraining Approach
(RoBERTa) classifier (Liu et al., 2019).

4.1.2 Classifier for Sentence Extraction
The classifier is able to generalise beyond the
outputs of the labelling function, increasing cov-

10https://www.nltk.org/
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Function Name Polarity Explanation Example Match
Important Key-
word Lookup

1 Match references to advertisements & web
beacons.

website uses cookies scripts and
web beacons

Data Regex 1 Match if verbs such as “collect" and “sell"
are associated with personal data

we use tracking tools to collect
information from you

Waive Regex 1 Match sentences related to user’s rights
waiver

you waive your right to partici-
pate in any class group

Self-reference
Regex

0 Match sentences mentioning the terms docu-
ment it belongs to

these terms of use went into ef-
fect in June

Unimportant
Phrase Lookup

0 Match sentences containing unnecessary in-
formation such as support information or out-
lining user rights

contact us for press inquiries &
more information

Unimportant
Word Lookup

0 Match sentences containing words indicat-
ing users should check other areas of the
website

the table below explains the
cookies we use

Rules Regex 0 Match sentences informing users that they
should not perform certain actions. To iden-
tify “risky" terms, these sentences are classi-
fied as unimportant

you must be 13 years or older to
use this site

No Data Regex 0 Opposite of Data Regex - match sentences
informing users that the service is NOT using
their data

we do not sell user data

Table 1: Labelling functions’ definitions used to determine if a ToS sentence is important (polarity = 1) or
unimportant (polarity = 0).

erage and robustness on unseen ToS sentences.
RoBERTa, a modified pre-trained Bidirectional En-
coder Representations from Transformers (BERT)
(Devlin et al., 2019) model, is used as the end classi-
fier model for “important" sentence extraction, due
to its modifications such as the removal of the next
sentence prediction objective, longer training time,
bigger batches, training on longer sequences and
dynamically changing the masking pattern applied
to the training data, which is known to improve
performance on downstream tasks. Exploration of
the LabelModel outputs shows that the dataset is
highly imbalanced; therefore, the classifier model
hyperparameters are fine-tuned by using rebalanced
labelled data. The optimal hyperparameter settings
are found to be: number of epochs: 2, a batch size
of 16 and the AdamW optimiser with a learning
rate of 3e-5.

Figure 4 shows the working of the classifier
model with two sample sentences, showcasing the
contribution of the top features contributing to-
wards a prediction. In the top image, the green-
highlighted text shows which words contributed
towards the “important" label. Higher transparency
implies less contribution. The words “collect in-
formation", highlighted strongly, indicate a major

contribution from this phrase towards classifying
this sentence as risky. In contrast, with the word
"also" changed to "do not" in the same sentence
(bottom image of Figure 4), changes its classifica-
tion to an “unimportant sentence", with a strong
indication that the word "not" had major contribu-
tion to this decision - this is expected given that the
sentence is negated. Moreover, the word “informa-
tion" is slightly highlighted in red, showing that it
contributes towards an “important" classification.

4.2 Abstractive Component

With the goal of this research being not to sum-
marise the entire contents of a ToS but to first ex-
tract the important sentences and then to paraphrase
each one, a sequence-to-sequence (seq2seq) model
with attention is chosen due to its ability to retain
context. The model architecture is shown in Fig-
ure 5.

Sentence tokens from terms documents are fed
one-by-one into an encoder containing a bidirec-
tional LSTM layer, which produces a sequence of
encoder hidden states hi. In each step t, the decoder
(a single-layer LSTM) receives the word embed-
ding of the previous word. During model training,
this is the previous word of the reference summary,
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Figure 4: Two sentences predicted by the fine-tuned classifier; colours refer to contribution and not the actual classes
themselves. (Top) A sentence classified as “important"; (bottom) a negated sentence classified as "unimportant".

Figure 5: Overview of the training process for the ab-
stractive component.

while during testing, it is the previous word out-
put by the decoder. The decoder has decoder state
st. The attention distribution (probability distribu-
tion over the source words) at is calculated using
Bahdanau Attention (Bahdanau et al., 2015):

eti = vT tanh(Whhi +Wsst + battn) (1)

at = softmax(et) (2)

where v, Wh, Ws and battn are learnable parame-
ters. The distribution is used to produce the context
vector h∗t , which is the weighted sum of the en-
coder hidden states as shown in Figure 5. This
can be seen as a fixed-size representation of what
has been read from the terms sentence for this step.
The calculation of the context vector is as follows:

h∗t =
∑

i
atihi (3)

This context vector is then concatenated with the
decoder state st to produce the vocabulary distribu-
tion Pvocab. This is the probability distribution over
all words in the vocabulary, which is calculated as
follows:

Pvocab = softmax(V ′(V [st, h
∗
t ] + b) + b′) (4)

where V , V ′, b and b′ are learnable parameters.
This distribution provides the final distribution that
is used to predict words w:

P (w) = Pvocab(w) (5)

The loss for timestep t during training is the
negative log likelihood of the target word w∗t for
that timestep:

losst = − logP (w∗t ) (6)

The overall loss for the whole sequence is calcu-
lated as follows:

loss =
1

T

∑T

t=0
losst (7)

The LSTM networks each use 256-dimensional hid-
den units and pre-trained GloVe word embedding
(Pennington et al., 2014), that has been pre-trained
on a dataset of one billion tokens and a vocabulary
of 400,000 words. The vocabulary size is limited by
filtering out rare words to prevent overfitting. For
the source sentences, a word is considered “rare"
when the number of occurrences throughout all the
texts is less than 4; for the summaries, this is 6, due
to the average summary length being shorter. The
resulting vocabulary size for the source sentences
is 2,413, and for the target sentences 308. Regular
and recurrent dropout are applied to the LSTM lay-
ers to reduce overfitting, with dropout values set
to 0.4, with the exception for the recurrent dropout
of the decoder LSTM which is set to 0.2. Softmax
activation is used in the final dense decoder layer,
as the output can be interpreted as a probability
distribution vector that helps determine the final
output of sequence tokens. The optimiser is Root
Mean Squared Propagation (RMSProp). The loss
function used is sparse categorical cross-entropy
due to the Y inputs consisting of integer sequences
that are mutually exclusive. This function also has
memory and computation usage benefits, as the
classes are defined by single integers as opposed to
entire vectors.

70



5 Results and Evaluation

5.1 Dataset and Ground-Truth Construction
The ground truth dataset is created by combining
the TOS;DR and Keymanesh datasets, with labels
of 1955 important and unimportant sentences. To
get plain English summaries, cleaned sentences
(following pre-processing) from the Keymanesh
dataset are matched with sentences in the TOS;DR
dataset to create the ground-truth summaries. For
sentences with no corresponding reference sum-
mary, the ground-truth was taken as the cleaned,
stopword-removed version of the sentence text, en-
suring that all sentences labelled ‘important’ fea-
ture in the evaluation. The resulting dataset has 263
rows of plain English summaries and 1692 rows
of the cleaned, stopword-removed version of the
quote text.

The evaluation baselines are executed on the
entire ToS contracts retrieved by the web-scraping
tool, which returned the ToS of 102 services taken
from the Keymanesh dataset.

After filtering for services that contain at least
one ‘important label’ in the Keymanesh dataset,
45 services, with 10231 sentences, are used for
evaluation.

5.2 Summarization Baselines
We compare the performance of our hybrid sum-
marisation model with the following unsupervised
baselines:

• TextRank (Mihalcea and Tarau, 2004): uses
the PageRank algorithm to extract the most
important keywords from a ToS, based on the
similarity between phrases.

• KLSum (Haghighi and Vanderwende, 2009):
minimises the Kullback-Lieber (KL) diver-
gence between the ToS and proposed sum-
mary by greedily selecting sentences.

• Lead-K (See et al., 2017): extracts the first k
sentences until the word limit is reached.

• K-Random: picks random sentences until a
word limit is reached. This baseline was run
10 times to get the average results.

Following pre-processing, sentences from Tex-
tRank and KLSum were limited by the average sen-
tence count from ground-truth summaries (i.e. 4).
Summaries from Lead-K and K-Random were lim-
ited by the average word count (93) from ground-
truth summaries.

5.3 Evaluation Metrics

The summarisation was evaluated by computing
the average F1-score for ROUGE-1, ROUGE-2,
and ROUGE-L metrics (Lin and Hovy, 2002), as
well as the METEOR score (Denkowski and Lavie,
2014).

ROUGE-N measures the number of matching
n-grams between the generated summaries and the
ground-truth summary, with ROUGE-1 referring
to unigram overlaps and ROUGE-2 referring to
bigram overlaps. ROUGE-L calculates the Longest
Common Subsequence - identifying the longest
overlapping sequence of tokens. The METEOR
metric was found to be a better evaluation system
as this rewards not only exact word matches but
also matching stems, synonyms and paraphrases.

5.4 Results

5.4.1 Summarization Results
Model evaluation results are shown in Table 2. The
ToS hybrid model significantly outperforms the
extractive baselines. When compared against the
best performing baseline for each metric, there is
a 49.7% improvement in ROUGE-1, 114.6% in
ROUGE-2, 53.5% in ROUGE-L and 53.6% im-
provement in METEOR scores. This indicates that
the ToS hybrid model can generate summaries that
are easier to read and understand. This is important
given that the aim of the TOS;DR summaries is to
be simple and concise.

While the Lead-K baseline performed well in
summarization tasks in existing works (See et al.,
2017) for news articles and headlines datasets, even
outperforming abstractive models using pointer-
generators, the results of our work show it to have
the worst performance. The success of the lead-3
baseline in (See et al., 2017) can be attributed to
the structure of news articles, which contain the
most crucial information at the beginning, and the
use of the first three sentences of the article as a
summary by lead-3. In contrast, the structure of
a ToS document often begins with definitions of
phrases used throughout the document and an intro-
duction to the service(s) offered. This is often not
considered important information, as it is merely
an explanation of the document’s contents. This
observation shows that using a dataset specifically
focused on the domain of T&C for this task signifi-
cantly boosts performance, highlighting the need
for collecting more ToS data and the usefulness of
the developed ToS web-scraper tool.
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Table 2: Evaluation results of the ToS Hybrid Model in
comparison to the baselines.

Model ROUGE-
1

ROUGE-
2

ROUGE-
L

METEOR

ToS
Hybrid
Model

19.45 7.21 18.41 16.25

TextRank 12.99 3.36 11.99 10.58
KLSum 12.94 1.79 11.85 8.58
K-
Random

10.72 1.71 10.15 8.94

Lead-K 10.41 1.47 9.88 8.67

Figure 6: Unique n-grams in the of the Ground-Truth,
ToS Hybrid Model and TextRank summaries.

5.4.2 Abstraction and Compression Level

The summaries from the ground-truth, ToS Hybrid
Model and TextRank have been compared against
the original ToS documents for each service, to
assess their effectiveness in terms of the level of
abstraction and compression. The abstraction level
is calculated by the number of n-grams that only
appear in the summaries and not in the ToS doc-
uments (See et al., 2017). As shown in Figure 6,
the hybrid model has high levels of abstraction and
shows that 58.7% of the words in the summaries
are not present in the ToS document, demonstrating
its ability to generate new words. As expected, the
summary of the TextRank model does not contain
any new words as it is an extractive approach. The
ground-truth summaries appear to be slightly less
abstractive than that of our hybrid model; we can
assume this is because the ground-truth contains
stopword-cleaned sentences where it is unable to
find a summary from the Pairs Dataset. The mean
compression rate is 0.026 (std 0.014), showing that
the summaries are significantly shortened.

Figure 7: ToS Hybrid Model, KLSum and Lead-K sum-
maries compared for UpCloud’s ToS (17 May 2018).

5.4.3 Case Study and Results Discussion

Figure 7 shows sample summaries generated by
the ToS hybrid model, KLSum and Lead-K, with
the underlying ToS document containing 290 sen-
tences. The ToS hybrid model succeeds in pro-
ducing a bullet-point format summary written in
plain English. When compared against the ref-
erence summary, we can see that both of them
mention the use of third parties. There are two
identical sentences from both summaries; indicat-
ing that the abstractive model has overfitted to the
Pairs Dataset, which contains TOS;DR template
summaries. The ground-truth dataset contains “im-
portant" sentences which may not be considered
important by some users - e.g., the reference sum-
mary sentence “blocking first party cookies may
limit your ability to use the service". However,
this is subjective, and with the availability of more
training data, the abstractive model can learn to
summarize any sentence within a ToS. On com-
paring the ground-truth to the hybrid model’s sum-
mary outputs, there are cases where it does not
seem to summarize certain sentences accurately
and instead may output a different sentence simi-
lar to the TOS;DR template summaries. A likely
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reason for this is the lack of training data for the
abstractive component. The Pairs dataset has 5,326
rows, of which 4,313 are used for training. This
is 98% less training data than that in the pointer-
generator model in (See et al., 2017). Moreover,
the extractive-abstractive models in (Nallapati et al.,
2017) used 3.8M training examples.

6 Conclusions

In this paper, we proposed a domain-aware hybrid
extractive-abstractive model that highlights privacy
and data collection sections in a ToS document
and paraphrases these into concise and informative
sentences. A novel dataset is also created using a
developed web-scraping tool, with the purpose of
automatically fetching ToS documents from any
online service. The dataset used for classification
training was found to be highly imbalanced; despite
this, the hybrid model performed well in ROUGE
and METEOR scores when compared against un-
supervised, extractive baselines. To resolve the
imbalance problem, the data was resampled before
being used in the classifiers for training, which re-
duced the false negative rate by 64%. However, this
did increase the false positive rate, which implies
that the extractive classifier is more inclined to in-
correctly label sentences as important. Given that
the abstractive model is only trained on important
sentences, this can lead to incorrect warnings by
the ToS model. In the context of this paper, to main-
tain the integrity of legal concepts, this can still be
seen as the preferable outcome since users can ver-
ify statements made by the model by reviewing the
original ToS if necessary.

More training data for both the classifier and ab-
stractive model can improve performance; this can
be obtained by the developed web-scraping tool,
in addition to future TOS;DR community contribu-
tions. This would result in more data for the clas-
sifier post-resampling, which in turn would help
the imbalance issue and false positive rate. An-
other direction for future work would be testing the
generated summaries for comprehension through
qualitative user studies, from participants recruited
through platforms such as MTurk or Prolific.
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Implementation

As shown in the figure below, the ToS summariza-
tion framework has been implemented as a Web
application, with the extractive and abstractive com-
ponents of the ToS hybrid model interacting with a
Web component.

The framework consists of four major compo-
nents:

ToS Web Scraper: The Web scraper tool has
been developed to address the lack of reference
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Figure 8: An overview of how the ToS Hybrid Model
(the RoBERTA Classifier and Seq2Seq model) interact
with the web component. The ToS Hybrid Model is
called by the Lambda functions and returns a string of
ordered, summarised sentences in the response.

datasets of ToS documents. It is also a feature of
the website, allowing users to retrieve a terms docu-
ment from any website or company, by either enter-
ing the source URL or searching by the company
name. It accepts an URL as input, which is parsed
to form a valid URL. If the given URL does not
directly link to a terms document, the scraper first
tries to search for potential URLs linking to T&C,
through regular expression (regex) for HTML link
elements containing words and phrases associated
with T&C, e.g. "privacy policy", "terms", and "le-
gal". The HTML of the URL is retrieved using the
Selenium11 Python library and parsed using Beau-
tifulSoup12. Content cleaning steps include remov-
ing HTML tags for the navigation bar, footer, head-
ings, images and labels. It is common for terms
documents to contain a list of terms with a sentence
heading such as “You agree to:" or “You agree not
to:". This can be problematic when separating sen-
tences, as the distinction between “agree to" and
“agree not to" is quite important, not only for identi-
fying risky terms but also unimportant terms for the
extractive component. To fix this issue, the HTML
structure of the page is utilized. By identifying list
elements that come after a text ending with a semi-
colon, the scraper prefixes each list item with the
text preceding the semicolon.This allows the extrac-
tive and abstractive models to identify the context
surrounding each list item and whether they have a
positive or negative meaning. Additional tag clean-
ing includes the removal of implicit headings - this
refers to headings that are not HTML tags but still
titles for various sections of the document. These
headings are removed using regex for commonly
occurring title structures.

Web Component: User interaction with the
11https://pypi.org/project/selenium/
12https://pypi.org/project/beautifulsoup4/

framework is enabled through the Web compo-
nent which consists of a website and accompanying
Chrome browser plugin, with an Amazon Web Ser-
vices (AWS) back-end component. A plugin allows
quick look-up of a summary of terms when a user
is already on a T&C page. Chrome was chosen for
the plugin implementation due to it being the lead-
ing Internet browser (64% global market share13).
It chains the outputs of the extractive component
to the inputs to the abstractive component in a hy-
brid network architecture. The website is accessed
through the S3 bucket static files. Functionality is
shared between the website and the plugin through
API routes (using the API Gateway service) con-
necting to two Lambda functions: one for the web-
scraping component to be accessible to the website,
and one for summarization (encompassing the ex-
tractive and abstractive components), which is used
by both the website and plugin.

Extractive Component: following tag cleaning,
the classification model is loaded and the sentences
are vectorized. The Labelled Dataset is split into
60:30:10 test:validation:development sets, with the
development set determining the heuristics for the
labelling functions definitions. The labelling func-
tions assign [0|1| − 1] labels to each of these sen-
tences. After these labels are fed into a LabelModel,
the sentences and assigned labels are ready to be
used as training data for the classifier. Sentences
with probabilities >50% for the important class are
filtered and re-ordered, with the most important sen-
tences at the top. Stopwords and single-character
words are removed. The validation set is used for
training the RoBERTa classifier and the test set is
used for evaluating the label model, classifier and
baseline models during the Evaluation.

Abstractive Component: the encoder, decoder
and summary tokeniser are loaded at initialization.
The tokeniser converts the texts to sequences and
pads them up to the maximum length, 60, with the
encoder making predictions for each sequence. The
START token is used as a first input to the decoder,
which predicts the next words until an END token is
generated or the maximum length has been reached.
The tokenised sequence is returned as a readable
format and the final summary is joined by newlines.

13https://gs.statcounter.com/
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