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Abstract

Metadata provides important information
relevant both to finding and understand-
ing corpus data. Meaningful linguistic
data requires both reasonable annotations
and documentation of these annotations.
This documentation is part of the meta-
data of a dataset. While corpus documen-
tation has often been provided in the form
of accompanying publications, machine-
readable metadata, both containing the
bibliographic information and document-
ing the corpus data, has many advantages.
Metadata standards allow for the develop-
ment of common tools and interfaces. In
this paper I want to add a new perspective
from an archive’s point of view and look
at the metadata provided for four learner
corpora and discuss the suitability of es-
tablished standards for machine-readable
metadata. I am are aware that there is
ongoing work towards metadata standards
for learner corpora. However, I would like
to keep the discussion going and add an-
other point of view: increasing findabil-
ity and reusability of learner corpora in an
archiving context.

1 Introduction

Research data, including linguistic corpus
data, usually is not just published as-is, but
instead is enriched with so-called metadata.
Metadata subsumes a wide range of additional
information. Two main functions of metadata
are to allow the data to be found and also to
be understood by giving additional context.

For researchers the first point might seem
more obvious and relevant. If someone pub-
lishes data, they typically want other people to
be able to find this data. This is accomplished
by providing bibliographic or catalog meta-
data. This kind of metadata can be used in
repositories and registries to be able to provide

relevant data to a user. Within the CLARIN
infrastructure, the Virtual Language Observa-
tory (VLO) (Goosen and Eckart, 2014) pro-
vides such a registry harvesting metadata from
a wide range of repositories and providing a
uniform interface to look for corpus data based
on the provided metadata.

But findability is only one of the important
aspects. There is also a growing interest in
making data reusable. A very vocal initia-
tive promoting this among other values is the
FAIR initiative (Wilkinson et al., 2016). FAIR
stands for Findable, Accessible, Interoperable,
and Reusable and is connected to the Linked
Open Data (LOD) movement. Linking various
forms of data together enriches its value for fu-
ture research. Suitable metadata can provide
suitable linking.

2 Background: Established Metadata
Standards for Corpora

There exist many formats used to provide
metadata. They vary in expressively and their
use can also depend on the file format used
for the corpus data itself. Instead of covering
many different formats I will focus on three
formats that seem most relevant for learner
corpora available in public archives.

2.1 CMDI

The Component Metadata Initiative (CMDI,
Broeder et al., 2011) is the metadata stan-
dard established within the CLARIN infras-
tructure. It is used in the CLARIN VLO to
find corpus data. Using standardized inter-
faces such as OAI-PMH1, it can be automati-
cally harvested from the repository providing
the data. As a modular format, researchers

1http://www.openarchives.org/OAI/openarchivesp
rotocol.html
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Linköping Electronic Conference Proceedings 190: 108–113.

108



can define profiles matching their data and an-
notations. It is a very powerful standard which
already with a basic profile provides catalog
metadata as well as information about the file
structure of the corpus.

2.2 Coma
The EXMARaLDA Corpus Manager (Coma)
metadata format is often used in combination
with EXMARaLDA Partitur-Editor (Schmidt
and Wörner, 2014) annotations for audiovi-
sual data. It can contain catalog metadata
compatible with Dublin Core. Furthermore, it
is designed to provide information about the
corpus structure as well as information about
the speakers and events. The documentation
states: “Coma is […] used for managing the re-
lation of metadata, transcriptions, recordings,
external annotations, and further related files,
tying all related data together into a single cor-
pus document.” (Schmidt and Wörner, 2014,
p. 413) This format can be especially relevant
for spoken learner data.

2.3 TEI Header
Another common metadata format is TEI
headers. Not a stand-alone format as the other
formats, it is a standard for header informa-
tion to be included in corpus data encoded
following the guidelines of the Text Encoding
Initiative (TEI, TEI Consortium, 2022). It
can contain five main parts:

• a file description containing the biblio-
graphic or catalog information

• an encoding description describing the re-
lationship between an electronic text and
its source or sources

• a text profile containing classification and
contextual information about the text,
such as its subject matter, the situation
in which it was produced, the individuals
described by or participating in producing
it, and so forth

• a container element for other metadata
formats allowing easy inclusion of meta-
data from non-TEI schemes

• a revision history providing a history of
changes made during the development of
the electronic text

Depending on the application, a TEI header
can be quite a simple or a very complex and
structured object. Because TEI is more dom-
inant for written data, TEI headers are more
relevant for corpora containing written learner
data, but it should be noted that the TEI
guidelines also cover transcription of spoken
language which would make TEI headers also
relevant for spoken learner data.

3 Case Study Learner Corpora

To evaluate the current situation of metadata
provided for learner data, I selected four cor-
pora out of the large collection of available
datasets. Three of these corpora, DISKO,
MIKO, and HMAT, are hosted at the IDS, ei-
ther in the IDS repository2 or as part of the
database of spoken German (DGD, Schmidt,
2017)3 and thus relevant for all archiving ef-
forts at the IDS. The fourth corpus, SweLL,
was selected to include a dataset that is not
hosted in-house at the IDS. The selected cor-
pora cover both written and spoken data.

The most relevant aspect of this case study
is the metadata formats used. As shown in
the overview of metadata formats, the choice
of a metadata format is also influenced both by
the annotation tools used and the repository
hosting the data. Thus, this information is
also summarized for each of the datasets.

3.1 SweLL
The Swedish Learner Language corpus
(SweLL, Volodina et al., 2019) consists of two
sub-corpora, SweLL-pilot and SweLL-gold.
Both are collections of written learner essays.
The learners are adults learning Swedish.
The pilot corpus has been anonynimized and
graded according to CEFR levels, the gold
corpus has been pseudonymized, normalized
and correction annotated. The annotations,
sucha as normaliza-tion/correction annotation
and pseudonymization, have been created
using the SVALA annotation tool (Wirén
et al., 2019) and are available in a plain
text format and as JSON. Export to XML is
possible.

The metadata description is available in
human-readable form as Markdown and PDF

2https://repos.ids-mannheim.de/
3https://dgd.ids-mannheim.de/
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following the guidelines by Granger and
Paquot (2017b). In addition, learner metadata
as well as statistics about pseudonymization
and correction labels for the gold corpus are
provided as MS Excel spreadsheets. SweLL is
hosted at the Swedish Language Bank (Språk-
banken Text)4.

3.2 HaMaTaC
The Hamburg Mapping Task Corpus
(HaMaTac, HZSK, 2010) is a spoken
learner corpus with elicited speech data using
a map task and involves multilingual speak-
ers learning German. The recordings have
been transcribed using the EXMARaLDA
Partitur-Editor. Manual annotations include
disfluency and phonetic phenomena. Part-of-
speech tags using a modified STTS tag set
(Schiller et al., 1999) as well as lemmatized
forms have been added automatically using
TreeTagger.

Metadata is provided using the Coma
format and additional speaker metadata is
present as headers in the transcription files.
The Coma file covers catalog metadata fol-
lowing Dublin Core as well as transcription
and annotation metadata including annota-
tion structure. The corpus is available both
via the Hamburg Center for Language Cor-
pora (HZSK)5 and as part of the Database
of Spoken German (DGD). The HZSK is part
of the CLARIN infrastructure, consequently
some metadata are also available as CMDI. In
addition to machine-readable metadata, cor-
pus documentation is present as PDFs.

3.3 MIKO
The “Mitschreiben in Vorlesungen: Ein mul-
timodales Lehr-Lernkorpus” corpus (MIKO,
Spiegel et al., 2022) is a multimodal corpus
containing recordings of lectures as well as lec-
ture notes created by students, both L1 and
L2 speakers of German. Most of the lectures
are transcribed and annotated using EXMAR-
aLDA and stored as machine-readable data.
The lecture notes are based on photos of the
notes which have been anonymized and stored
as PDFs.

Coma metadata is included in the cor-
pus to document speaker information. Addi-

4https://spraakbanken.gu.se/en/projects/swell
5https://corpora.uni-hamburg.de/hzsk/en/

tional metadata about both lectures and lec-
ture notes are included as CSV tables. Fi-
nally, human-readable corpus documentation
as well as description of the metadata variables
is included as PDFs. MIKO is also available
as part of the DGD. Furthermore, MIKO is
present in the IDS repository which is part of
the CLARIN infrastructure and thus requires
some CMDI metadata.

3.4 DISKO

Finally, the “Deutsch im Studium: Lernerkor-
pus” corpus (DISKO, Wisniewski et al., 2022)
is a written learner corpus consisting of several
subcorpora. It was created in the context of
the same project as MIKO and shares some
similarities. The two main corpora consist of
texts created for a writing exercise repeated
up to three times with one year intervals by
both L1 and L2 speakers of German. Addi-
tional corpora are based on language tests for
students. Unusual for a written corpus, anno-
tations have been created using an extension
of the EXMARaLDA Partitur-Editor. Besides
the EXMARaLDA files the data is also avail-
able as plain text and ANNIS data as well as
the original handwritten documents as PDFs.

For the main parts DISKO L1 and L2 the
metadata contain extensive information about
the participants including language and socio-
economic background. For the other subcor-
pora a limited set of metadata is available. De-
spite the use of EXMARaLDA, no Coma data
is present, but the transcription files contain
extensive information in the file headers. Also,
similar to MIKO, metadata is present as CSV
files and documentation of both the corpus it-
self and the metadata is available as PDFs.
DISKO is available in the IDS repository and
consequently requires some metadata available
as CMDI.

4 Discussion

As one can see from these datasets listed in
Section 3, both the metadata formats used
and the information included are quite diverse.
That shows that we are quite a bit away from
an ideal of a single machine-readable metadata
standard for learner corpora.

Several good reasons can be listed both in
favor of expressive machine-readable metadata
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for (learner) corpora and against it. One
reason against the enforcement of metadata
standards, e.g., before archiving the created
data is the additional overhead. Already the
creation of a dataset is time-consuming and
sometimes even tedious. Adding the strict re-
quirement for complete, extensive, machine-
readable metadata and documentation can be
seen as gate-keeping and too high a threshold.
Some people might even consider withholding
their data instead of releasing it if they have
to meet such requirements for publication.

One major point in favor of standardized
metadata and corpus documentation is the
ability to automatically check for issues in the
data set. Especially when archiving corpus
data it is necessary to assess the quality of
the data to guarantee later reuse. For exam-
ple within the QUEST project (QUality ES-
Tablished – Testing and Application of Cura-
tion Criteria and Quality Standards for Au-
diovisual Annotated Language Data)6 it was
demonstrated how a semi-automatic quality
assurance process can profit from machine-
readable corpus information (Arestau, 2022;
Wamprechtshammer et al., 2022). For ex-
ample, as long as the annotation schema is
known, either because it follows some stan-
dard or if it is documented in a suitable way, it
can be checked to be consistent and coherent
across the whole data set.

It is also not the case that we have to
start completely from scratch. There has
been previous work on metadata standards for
learner corpora such as (Granger and Paquot,
2017b,a). However, they lack visibility and are
currently not generally applied. Another is-
sue is that the draft by Granger and Paquot
only specifies the data model, i.e., which fields
have to be included and which values are ac-
ceptable, but not the representation. Con-
sequently, the standard can be met both by
human-readable metadata expressed for ex-
ample using XML or JSON but also by only
human-readable documentation such as MS
Word documents or PDFs. Both issues, how-
ever, will hopefully be solved soon. Following
the 6th International Conference for Learner
Corpus Research (LCR 2022), a public call

6https://www.slm.uni-hamburg.de/ifuu/forschung
/forschungsprojekte/quest.html

for feedback on a new draft of the core meta-
data standard has been sent to several rele-
vant mailing lists7. Furthemore, at the same
conference König et al. (2022) presented their
approach to testing the core metadata stan-
dard on several corpora and expressing it using
CMDI.

The question of representation of metadata
is the final issue to be discussed here. As
I summarized in the introduction, there is a
number of viable and established metadata
formats for learner corpora. Most of them
are sufficiently expressive or extensible to be
used for machine-readable corpus documen-
tation. And there can be good reasons to
prefer one over the other, e.g., good integra-
tion in the annotation software or in the in-
frastructure in which the data should be de-
posited. Sometimes several formats can be
“competing” by providing similar functional-
ity: both CMDI and OLAC (Bird and Simons,
2001) formats can be used in metadata har-
vesting, CMDI within CLARIN infrastructure
and OLAC with the Open Language Archives
Community. However, each metadata format
requires understanding its philosophy to be
able to use it in the most suitable way. This
can be partially mitigated by using dedicated
software for metadata creation and manage-
ment such as the EXMARaLDA Corpus Man-
ager, LAMETA (Hatton et al., 2021) or vari-
ous CMDI tools in the CLARIN infrastructure
but requires learning how to use the software
instead. A minimum viable solution could be
based on spreadsheets which are both easy to
create and edit and can be automatically read
by software. However, spreadsheets lack addi-
tional semantics such as a hierarchical struc-
ture or controlled vocabulary.

5 Conclusion

There are many good reasons for metadata
standards, especially from the perspective of
archiving and research data infrastructure. It
is easier to deposit data in a repository if a sup-
ported set of metadata is provided in a stan-
dardized format. Furthermore, having access
to suitable metadata, it is possible to auto-

7LINGUIST list archive: https://web.archive.org/
web/20221124163838/https://list.elra.info/mailman
3/hyperkitty/list/corpora@list.elra.info/message/5IT
I7JXPYWAADXQ2MWTEXIQITWSVV332/
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matically check relevant aspects of the corpus
data. These two points would improve both
findability and reusability of the deposited
data. Especially the increased findability of
the created datasets should ideally motivate
corpus creators to include a sufficient set of
metadata information in addition to their cor-
pus data.

Furthermore, there are established machine-
readable metadata formats with infrastructure
and ecosystem surrounding them. For exam-
ple CMDI is already omnipresent for all data
published within CLARIN and can be modi-
fied to fit the data using profiles. As show by
König et al. (2022), it could form a starting
point for a unified representation for learner
corpora metadata. And because it is a stan-
dard format within a large infrastructure, ex-
isting tools can be used to create and mod-
ify the metadata for learner corpora. Finally,
having one metadata format as a pivot for con-
version into other formats could be suitable for
any additional metadata requirements such as
specific formats for a certain archive outside
CLARIN as well as for Linked Open Data.

A major challenge is to balance the interests
of all parties involved. From an infrastructure
point of view it is essential to have machine-
readable metadata usable for ingesting the cor-
pus data and providing means for finding rel-
evant data. But when establishing a machine-
readable metadata standard we also need to
reduce the additional work loaded onto the re-
searcher to document their data. The whole
discussion is only relevant when corpus cre-
ators are willing to prepare and submit their
data. Consequently, we have to collaborate on
establishing standards acceptable for all par-
ties.
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