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Abstract 

The various potential of children can be 

limited by language delay or language 

impairments. However, there are many 

instances where parents are unaware of the 

child's condition and do not obtain 

appropriate treatment as a result.  

Additionally, experts collecting children's 

utterance to establish norms of language 

tests and evaluating children's language 

development level takes a significant 

amount of time and work. To address these 

issues, dependable automated screening 

tools are required. In this paper, we used 

pretrained LM to assist experts in quickly 

and objectively screening the language 

development level of children. Here, 

evaluating the language development level 

is to ensure that the child has the 

appropriate language abilities for his or her 

age, which is the same as the child's age. To 

do this, we analyzed the utterances of 

children according to age. Based on these 

findings, we use the standard deviations of 

the pretrained LM's probability as a score 

for children to screen their language 

development level. The experiment results 

showed very strong correlations between 

our proposed method and the Korean 

language test REVT (REVT-R, REVT-E), 

with Pearson correlation coefficient of 

0.9888 and 0.9892, respectively. 

1 Introduction 

Language development is directly related to 

cognitive and intellectual development and is 

impacted by environmental factors including social 

interactions such as conversation with parents, etc 

(Sirbu, 2015). Language delay is the inability of a 

child to understand or use spoken language 

appropriately for their age, and it can result in 

language impairments. Language impairments are 

disorders of language that has a negative impact on 

all facets of life, including academic performance 

and social interaction, and restricts a child's wide 

range of potential (Bird et al., 1995; Conti-

Ramsden and Botting, 2004; Hulme et al., 2020). 

In this situation, Tomblin et al. (1997) reported that 

many children with language impairment were not 

receiving appropriate treatment because their 

parents were unaware of the child's condition. In 

addition, many studies anticipate that following the 

COVID-19 pandemic, quarantine measures 

including social distancing and mask wearing will 

include a negative impact on children's language 

development (Charney et al., 2021; Deoni et al., 

2021; Viola and Nunes, 2022). 

To address this issue, experts have developed 

language tests that may be used prior to make 

diagnosing language impairments. Standardized 

formal test analyzes linguistic abilities to screening 

a child's language development level. For example, 

PPVT-IV (Peaboby Picture Vocabulary Test-IV) 

(Dunn and Dunn, 2006) and EVT-2 (Expressive 

Vocabulary Test-II) (Kathleen T. Williams, 2008) 

evaluate receptive vocabulary and expressive 

vocabulary, respectively. Language sample 

analysis (LSA) analyzes linguistic abilities like 

grammar, pragmatics, and semantics as a measure 

(Schober-Peterson and Johnson, 1993; Robert E. 

Owen Jr, 2013). These methods evaluate a child's 

language development level compared with 

standardized norms from the same age group’s 

children who have normally developed. In other 

words, it evaluates if a child has linguistic abilities 

that are age-appropriate. If a child's scores on these 

methods are lower than the norm for the same age 

group, tests to diagnose language impairment are 

performed. However, moving forward with the 

standardized formal test and LSA process requires 
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a lot of time and work, and the same is true for 

establishing reliable standardized norm.  

Consequently, recent studies tried to an 

automated screening test that used the acoustic 

features of children's speech (Maier et al., 2009; 

Gong et al., 2016). They classified children with 

speech and language impairments from those with 

typical development using machine learning which 

is support vector machine and linear regression. 

They made it easier to collect data and made it 

possible to develop a system that could 

automatically screen for children's speech and 

language impairments. However, it still has to 

depend on data to train machine learning models, 

and cannot be used in another languages. At the 

same time, they only classified normal and 

impaired, and it is difficult to distinct the language 

development level like the existing language tests. 

In particular, although acoustic features are suitable 

for discriminating speech impairments due to 

problems such as speech organs, it is not suitable 

for discriminating language impairments because it 

has no linguistic characteristics. 

 The pretrained language model (pretrained LM), 

such as GPT2 (Radford et al., 2019) and GPT3 

(Brwon et al., 2020), is being developed for a 

variety of languages and has achieved good 

performance in a variety of downstream tasks of 

natural language processing. In the grammatical 

error correction (GEC) task, studies using only 

pretrained LM have been performed (Bryant and 

Briscoe, 2018; Yasunaga et al., 2021). To identify 

grammatical errors in sentences, Bryant and 

Briscoe (2018) and Yansunaga et al. (2021) used 

normalized log probability and probability score, 

respectively, based on the pretrained LM. The basis 

for these studies was the observation that 

grammatical sentences ( 𝑠𝑔𝑜𝑜𝑑  ) had a higher 

probability score of the pretrained LM than non-

grammatical sentences (𝑠𝑏𝑎𝑑). 

 𝑝(𝑠𝑏𝑎𝑑) < 𝑝(𝑠𝑔𝑜𝑜𝑑)  (1) 

Based on these characteristics, we focused on a 

pretrained LM's applicability like unsupervised 

learning that do not depending on training data for 

a specific task. In this paper, we used pretrained 

LM to assist experts in quickly and objectively 

screening the language development level of 

children. First, the pretrained LM calculates the 

probability of a word sequence for each utterance 

(i.e. sentence) of the child. Following that, a 

screening score for children's language 

development level is calculated using the standard 

deviation of these scores. The advantages of this 

method are as follows: 

• Since it doesn't need procedures like fine-

tuning carried out in supervised learning, 

it doesn't depend on data. As a result, it is 

relatively free of the cost and time 

required for data collection. 

• It can screen not only children whose 

language development is slow, but also 

children whose language development is 

fast. 

• It can be applied in various languages 

differently from another automated 

screening methods because pretrained 

LMs are being developed for various 

languages. 

The format of this paper is as follows. The data 

we used are described in Section 2. Section 3 

describes how to screen children's language 

development level using pretrained LMs. The 

Topic Family 

Turn Number Person Utterances 

  Interviewer 
KR 어제 형이랑 뭐하고 놀았어? 

What did you play with brother yesterday? EN 

1 1 Child 
KR (장난감) 장난감 가지고 놀고 청소도 했어요. 

We played with (toys) toys and cleaned. EN 

 2 Child 
KR 그리고 (음) 형이 자꾸 나만 시켜요. 

And (um) my brother keeps making me do it. EN 

  Interviewer 
KR 아 그랬구나. 

Oh, I see. EN 

  …  … 

Table 1:  Example of the data collected by the Hallym Conversation & Pragmatic Assessment Protocol. 
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experimental settings and results are discussed in 

Section 4, and our findings and conclusions are 

compiled in Section 5. Finally, we discuss the 

ethical considerations and limitations of our 

proposed method in Section 6. 

2 Transcription Data 

In the field of speech therapy, a rule called 

conversation protocol is used to ensure reliability 

of norms and analysis when collecting children's 

data (i.e. utterances). Conversation protocols allow 

only specific topics in the interview, and experts 

encourage children to speak on their own. As a 

result, we used the Hallym Conversation & 

Pragmatic Assessment Protocol (Lee and Choi, 

2017) that the Division of Speech Pathology and 

 
1 The study was conducted according to the guidelines of the 

Declaration of Helsinki and is approved by the Institutional 

Review Board of Hallym University (HIRB-2019-036, 

HIRB-2021-093). 

Audiology at Hallym university created to collect 

data. Standardized formal test and LSA examine 

the age-related differences in scores in children 

who have developed normally in order to verify 

their norms. So, children between the ages of 2 and 

6 who the experts assessed to have developed 

normally were the subjects of data. The data we 

used were collected by experts after approved the 

Institutional Review Board of Hallym University1. 

It is a total of 143 children, and each child includes 

an average of 89 utterances. Table 1 shows the 

collected data, while Table 2 shows age-specific 

details of the data. 

The words that are used by people of all ages 

and make it interrupt to analyze a language 

development level are indicated with special 

characters (i.e. symbols) in LSA and then excluded 

from the analysis. As a result, after analyzing them, 

we removed these words. These word types are 

shown in the following Table 3. 

Single-word utterances, such as “yes” or “no” 

and utterances using only proper nouns for people 

or things, are frequently appeared in children. 

Because these utterances frequently appear in 

children of all ages, they interfered with the 

classification of children's age for language 

development levels in previous studies based on 

supervised learning (Oh et al., 2021; Oh et al., 

2022). As children grow older, these utterances 

tend to become less frequent and utterances with 

complete sentence become more. We believe that 

this tendency is a useful linguistic characteristic for 

screening to children's language development level 

based on pretrained LM. The ratio of these 

utterances in age-specific children's overall 

utterances is shown in Figure 1. 

 

Figure 1:   Ratio of age-specific single-word 

utterances. 

Age Children No. of Sentences (Avg) No. of Tokens 

2-year-old 16 69.13 3K 

3-year-old 17 104.44 6K 

4-year-old 43 89.34 21K 

5-year-old 40 83.93 21K 

6-year-old 27 102.85 20K 

Total 143 89.94 71K 

Table 2:  Details on our age-specific data. 

Type Details 

Maze words 
Repetitions 

Revisions 

Silence pauses More than 3 seconds 

Inaccurate 

pronunciation 
- 

Table 3:  Removed word types. 
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3 Automatic Screening based on 

Pretrained LMs 

Children's language systems, including their grasp 

of grammar, steadily improve as they grow older. 

In this situation, the basis of our proposed method 

can evaluate the sentence's grammaticality using 

several values (e.g., probability, normalized log 

probability, etc) that can be calculated from a 

pretrained LM (Bryant and Briscoe, 2018; 

Yasunaga et al., 2021). These characteristics 

demonstrate the feasibility of using a pretrained 

LM to screen children's language development 

level. To screen the child's language development 

level, we only use the pretrained LM's probability 

as a score for the child's utterance and calculate the 

standard deviation of these scores. The rest of this 

section details more into pretrained LMs which is 

used in this paper and the scoring method we used 

to screen for children's language development level. 

3.1 Pretrained LMs for Korean 

Yasunaga et al. (2021) verified that the pretrained 

LM's probability may be used to assess the 

grammaticality of English sentences. Based on 

GPT2, grammatical sentences ( 𝑠𝑔𝑜𝑜𝑑 ) were 

evaluated highly scores in around 94% of all the 

data which is consist of (𝑠𝑔𝑜𝑜𝑑, 𝑠𝑏𝑎𝑑) pairs. So, we 

verified if the Korean pretrained LM provided the 

same observations as these experiments. 

In this paper, we used KoGPT22 (KoGPT2-SKT) 

released by SK Telecom Co., Ltd and KoGPT33 

(KoGPT3-Kakao) released by Kakao Corp. as 

Korean pretrained LMs. Additionally, we used the 

Korean grammaticality assessment corpus 

(National Institute of Korean Language) to validate 

the Korean pretrained LMs. The Korean 

grammaticality assessment corpus consists of 

( 𝑠𝑔𝑜𝑜𝑑 , 𝑠𝑏𝑎𝑑 ) pairs. Korean pretrained LMs 

 
2 https://github.com/SKT-AI/KoGPT2 

likewise had the same tendency as the observations 

of Yasunaga et al. (2021), as shown in Table 4. 

3.2 Scoring for language development level 

We evaluate the language development level with 

all utterances the child makes in conversations with 

experts. Consequently, the score for the utterance 

was calculated by the probability of a word 

sequence in the pretrained LM. 

 𝑝(𝑠𝑖) = 𝑃(𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛)  (2) 

 𝑝(𝑐ℎ𝑖𝑙𝑑) = [𝑝(𝑠1), 𝑝(𝑠2), … , 𝑝(𝑠𝑖)]  (3) 

, where 𝑠𝑖 is the 𝑖-th utterance and 𝑤𝑛 is the 𝑛-th 

word that makes up 𝑠𝑖 , 𝑝(𝑠)  is a score for one 

utterance, and 𝑝(𝑐ℎ𝑖𝑙𝑑)  is score set calculated for 

child’s all utterances. 

However, these scores can be verified as in 

Equation (1) only by comparing 𝑠𝑔𝑜𝑜𝑑  and 𝑠𝑏𝑎𝑑 

having the same meaning. And the data we used 

was collected by having a conversation about a 

specified topic, however these topics have a wide 

meaning such as family and friend. We may 

organize these issues into the following three 

intuitions: 

Intuition (1). Relativity of probability 

distributions for sentences. A grammatical 

sentence gets a high score based on the pretrained 

LM's probability. It can evaluate grammaticality in 

sentences that have the same meaning. As a result, 

even though they are grammatical sentences, 

sentences with different meanings have different 

probability distributions. 

Intuition (2). A conversational topic having a 

wide meaning. Each child might have a different 

story to tell even about the same topic because the 

topic is so broad. For example, while talking 

friends, child-A can talk a story he played with 

friend, hereas child-B can talk a story about a 

conflict with friend. In other words, the utterances' 

contents differ from one another. 

Intuition (3). Age-related variations in the 

frequency of single-word utterances. As shown 

in Section 2, children use basic positive and 

negative words like "yes" and "no" less frequently 

as they grow older. That is, people of all ages use 

these words. 

These intuitions can be summed up as follows: 

children's utterances have different probability 

3 https://github.com/kakaobrain/kogpt 

LM Params 
Ratio of 𝑝(𝑠𝑏𝑎𝑑) <

𝑝(𝑠𝑔𝑜𝑜𝑑) 

KoGPT2-

SKT 
125M 72.7 % 

KoGPT3-

Kakao 
6B 83.2 % 

Table 4:  Correlation with grammar assessment for 

Korean pretrained LM’s probability. 
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distributions. For instance, single-word utterances 

will get a lower score. Additionally, even when 

speaking on the same topic in complete sentences, 

the distribution of scores may differ. To utilize 

pretrained LM's probability correctly, we must get 

around these limits. We believed that 

characteristics of linguistic which is universal and 

changes with age-specific, it may be a key in 

overcoming these limits. We concluded that the 

solution is a departure from the single-word 

utterances that always emerges inside different 

probability distributions, which can be summarized 

as follows: (1) The deviation of probability is little 

since single-word utterance occurs more frequently 

as the child becomes younger.  (2) As children grow 

older, the deviation of probability is bigger since 

single-word utterances and utterances with 

complete sentence appearing appropriately.  

Consequently, to screen the children's language 

development levels, we calculated the standard 

deviation of the 𝑝(𝑐ℎ𝑖𝑙𝑑). 

𝑠𝑐𝑜𝑟𝑒(𝑐ℎ𝑖𝑙𝑑𝑁) = √
(𝑝(𝑠1)−𝜇)2+ ...  +(𝑝(𝑠𝑖)−𝜇)2

𝑖
  (2) 

, where 𝜇 is the average of the pretrained LM's 

probability for the child's utterances and 𝑖  is the 

number of utterances. 

4 Results and Discussion 

To ensure consistency and reliability of the analysis, 

LSA chooses 30 to 50 of the utterances made by 

children and analyzes them as a certain number of 

utterances (Harris et al., 1986; Ingram, 2002; 

Trudeau and Sutton, 2011; Andonova, 2015). By 

omitting this procedure, we aim to provide an 

Age Average Max Min 

2-year-old 3.14 18 1 

3-year-old 3.88 38 1 

4-year-old 5.49 108 1 

5-year-old 6.43 72 1 

6-year-old 7.27 85 1 

Table 5:  Details on token length in age-specific 

sentence. 

Methods 

Age group 

2-year-old 3-year-old 4-year-old 5-year-old 6-year-old 

REVT-R 18.04 30.35 44.39 58.18 70.92 

REVT-E 20.16 37.06 52.38 64.81 75.06 

Ratio of 

single-word 

utterances 

29.25 19.65 23.43 18.73 21.0 

KoGPT2-

SKT 
12.97 18.43 30.50 34.11 41.55 

KoGPT3-

Kakao 
12.02 16.06 26.84 30.09 36.26 

Correlation 

Coefficient 

(𝑟) 

Ratio of 

single-

word 

utterances 

REVT-R -0.6451 

REVT-E -0.6946 

KoGPT2-

SKT 

REVT-R 0.9888 

REVT-E 0.9892 

KoGPT3-

Kakao 

REVT-R 0.9876 

REVT-E 0.9868 

Table 6:  Experiment results of the correlation analysis for our proposed method and REVT. 
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automated screening that experts can use easily and 

quickly. As a result, we evaluated by the child's all 

utterances. This data, which is detailed in Table 5, 

includes utterances of various lengths. 

REVT (Hong et al., 2009) is a standardized 

formal test in the Korean language that measures 

both receptive (REVT-R) and expressive (REVT-E) 

vocabulary in individuals between the ages of 2 and 

16. The norms of REVT-R and REVT-E were 

constructed by the Seoul Community 

Rehabilitation Center  for the disabled to children 

who have normally developed of 5,119 and 5,145 

individuals, respectively, and provided for use. 

Consequently, to evaluate the reliability of our 

proposed method, we evaluated the correlation 

with the norms of the REVT. The results as shown 

in Table 6. 

Table 6 shows the standardized norms or 

calculated scores for which each method by age. 

First, we confirmed whether a simple method, ratio 

of single-word utterances, could be used as the age-

specific score for children's language development 

level. This is because we confirmed that there was 

a significant difference by age in Figure 1. But it 

showed a very low correlation with REVT. Our 

investigation revealed that the reason was that 

some children their age used single-word utterance 

more frequently. Next, we confirmed the 

possibility of our proposed method. It was able to 

confirm a strong correlation with REVT. KoGPT2-

SKT in particular shown extremely strong 

correlation with REVT-R and REVT-E, with 

Pearson correlation coefficients of 0.9888 and 

0.9892, respectively. Despite being little less than 

this, KoGPT3-Kakao also showed a respectable 

correlation. In actuality, KoGPT3-Kakao is a latest 

model, and as shown by Table 4, it performs better 

in grammar assessment. We believe that the 

somewhat different model structures in the two 

pretrained LM—as well as the different training 

dataset—are what caused the difference in the 

correlation coefficients. These findings 

demonstrated the potential for using a pretrained 

LM to address the limitations of language tests, 

which are expensive, time-consuming, and difficult 

to utilize across a variety of languages. 

5 Conclusion 

In this paper, we used pretrained LMs for 

automated screening and tried to address 

limitations in the existing language tests, such as 

the number of data and the diversity of languages. 

At this time, we preprocessed the utterance by 

analyzing age-specific linguistic patterns of 

children to use the pretrained LM efficiently. 

Additionally, the correlation with REVT, a 

standardized formal test for Korean language, was 

evaluated to demonstrate the reliability of our 

proposed method. The experimental results 

revealed a strong correlation between our proposed 

method, which is based on KoGPT2-SKT, and the 

norms for REVT-R and REVT-E, with Pearson 

correlation coefficients of 0.9888 and 0.9892, 

respectively. These observations demonstrate the 

potential for the pretrained LM to automatically 

screen children's language development levels and 

are expected to address several issues with the 

limitations of language tests such as standardized 

formal tests and LSA. 

Furthermore, we believe that the pretrained LM 

demonstrated the potential for applicability in 

various issues needing skills in natural language 

processing. Future work will focus on make up for 

automatic screening based on pretrained LMs and 

investigating automatic transcription methods for 

collecting children’s utterance data using automatic 

speech recognition. 

6 Ethical Considerations and 

Limitations 

If our proposed method is successful, it is possible 

to screen a child’s language development level 

quickly and objectively prior to having an expert 

perform a language test. And if a problem is 

identified at this time, the child can get early 

diagnostic tests and treatment. Additionally, 

because expert direct analysis is not included, the 

language test's cost may be reduced, increasing its 

accessibility to parents. As the language test gets 

easier, though, it's possible that unneeded 

diagnoses and treatments may be provided. 

Next, the issues that could occur if our proposed 

method operates improperly were then taken into 

consideration as follows: The first is the failure to 

screening for children who has abnormally 

developed (recall failure). Recall failure has a 

problem of missing the treatment time because it 

cannot properly diagnose and treat a child who has 

abnormally developed. Second, it involves 

screening children who has normally developed 

(precision failure). To children who has normally 

developed, precision failure can lead in unneeded 

diagnosis and treatment. We also take into 

consideration the following potential misuses of 
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this method: Future issues with discrimination 

might arise if this method is expanded to evaluate 

children's intellectual development level. In other 

words, it is possible to discriminate and educate 

children with high and low developmental levels, 

which undermining the fundamental purpose of 

education. Consequently, this method should be 

performed under strictly managed by a group of 

experts in relevant fields, such as language 

pathology or speech therapists. 

Technically, the method we propose relies solely 

on a pretrained LMs; no extra learning, such as 

fine-tuning, is involved. Consequently, this method 

is relatively free to the bias issue that training data 

in supervised learning might bring. The bias of the 

corpus that was used to develop the pretrained LM 

at this time may cause some concern. However, the 

appropriacy and factuality of a sentence's content 

are not factors we believe should be taken into 

consideration when evaluating a child's language 

development level. And, since this technique does 

not need for extra training, it does not consider the 

data collection from users. Although we cannot 

collect it directly right now since speech 

recognition technique is not being employed, but 

this will change as technique advances. 

Consequently, these applications must adhere to 

research ethics regulations such as the IRB for data 

collection. 

Finally, the test results of our proposed method, 

including the language test, may vary depending on 

the level of participation like the child's sociable or 

active nature. Consequently, we have to take these 

into consideration as well. 
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