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Abstract

Traditional sentiment analysis is a sentence-
level or document-level task. However, a sen-
tence or paragraph may contain multiple tar-
get terms with different sentiments, making
sentiment prediction more challenging. Al-
though pre-trained language models like BERT
have been successful, incorporating dynamic
semantic changes into aspect-based sentiment
models remains difficult, especially for domain-
specific sentiment analysis. To this end, in this
paper, we propose a Term-Based Sentiment
Analysis (TBSA), a novel method designed
to learn Environmental, Social, and Gover-
nance (ESG) contexts based on a sustainability
taxonomy for ESG aspect-oriented sentiment
analysis. Notably, we introduce a technique en-
hancing the ESG term’s attention, inspired by
the success of attention-based neural networks
in machine translation (Bahdanau et al., 2015)
and Computer Vision (Bello et al., 2019). It
enables the proposed model to focus on a small
region of the sentences at each step and to re-
weigh the crucial terms for a better understand-
ing of the ESG aspect-aware sentiment. Be-
yond the novelty in the model design, we pro-
pose a new dataset of 125,000+ ESG analyst-
annotated data points for sustainability term-
based sentiment classification, which derives
from historical sustainability corpus data and
expertise acquired by development finance in-
stitutions. Our extensive experiments combin-
ing the new method and the new dataset demon-
strate the effectiveness of the Sustainability
TBSA model with an accuracy of 91.30% (90%
F1-score). Both internal and external busi-
ness applications of our model show an evident
potential for a significant positive impact to-
ward furthering sustainable development goals
(SDGs).

1 Introduction

In 2015, the United Nations (UN) adopted the
2030 Agenda and its 17 Sustainable Development
Goals (SDGs; Nations (2015)), addressing global

challenges including poverty, inequality, climate
change, environmental degradation, peace, and jus-
tice. The Secretary General’s Roadmap for financ-
ing this collective and transnational effort invites
all stakeholders to consider environmental, social,
and governance (ESG) issues. ESG matters have
assumed relevance for investors, regulators, and
industry participants, while ESG criteria are in-
creasingly used to measure the impact of invest-
ment activities on sustainable development. How-
ever, ESG-integrated investing remains challeng-
ing, even for world-class asset managers, institu-
tional investors, and pension funds, because of data
gaps in coverage of emerging markets and a lack of
analytical capacity. Further, these markets present
the greatest opportunities for investors to achieve
impacts through the SDGs because their develop-
ment needs are the most significant.

At the same time, there is growing recognition
of the fundamental role played by data, primarily
structured data, in achieving the objectives set out
in the SDGs (Griggs et al., 2013; Nilsson et al.,
2016; Conforti et al., 2020; Vinuesa et al., 2020).
Structured data and SDG metrics are essential to
ensure the successful design of local projects but
are often absent when required for insights into ben-
eficiaries’ needs and values (Conforti et al., 2020).
Unstructured data can provide such insights. Nat-
ural language processing (NLP) techniques can
process such qualitative data to provide relevant
facts and figures to project developers. Expected
benefits are time and cost reductions, higher opera-
tions efficiencies, due diligence improvements, and
better sustainability impact assessments (Conforti
et al., 2020; Sokolov et al., 2021; Ulibarri et al.,
2019). Recent progress in masked language mod-
eling such as Google BERT (bidirectional encoder
representations from transformers, (Devlin et al.,
2019), RoBERTa (robustly optimized BERT ap-
proach (Liu et al., 2019)), and DeBERTa (decoding-
enhanced BERT, (He et al., 2021))—combined
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with cloud computing, is unlocking the potential
for creating analytical capacity to assess unstruc-
tured data at scale and is facilitating SDG-aligned
financing for emerging markets to address the $4.2
trillion USD annual shortfall in investments needed
to meet the SDGs (OECD, 2020).

Despite these advances, NLP research and ap-
plications that contribute to sustainable develop-
ment are absent (Conforti et al., 2020). This gap
is attributed to the lack of high-quality sustain-
ability data and the scarcity of relevant labeled
data to train sustainability-domain language mod-
els. Our work proposes a sustainability-domain
adaptation of transformer-based models to per-
form various NLP tasks, such as ESG term ex-
traction and sentiment analysis. Such a sustain-
ability domain-specific language model is a sig-
nificant advance; pre-trained models and commer-
cial sentiment analysis solutions perform poorly at
predicting ESG sentiments because of differences
in domain-specific vocabulary (these models are
trained using datasets such as restaurant or movie
reviews or tweets that are not relevant to sustain-
ability analysis). Domain-specific models are also
necessary to process sustainability reporting doc-
uments which are typically lengthy, complex, and
use terms that do not carry emotional connotations,
unlike movie or restaurant reviews. Hence the need
to create a specific taxonomy for context-based
ESG sentiment analysis (Ulibarri et al., 2019).

Development finance institutions have decades
of archival sustainability data created from project
due diligence and monitoring. We use examples
of such data to create a unique ESG taxonomy and
human-annotated dataset. Namely, we equip two
pre-trained language models (RoBERTa and De-
BERTa) to understand ESG context by fine-tuning
and modifying the models into a sustainability term-
based sentiment analysis (STBSA) model, thereby
creating a new approach based on an ESG taxon-
omy of more than 1,200 terms. We then train the
models with human-annotated data to predict the
context of ESG terms in sentences and classify
words by positive, negative, or neutral ESG senti-
ment. Significantly, our experiments find that the
STBSA model (based on RoBERTa) performs with
91.30% accuracy (90% F1-score) and outperforms
the current state-of-the-art baseline models for sen-
timent analysis tasks.

2 Related Work

Aspect-based Sentiment Analysis. In the begin-
ning, work on sentiment analysis mainly focused
on identifying the overall sentiment of a unit of
text. The amount of text varied from an entire doc-
ument (Pang et al., 2002; Turney, 2002) to merely
paragraphs or sentences (Hu and Liu, 2004). How-
ever, only considering the overall sentiment fails to
capture the sentiments over the aspects on which
an entity can be reviewed or sentiment expressed
toward different entities. To remedy this, two new
tasks have been introduced: aspect-based sentiment
analysis (ABSA) and targeted sentiment analysis.
Aspect-based sentiment analysis assumes a single
entity per unit of analysis and tries to identify sen-
timents towards different aspects of the entity (Lu
et al., 2011; Lakkaraju et al., 2014; Alghunaim,
2015; Bagheri et al., 2013; Brody and Elhadad,
2010). However, it considers only one single entity
in the given text.

Target-based or target sentiment analysis is
another task that identifies polarity towards a tar-
get entity, as opposed to over an entire volume of
text (Saeidi et al., 2016; Mitchell et al., 2013; Jiang
et al., 2011; Dong et al., 2014; Vo and Zhang, 2015).
Jiang et al. (2011) were the first to propose targeted
sentiment analysis on Twitter. They demonstrated
the importance of targets by showing that 40% of
sentiment errors are due to not considering them in
classification. However, this task only identifies the
overall sentiment, and the existing corpora consist
only of text with one single entity per unit of analy-
sis. This task caters to more generic text by making
fewer assumptions while extracting fine-grained
information.

ESG-domain transformers-based models. In
recent years, transformer-based models have be-
come the default solution for NLP tasks such as
search, machine translation, or sentiment analysis
(Tunstall et al., 2022). Only a few studies apply
language models to the sustainability area. Cli-
mateBERT, proposed by Bingler et al. (2021), ana-
lyzes companies’ climate risk using the Task Force
on Climate-Related Financial Disclosures frame-
work. Another application, developed by Ulibarri
et al. (2019), is an artificial neural network classi-
fier for modeling environmental impact statement
documents from the US Environmental Protection
Agency. Finally, Nugent et al. (2020) demonstrate
that fine-tuning BERT using large amounts of busi-
ness and financial news data from the Reuters News
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Archive led to better results with classification tasks
such as detecting ESG controversies.

Terms-based sentiment analysis. Term-based
sentiment analysis is particularly valuable in
domain-specific text, which very much resembles
how a human domain expert comprehends this text
content. Domain-specific text such as sustainabil-
ity reporting documents are very complex, often
ambiguous, and may have multiple target terms in
a single sentence. Moreover, the same terms may
have different meanings or polarity depending on
the context in which they appear (Ulibarri et al.,
2019), demanding a different approach. Zhang
et al. (2022) show that previous methods for aspect-
based sentiment models are unable to achieve the
same performance as human-level sentiment un-
derstanding. Additionally, Bahdanau et al. (2015)
argue that basic encoder-decoder architecture with
a fixed-length vector is a bottleneck in improv-
ing those models’ performance. Inspired by the
above research, both aspect-based sentiment and
transformers-based architectures, we proposed a
novel architecture that addresses the issue of long
and complex sentences by expending the ABSA
to emphasize parts of a source sentence that are
relevant to predicting ESG sentiment.

3 Methodology

Most aspect-based sentiment analysis methodolo-
gies comprise multi-grained NLP tasks and consist
of two major subtasks: target term extraction and
sentiment classification (Yang et al., 2021). Ac-
cordingly, this section introduces our approach for
ESG terms selection and extraction and presents
the model design for conducting ESG sentiment
classification.

3.1 ESG Taxonomy Development and
Extraction

ESG taxonomy. This work uses an ESG risk tax-
onomy or collection of ESG terms based on the
International Finance Corporation’s (IFC) Envi-
ronmental and Social Performance Standards and
Corporate Governance Methodology.1 The eight

1IFC’s Performance Standards on Environmental and So-
cial Sustainability are a global benchmark for sustainability
practices. To date, 130 financial institutions in 38 countries
have adopted the Equator Principles, based on these standards.
Leading development institutions—including the European
Bank for Reconstruction and Development and the Asian
Development Bank—adopted practices rooted in these stan-
dards. Between 2006 and 2016, an estimated US$4.5 trillion
in investments across emerging markets adhered to IFC’s stan-

Environmental and Social Performance Standards
and the six Corporate Governance Methodology
parameters provide the highest level of aggrega-
tion of the taxonomy. The lowest level comprises
1,200 unique ESG risk terms (with more than 4,750
variations, including acronyms, abbreviations, and
spelling variants). This taxonomy organizes infor-
mation by IFC performance Standards, ESG sub-
themes, and topics and is compatible with sustain-
ability disclosure standards such as the UN SDGs,
the Global Reporting Initiative (GRI), and the Sus-
tainability Accounting Standards Board (SASB)
framework. Details on the whole structure of the
taxonomy can be viewed in Appendix A.

ESG terms selection. Three rules govern the
creation of the ESG term taxonomy. First, the rel-
evance of the term within the text to ESG context,
such as “endangered species,” “child labor,” “wa-
ter pollution,” “climate change,” “biodiversity im-
pacts,” or “gender-based violence.” Second, avoid-
ance of broader concepts and stop words. For ex-
ample, rather than use words like “water,” we use
specific composites such as “potable water,” “water
pollution,” and “drinking water.” Third, the use of
nouns rather than adjectives as adjectives may qual-
ify a wide variety of nouns, are often unspecific,
and can increase instances of false positives. In
addition to these rules, we use unsupervised ma-
chine learning techniques to add new risk terms
and incorporate emerging ESG topics.

3.2 Sustainability-Domain Model
Architecture

Problem statement and ESG sentiment defini-
tion. A positive ESG sentiment is a statement
that expresses the perception of a company’s or
project’s positive impact(s) on society or the ab-
sence of ESG risk. For instance, a statement such
as "The company managed to significantly limit
the risk of child labor in the supply chain" is con-
sidered positive in line with IFC’s ESG standards.
In contrast, a negative ESG sentiment is a state-
ment that indicates a lack of compliance with IFC’s
ESG standards or the occurrence of an ESG risk
event. For instance: "Evidence has surfaced of a

dards or to principles inspired by them (Corporation, 2016).
In 2011, IFC was the first development financial institution
(DFI) to require corporate governance analysis for every in-
vestment transaction as part of its due diligence process. IFC’s
Corporate Governance Methodology evaluates the corporate
governance risks and opportunities of client companies. It
was distilled into the Corporate Governance Development
Framework used by 34 DFIs in their investment processes
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widespread use of child labor in the cocoa sector
in emerging markets". Neutral ESG sentiments
are factual statements that either refer to an ESG
context but do not express positive or negative sen-
timents or are irrelevant in the ESG context. ESG
terms used for labeling purposes do not per se im-
ply positive or negative sentiments, even if a word
may be considered positive (e.g., training) or neg-
ative (e.g., penalties and fines). Only the context
in which these terms are used matters. Therefore,
while the term "child labor" may be linked with a
negative sentiment, stating the absence of child
labor expresses a positive ESG sentiment. Finally,
the sentence’s structure can be complex, with multi-
ple target terms. For instance: "The world’s largest
chocolate manufacturers provided support in ad-
dressing large-scale deforestation in the cocoa sec-
tor, but there is still evidence of child labor in the
supply chain." When considering "deforestation"
and "child labor", a traditional sentiment classifi-
cation will fail to identify the correct sentiments.
Hence the need to develop an approach which can
handle the complexity and potential ambiguity of
words and sentences expressing ESG sentiments.

The new approach. To meet this challenge, we
propose to extend previous aspect-based sentiment
works (Tang et al., 2016; Zhang et al., 2022) by
enabling the transformer-based model to automat-
ically and explicitly emphasize parts of a source
sentence that are relevant to predicting a target
word polarity. We call this novel architecture ESG
terms attention augmentation. It is inspired by
the success of attention-based neural networks in
machine translation (Bahdanau et al., 2015) and
Computer Vision (Bello et al., 2019). Its design
and functioning are described in detail below.

A sentence-aspect pair (S,At) is given. The sen-
tence is represented as S = {ws

1, w
s
2, w

s
3, ..., w

s
n}

which consists of series of n words. The ESG as-
pect, also called a risk term is denoted as At =
{wa

1 , w
a
2 , w

a
3 , .., w

a
t } which is a part of S. A sen-

tence S may consist of one or more ESG risk terms.
STBSA aims to build a sentiment classifier that can
precisely predict the ESG sentiment of sentence
S for a specific ESG risk term, including multiple
target terms with different sentiments. The overall
architecture of the STBSA model, adapted from
Zhang et al. (2022), is illustrated in Figure 1.

ESG terms attention augmentation. Because a
sentence may contain multiple target terms that de-
scribe different sentiments that are difficult to pre-

dict using BERT or RoBERTa, we propose an inno-
vative approach to achieve STBSA via transformer-
based models. (Sun et al., 2019) and (Zhang et al.,
2022) show improvements to the attention me-
chanic for sentiment analysis tasks based on trans-
former models by constructing an auxiliary sen-
tence in addition to the original sentence. Simi-
larly, we annotate and copy target words from sen-
tences during pre-processing and create two copies
of such terms in the sentence—one at the begin-
ning and one in its original position. This modifica-
tion of the sentence structure has two advantages:
First, since the text input is changed, the outputs of
the transformer-based model differ. Second, since
an additional target term appears at the beginning
of the sentence, its frequency increases and gains
more attention in the model.

Human expert annotations. We designed a rig-
orous process to prepare a human-annotated train-
ing dataset with the labeling rules described in an-
notator guidelines. Three criteria are used to se-
lect the ESG documents to annotate: Relevance,
Reliability, and Vintage. Content relevance is de-
termined by the potential of text to support deci-
sions, such as company sustainability reports and
ESG-related news reports. Reliability refers to a
qualified source of data and analysis prepared or re-
viewed by ESG experts. Data vintage is ascertained
by using current sources, with a preference for the
most recent data. The training dataset comprises
three ESG sentiment types – positive, negative, and
neutral – which are manually assigned to each sen-
tence based on the targeted term.

Model fine-tuning procedure. We embrace a
data-centric artificial intelligence (AI) strategy by
proposing a sustainability-domain algorithm based
on high-quality labeled data provided by human
experts. Our model uses a transfer learning tech-
nique, used with success in computer vision, to
train a convolutional neural network on one task
and then adapt it to a new task (Tunstall et al.,
2022). The fine-tuned model comprises the model
body (initially trained for masked word predictions)
and the custom classification head. During transfer
learning, the body weights from general-purpose
language models (the RoBERTa and DeBERTa cor-
pus) are used for initialization, a starting point
to create the sustainability domain-specific model
based on the custom ESG taxonomy and human-
annotated ESG data.

Hyperparameter settings. Meta AI and Mi-
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Figure 1: shows the STBSA framework adapted from Zhang et al. (2022). The blue blocks are the pre-trained RoBERTa
model, which is frozen during the fine-tuning steps. The right green blocks represent the "ESG term attention augmentation"
modifications performed during the fine-tuning, on top of the RoBERTa layers and with ESG-expert annotated data.

crosoft released the pre-trained RoBERTa and De-
BERTa models on Hugging Face. 2 Our best per-
forming fine-tuned RoBERTa is composed of the
pre-trained RoBERTa layers and a custom classi-
fication head, consisting of two hidden layers (of
786 and 56 dimensions) and a softmax output layer
(of 3 dimensions). The best and most stable model
was found with 8 epochs, 0.1 dropout rate, 32 as
batch size, 5e-6 as learning rate, 42 seed values,
and 800 of the model’s warm-up steps. We used
the warm-up optimization strategy (He et al., 2016)
by training the model with a varying learning rate
along with all the training steps. A linear scheduler
initialized the learning rate with a value near zero.
After 800 training steps, the learning rate reached
a preset peak value (5e-6) and slowly decreased.

3.3 Machine Learning Operations and Bias
Management Process

Experiment context. As NLP models have shown
a good level of accuracy in classifying general En-
glish language sentiments, we were challenged by
the black-box nature of the neural models and in-
herent bias that training data poses. This motivated
us to start developing a Proof of Concept (POC),
led by the World Bank Group Technology and In-
novation Lab, which successfully validated the use
of LIME (Ribeiro et al., 2016), SHAP (Lundberg

2RoBERTa base: https://huggingface.co/
roberta-base;
DeBERTa base: https://huggingface.co/
microsoft/deberta-base.

and Lee, 2017), and Fairlearn (Bird et al., 2020) in
understanding the model behavior and fine-tuning
the model to avoid bad bias.

Machine learning operations (MLOps). Train-
ing models to achieve acceptable accuracy and F1-
scores requires robust processes to monitor data
drift and retrain models to perform consistently on
new input data. Such methods must include ap-
proaches to understand model biases and explain
performance. Our research advances the use of
Explainable AI frameworks and techniques to im-
prove understanding of model performance. A ma-
ture MLOps and data management process is the
cornerstone of training a trustworthy and fair model
(Schwartz et al., 2022). Our experiments applied
the MLOps process described in Figure 2. This
approach has four domains: Domain Data, Data
Science, Trust Analysis, and Consumption. All
four parts maintain feedback loops to each other
to achieve the overall objective of increasing the
quality of ML inferences.

Figure 2 describes the process, which starts with
domain data experts collecting, cleaning, and ana-
lyzing input data. Labeled data is quality assured
by evaluating inter-annotator agreements. This ap-
proach prevents individual labeler bias from im-
pacting the model. Next, the data science stage fo-
cuses on training and testing the model with labeled
data. Section 4.2 describes model selection and per-
formance metrics. Following this, the Trust Anal-
ysis step centers on model evaluation. This step
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Figure 2: Phases of MLOps

determines if the model has any unforeseen biases
that may skew the results. We experimented with
LIME (local interpretable model-agnostic explana-
tions, Ribeiro et al. (2016)) and SHAP (Shapley
additive explanations, (Lundberg and Lee, 2017))
to understand how the model makes predictions.
Model sensitivity analysis and feedback are pro-
vided to domain experts and data scientists to adjust
the labeled data and model architecture.

Lastly, models are published in the model reg-
istry for the final step, Consumption. The model
serving component uses the most recent version
of the model from the model registry and predicts
outcomes on API or Batch requests. Subsequently,
model monitoring provides feedback at the model
evaluation stage to assess data drift. The key theme
of this proposal is that any production-grade AI/ML
system must be a multi-stakeholder and interdis-
ciplinary undertaking. An MLOps model brings
forth these experts systematically and collectively
works to make the model’s prediction more relevant
to the business problem that the model is trying to
address.

4 Experiment

4.1 Experiment Settings

Proposed Dataset. Using rules outlined in ESG
sentiment annotation guidelines, six ESG analysts
worked over 1.5 years to refine the ESG taxon-
omy and produce labeled data for model training.
The final training dataset comprised 126,480 sen-
tences taken from ESG news, IFC internal project
documentation, project evaluations by the World
Bank Group Independent Evaluation Group, IFC
Compliance Advisor Ombudsman project assess-
ment reports, and publicly available information,
including IFC ESG project disclosures and public

disclosures by listed companies including annual
and sustainability reports. The labeled dataset is
presented in Table 1.

Quality assurance of labeled data. ESG sen-
timent annotation guidelines and inter-annotator
agreement metrics ensure the creation of high-
quality training data. Only sentences with con-
sensus from at least two labelers are eligible as
training data to mitigate the risk of conflicting la-
bels. Consistency of labeling among annotators or
inter-annotator agreement is tracked using Cohen’s
kappa coefficient, which measures the reliability of
agreement between two labelers, considering the
possibility that agreements could occur by chance
(Cohen, 1960). In addition to Cohen’s kappa, the
percentage of inter-annotator agreement is used
as a secondary quality indicator. These annotator
agreement metrics improve the consistency of train-
ing data and manage inevitable differences between
annotators (Pustejovsky and Stubbs, 2012; Bobicev
and Sokolova, 2017). The average Cohen’s kappa
value was 0.75, indicating substantial agreement
among labelers.

Train, validation, and test datasets. The final
labeled set of 126,480 sentences comprised 37,054
(29%) positive, 27,579 (22%) negative, and 61,847
(49%) neutral labels. We randomly split this set
into 107,540 sentences (85%) designated for model
training and validation and 18,940 sentences (15%)
for model evaluation. The subsets’ class distribu-
tion is similar to the final set labeled above.

4.2 Experiment Results

Pre-trained model performance. Table 2
shows accuracy and F1-scores for the pre-trained
RoBERTa-base and DeBERTa-base models on the
test set. As expected, pre-trained models poorly
predict ESG sentiments without domain-specific
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ESG document type Sentence
count

Positive
labels

Negative
labels

Neutral
labels

ESG news report 35,560 33.38% 26.34% 40.26%
IFC internal project documents 29,796 34.80% 18.36% 46.83%
Public company disclosures 19,213 26.96% 10.44% 62.60%
Public DFI project disclosures 31,900 29.35% 15.86% 54.79%
Independent project evaluations 10,011 2.70% 56.65% 40.64%
Total 126,480

(100%)
37,054
(29%)

27,579
(22%)

61,847
(49%)

Table 1: ESG sentiment labeled dataset

training. Most predictions are neutral. Pre-trained
models can assess context information in ESG text
but are less successful at predicting positive and
negative ESG sentiments as these models are not
trained on these types of labels.

Baseline model performance. For a further
baseline comparison, we used the Fin-BERT model
(Araci, 2019) as a benchmark to compare the per-
formance of our model. Three arguments justify
this choice: the domain proximity of financial and
sustainability reporting (Nugent et al., 2020; IIRC,
2011); the FinBERT model’s availability and us-
age metrics on open-source platforms, notably on
Hugging Face; and, most importantly, its use of
similar sentiment classes (positive, negative, neu-
tral). FinBERT shows 69 % accuracy and 54%
F1-score on the test data. Compared with the pre-
trained RoBERTa-base and DeBERTa-base models,
Fin-BERT demonstrates better performance, partic-
ularly for negative and positive sentiment predic-
tions.

ESG fine-tuned model performance. The four
last lines of Table 2 show the accuracy and F1-score
of fine-tuned models. Compared to the FinBERT
baseline, we observe a significant increase in accu-
racy from 69% to 88% and F1-score from 54% to
84% for the RoBERTa-base model fine-tuned for
ESG. The fine-tuned DeBERTa and FinBERT mod-
els show similar levels of accuracy and F1-score.
These results demonstrate that after ESG-domain
training, the models demonstrate improved perfor-
mance. After additional modifications to input data
to emphasize ESG terms (attention augmentation),
we reached 91.30% accuracy and 90.2% F1-score
with RoBERTa. Detailed metrics, including Preci-
sion and Recall of the STBSA model, are presented
in Appendix C.

Adjusting for imbalanced training data. ESG
sentiment classes are not distributed equally. This
data structure is expected in the ESG domain be-
cause most ESG terms occur in neutral contexts. To

address this imbalanced classification issue (Hovy
and Prabhumoye, 2021), we under-sampled the
neutral class to obtain a new data structure with
37,054 positive labels (36%), 27,579 negative la-
bels (27%), and 37,000 neutral labels (36%). The
experiment based on this data structure shows both
accuracy and F1-score of 91%. These adjustments
do not lead to a substantial performance gain and
result in a significant loss of labeled data (20%).
As a result, we decided to continue experimenting
with the complete labeled data set.

4.3 Real-world deployment of the STBSA by
IFC (World Bank Group)

Our STBSA model has been deployed in an IFC in-
ternal machine-learning platform called MALENA
or Machine Learning ESG Analyst. The plat-
form’s primary use is support for ESG due dili-
gence and impact assessment of IFC projects. As of
September 2022, the model successfully analyzed
more than 112,000 ESG-related text documents,
including documents proprietary to IFC and public
records disclosed through the IFC Project Informa-
tion and Data Portal. The model identified more
than 14 million ESG risk terms, with 3,318,476 de-
tected in a positive context, 1,141,755 in a negative
context, and 10,359,769 in a neutral context. ESG
sentiment profiles for close to 8,533 companies in
175 countries, seven regions, and 33 investment
sectors are derived from model inferences. An ac-
tive learning mechanism allows expert IFC users
to provide feedback on model predictions, leading
to improvements in model performance.

5 Positive impact

5.1 Strengthen ESG due diligence and Impact
Assessment

The MALENA platform offers a unique solution to
sustainability-domain stakeholders (investors, reg-
ulators, project proponents, etc.) to better conduct
ESG due diligence. It enables the use of NLP to
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Models Accuracy(%) F1-score (%)
Pertained models
RoBERTa-base (Liu et al., 2019) 68.00 27.00
DeBERTa-base (He et al., 2021) 17.00 10.00
Baseline model
FinBERT (Araci, 2019) 69.23 54.07
ESG-fine-tune models
RoBERTa-base + ESG-fine-tuning 88.00 84.00
DeBERTa-base + ESG-fine-tuning 87.00 82.00
FinBERT + ESG-fine-tuning 87.44 87.31
RoBERTa-base + ESG-fine-tuning+ Attention Augmentation
=proposed-STBSA 91.30 % 90.20 %

Table 2: Experiment results. Table 2 shows the model’s accuracy and F1-score for pretrained RoBERTa and DeBERTa, for the
baseline model (FinBERT), and for our ESG fine-tuned models. Accuracy and F1-score are calculated based on the randomly
selected 18,940 sentences, including 5,572 positive, 4,121 negative, and 9,247 neutral labels. The STBSA model Error analysis
is presented in Appendix D - Table 4.

identify and manage ESG risks during project ap-
praisal, to support early-stage Environmental and
Social Impact Assessment (ESIA) review, and to
monitor the evolution of climate coverage in the me-
dia in order to dynamically hedge climate change
risk. For instance, a recent experiment conducted
by Curmally et al. (2022) on a sample of 530 IFC
projects demonstrated that project sentiment scores
(derived from our STBSA on projects’ early-stage
assessment documents, namely ESIAs) perform ef-
ficiently as proxies for project risk assessments and
to predict E&S performances. Such information is
crucial for allocating resources and technical exper-
tise, determining legal requirements, and creating
extensive and thorough environmental and social
action and remediation plans. Additionally, our
model offers a new comprehensive framework and
an efficient tool to measure with increased accuracy
the positive impact of investments in sustainable
activities, both in emerging and developed markets.
As we approach 2030, an accurate sentiment profile
can be used as a proxy to assess how and to what
extent projects or investment benefit local commu-
nities and indigenous people, respect the natural
environment and contribute to the SDGs.

5.2 Redirect financing to green investments

Investors can play an essential role in redirecting fi-
nance to emerging markets by aligning investment
strategies with the SDGs. However, gaps in sustain-
ability data and analytical capacity are significant
blockers (IFC and Amundi, 2021). Research finds
that unstructured data (news articles, annual, inte-
grated, impact and sustainability reports,etc.) is
underused in analyzing investment performance
(Varco, 2016). Our model has a significant impli-

cation in helping investors evaluate to what extent
their activities are aligning with and contributing
to the SDGs. The proposed ESG taxonomy can
be leveraged as a framework to detect investment
opportunities in corporate disclosures, and check
project, or portfolio SDG-alignment. Facilitating
SDG-aligned financing for emerging markets has
the potential to address the $4.2 trillion USD an-
nual shortfall in investments needed to meet the
SDGs (OECD, 2020). Further, our STBSA model
allows rapid assessments of Task Force on Climate-
Related Financial Disclosures (TCFD) documents
and other corporate disclosures. Analysis of such
texts can help align portfolios with the Paris Agree-
ment on Climate Change(Kölbel et al., 2022) and
redirect financing to green and climate-fostering
investment (Rolnick et al., 2019). IFC intends to
make our STBSA model, as well as MALENA’s
insights and analytical capabilities, available to in-
stitutional investors and asset managers to identify
ESG risks better and construct SDG-aligned invest-
ment portfolios.

5.3 Offer a Climate Analytics Solution as a
global public good

AI-based platforms like MALENA can play a trans-
formative role in addressing the gaps in sustain-
ability data and limited analytical capacity. By re-
viewing public unstructured text disclosures, they
can also address gaps in emerging-market cover-
age. Our model handles capacity constraints as-
sociated with reviewing large amounts of text by
conducting this first level of analysis at scale Stede
and Patz (2021). Further, by structuring the re-
view of these disclosures using IFC’s longstand-
ing, market-tested ESG taxonomy (based on IFC’s
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ESG standards and aligned with the SDGs), IFC
offers its ESG expertise at a level only accessible
with. Widespread use of the public good version
of MALENA will democratize access to ESG ca-
pacity globally, given the significant overlap with
IFC’s target markets. The demonstration effect of
creating bespoke AI solutions to address develop-
ment problems is already contributing to a vibrant
AI for SDGs ecosystem in the development finance
community as several risk guarantee agencies, de-
velopment banks, and export credit agencies are
interested in learning from IFC’s experience using
AI.

6 Discussion and Conclusion

In this paper, we proposed a novel approach to re-
alize a term-based sentiment analysis built on a
unique ESG taxonomy to address the limitations
of the aspect-based sentiment analysis models and
off-the-shelf sentiment analyzers for sustainability-
domain applications. Furthermore, using histori-
cal sustainability corpus data and expertise from
a development finance institution (IFC), we pro-
duced an unprecedented human-annotated dataset
of 125,000+ sentences for ESG sentiment classifi-
cation. The subsequent experiments demonstrated
the effectiveness of this model with an accuracy
of 91.3% and a 90% F1-score, outperforming the
current state-of-the-art baseline models by over 20
points (Araci, 2019). Our STBSA model addresses
three challenges. First, it offers a new model design
with capabilities to handle multiple target terms and
different sentiments by leveraging an ESG domain-
specific taxonomy with more than 1,200 ESG risk
terms. Recent studies underscored the difficulties
of developing sustainability domain-specific tax-
onomies (Nugent et al., 2020; Ulibarri et al., 2019;
Lennox et al., 2019), which are blockers to build-
ing more efficient and better-performing models.
Second, it proposes an unprecedented sustainabil-
ity domain NLP model, which yields a far higher
performance (91.3% accuracy, 90% F1-score) than
baseline models such as FinBERT (Araci, 2019)
or similar studies such as the ones presented by
(Ulibarri et al., 2019) or (Bingler et al., 2021) with
70% and 75% accuracy respectively. Our model
fills a critical research gap in the NLP literature.
Third, for investors in emerging markets, it offers
the potential to enhance ESG due diligence and
impact assessments resulting in a positive impact
for green investments and contributing to achieving

the UN SDGs.
These findings, while promising, have limita-

tions and create opportunities for future research.
First, the model can only understand and predict
ESG sentiment in English (about 75% of the cor-
pus). There are obvious benefits to expanding
its understanding to additional languages such as
French, Mandarin, Portuguese and Spanish. Sec-
ond, as our STBSA model is derived from “black
box” systems, the explainability and transparency
framework proposed in this paper needs to be fully
implemented to enable users to understand its de-
sign, operation, and biases, and to trust its predic-
tions. This paper emphasizes data-driven AI and
keeping humans in the loop and proposes a new
multi-stakeholder framework for operationalizing
AI systems. It is essential to ensure that complex
and computationally heavy models, such as illus-
trated in this paper, do not penalize developing
countries with limited data, leading to model biases
(Conforti et al., 2020). This awareness may help
mitigate underlying word embeddings biases of pre-
trained language models associated with specific
demographics such as gender, ethnic minorities,
and local communities (Hovy and Prabhumoye,
2021). This paper provides a first but decisive step
toward further research at the intersection of NLP
and ESG. We intend to partially release the model
and ESG-annotated data as a public good to enable
a strong baseline for sustainability domain research,
given its major value for the research community ei-
ther to replicate our approach or to stimulate further
research. We hope the results and dataset inspire
the NLP and sustainability research communities to
actively explore how advanced language modeling
can be applied to ESG and impact data to support
creating solutions furthering the SDGs.
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Appendix

A Structure of the ESG taxonomy

Figure 3: This figure shows the different levels of the ESG
taxonomy used to train our STBSA for one ESG risk term, here
"Child Labor". This structure includes the IFC Sustainability
Framework (top level), the IFC Performance Standards and
Corporate Governance Methodology, a Subtheme, a Topic, a
target ESG Risk Term ( here "Child Labor"), and its variations
and related terms. This figure also provided indications on how
the target ESG term “Child Labor” is mapped to the United
Nations Sustainable Development Goals (SDGs), notably to
SDG 8 (Decent Work and Economic Growth), to the Target
8.7 (End modern slavery, trafficking, and child labor) and to
the indicator 8.7.1 (Child Labor).

B Ethical and Societal Implications

AI Models that are trained to achieve higher lev-
els of statistical accuracy. While that is important,
this research’s focus on MLOps, the Trust Analysis
framework acknowledges the existence of bad bias
in the data and strives to reduce Ethical and soci-
etal impact. Without a strong MLOps and Trust
analysis framework, machine learning models have
the potential to yield statistically high performance
but are ethically poor. This paper presents humans
in the loop to ensure trained models do not exhibit
bad bias. The proposed framework is explained in
section 3.3.
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C Detailed Metrics for the Sustainability
Term-Based Sentiment Analysis
(STBSA) Model

Appendix C presents the model Precision and Re-
call for each sentiment class: Positive, Neutral, and
Negative (see Table 3 - Panel A). Additionally, the
appendix shows the STBAS model performance
over three different aspects, namely Environmental
and Social, Corporate Governance, and Climate
Change. This subdivision intends to identify any
underperformance of the model and determine if
there are systemic biases related to a particular
aspect of the three pillars composing the Environ-
mental, Social, and Governance domains (see Table
3 - Panel B).

D The Sustainability Term-Based
Sentiment Analysis (STBSA) Model
Error Analysis

Appendix D Table 4 displays three review exam-
ples and their prediction results by the RoBERTa-
base model, FinBERT, and our STBSA. As we can
see from the “RoBERTa-base” column when there
are multiple target terms, the vanilla RoBERTa
makes the wrong classification; this model is not
trained to classify sustainability term-based senti-
ment analysis. Fin-BERT, to some extent, is able to
predict certain ESG sentiments correctly but fails
the sentence with multiple ESG terms with differ-
ent sentiments.

Panel A: Sentiment Class Samples Precision Recall F1-Score Accuracy
Positive 5,572 87.20 92.70 89.80
Neutral 9,247 92.60 88.30 90.40
Negative 4,121 89.40 91.00 90.20
Micro-Avg 18,940 90.20 90.20 90.20
Macro-Avg 18,940 89.70 90.70 90.10

91.30
Panel B: Label Type Samples Accuracy F1-Score
Environmental and Social 14,413 90.50 90.5
Corporate Governance 1,165 89.00 88.4
Climate Change 3,362 89.10 88.50

Table 3: The panel A of this table presents the model Precision and Recall for each class sentiment class (Positive, Neutral, and
Negative) Accuracy and F1-score are calculated based on the randomly selected 18,940 sentences, including 5,572 positive,
4,121 negative, and 9,247 neutral labels. The panel B shows the detailed metrics for the Sustainability Term-Based Sentiment
Analysis (STBSA) Model. The model Accuracy and F1-score are calculated based on the randomly selected 18,940 sentences,
including 14,413 environmental and social labels, 1,165 corporate governance labels, and 3,362 climate change-related labels
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Case Examples: The label in brackets rep-
resents the ground truth provided by ESG
analysts

RoBERTa-base FinBERT STBSA

ESG terms: "communities" (Pos), "displace-
ment" (Neg), "armed conflict" (Neg)

Sentence: We intend to maintain our sup-
port for extending the benefits and services
of the state to communities that have been
historically marginalized and communities
that have been significantly impacted by
the displacement and the violence of the
armed conflict.

Pos/ Neg/ Neg
% % %

Pos/ Neg/ Neg
" % %

Pos/ Neg/ Neg
" " "

ESG terms: "deforestation" (Pos), "child
labor" (Neg)

Sentence: World’s largest chocolate man-
ufacturers provided support in addressing
large-scale deforestation in the cocoa sector,
but there is still evidence use of child labor
in the supply chain.

Pos/ Neg
% %

Pos/ Neg
" %

Pos/ Neg
" "

ESG terms: "Sustainability" (Neu), "climate
change" (Neg)

Sentence: The Head of the Communication
and Sustainability Office agreed, saying that
the climate change is one of the greatest
threats to life on earth with alarming and long-
term effects.

Neu/ Neg
" %

Neu/ Neg
" %

Neu/ Neg
" "

Table 4: Error analysis of three sentences with multiple target ESG terms. The colored words in parentheses represent the
ground truth provided by IFC’s ESG analysts. The symbol"means the predicted sentiment is correct, and the symbol%means
the predicted sentiment is wrong
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