
NLP4PI 2022

Second Workshop on NLP for Positive Impact

Proceedings of the Workshop

December 7, 2022



©2022 Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
209 N. Eighth Street
Stroudsburg, PA 18360
USA
Tel: +1-570-476-8006
Fax: +1-570-476-0860
acl@aclweb.org

ISBN 978-1-959429-19-7

i



Introduction

The widespread and indispensable use of language-oriented AI systems presents new opportunities to
have a positive social impact. Much existing work on NLP for social good focuses on detecting or
preventing harm, such as classifying hate speech, mitigating bias, or identifying signs of depression.
However, NLP research also offers the potential for positive proactive applications developed with re-
sponsible methods. Some top areas that we prioritize in this workshop correspond to the United Nations
Sustainable Development Goals, such as applications of NLP to address poverty, healthcare, education,
climate change, and so on.

This volume contains the proceedings of the Second Workshop on NLP for Positive Impact held in co-
njunction with the 2022 Conference on Empirical Methods in Natural Language Processing (EMNLP
2022). The workshop received 48 submissions of papers of which 22 were accepted (17 archival and 5
non-archival), for an acceptance rate of 46%. Additionally, 10 Findings of EMNLP papers will be pre-
sented at the workshop. We thank all Program Committee members for providing high quality reviews in
assembling these proceedings. These papers cover diverse aspects of NLP for positive impact, including
developing NLP technology to help applications like physical and mental health, climate change, crisis
response, social mobility, education, employment, and culture preservation, as well discussing challen-
ges and ethical implications of using NLP in these areas.

In addition to technical papers, this workshop also features invited keynote speakers and panelists to
facilitate discussion and enhance knowledge of NLP for positive impact.

Keynote speakers:
Mike Bailey, Meta
Sam Bowman, New York University & Anthropic AI
Rada Mihalcea, University of Michigan
Preslav Nakov, MBZUAI
Milind Tambe, Harvard University

Panelists:
Luis Chiruzzo, Universidad de la República, Uruguay
Tara Chklovski, Technovation
Dora Demszky, Stanford University
Rada Mihalcea, University of Michigan

We are grateful to all the people who have contributed to this workshop, including speakers, authors,
reviewers, and attendees, and we would additionally like to thank the EMNLP workshop chairs and pro-
gram chairs for making the workshop happen.

We hope that our workshop can encourage future work on NLP for positive social impact and we look
forward to welcoming you all to our hybrid workshop!

- Laura Biester, Dora Demszky, Zhijing Jin, Mrinmaya Sachan, Joel Tetreault, Steven Wilson, Lu Xiao,
Jieyu Zhao
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Mozhdeh Gheini, University of Southern California
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Keynote Talk: Fighting the Global Social Media Infodemic:
from Fake News to Harmful Content

Preslav Nakov
Mohamed bin Zayed University of Artificial Intelligence

Abstract: The COVID-19 pandemic has brought us the first global social media infodemic. While
fighting this infodemic is typically thought of in terms of factuality, the problem is much broader as
malicious content includes not only “fake news”, rumors, and conspiracy theories, but also hate speech,
racism, xenophobia, panic, and mistrust in authorities, among others. Thus, we argue for the need for
a holistic approach combining the perspectives of journalists, fact-checkers, policymakers, social media
platforms, and society as a whole.
We further argue for the need to analyze entire news outlets, which can be done in advance; then, we can
fact-check the news before it was even written: by checking how trustworthy the outlet that has published
it is (which is what journalists actually do). We will show how this can be automated by looking at variety
of information sources.
The infodemic is often described using terms such as “fake news”, which mislead people to focus exclu-
sively on factuality, and to ignore the other half of the problem: the potential malicious intent. We aim
to bridge this gap by focusing on the detection of specific propaganda techniques in text, e.g., appeal to
emotions, fear, prejudices, logical fallacies, etc. This is the target of the ongoing SemEval-2023 task 3,
which focuses on multilingual aspects of the problem, covering English, French, German, Italian, Poli-
sh, and Russian. We further present extensions of this work to the automatic analysis of various types
of harmful memes: from propaganda to harmfulness and harm’s target identification to role-labeling in
terms of who is portrayed as hero/villain/victim, and generating natural text explanations.

Bio: Preslav Nakov is Professor at Mohamed bin Zayed University of Artificial Intelligence. Previou-
sly, he was Principal Scientist at the Qatar Computing Research Institute (QCRI), HBKU, where he led
the Tanbih mega-project, developed in collaboration with MIT, which aims to limit the impact of fake
news, propaganda and media bias by making users aware of what they are reading, thus promoting media
literacy and critical thinking. He received his PhD degree in Computer Science from the University of
California at Berkeley, supported by a Fulbright grant. He is Chair-Elect of the Association for Computa-
tional Linguistics (ACL), Secretary of ACL SIGSLAV, and Secretary of the Truth and Trust Online board
of trustees. Formerly, he was PC chair of ACL 2022, and President of ACL SIGLEX. He is also member
of the editorial board of several journals including Computational Linguistics, TACL, ACM TOIS, IEEE
TASL, IEEE TAC, CS&L, NLE, AI Communications, and Frontiers in AI. He authored a Morgan &
Claypool book on Semantic Relations between Nominals, two books on computer algorithms, and 250+
research papers. He received a Best Paper Award at ACM WebSci’2022, a Best Long Paper Award at
CIKM’2020, a Best Demo Paper Award (Honorable Mention) at ACL’2020, a Best Task Paper Award
(Honorable Mention) at SemEval’2020, a Best Poster Award at SocInfo’2019, and the Young Resear-
cher Award at RANLP’2011. He was also the first to receive the Bulgarian President’s John Atanasoff
award, named after the inventor of the first automatic electronic digital computer. Dr. Nakov’s research
was featured by over 100 news outlets, including Forbes, Boston Globe, Aljazeera, DefenseOne, Bu-
siness Insider, MIT Technology Review, Science Daily, Popular Science, Fast Company, The Register,
WIRED, and Engadget, among others.
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Keynote Talk: The Role of Social Networks in Economic
Mobility
Mike Bailey

Meta

Abstract: Social capital—the strength of an individual’s social network and community—has been iden-
tified as a potential determinant of outcomes ranging from education to health. We use data on 21 billion
friendships in the US to measure and analyze different types of social capital including connectedness
between different types of people, social cohesion, and civic engagement. We demonstrate the importan-
ce of distinguishing these forms of social capital by analyzing their associations with economic mobility
across areas. The share of high-SES friends among individuals with low SES—which we term economic
connectedness—is among the strongest predictors of upward income mobility identified to date. In a
different paper we use social network data in India to show the importance of social networks to labor
migrants and find that increasing social connectedness across space may have considerable economic
gains, improving average wages by 3% (24% for the bottom wage-quartile) in a migration model.

Bio: Mike Bailey is a senior social scientist at Meta on the Computational Social Science team. His work
focuses on the role of social networks on economic opportunity including migration, health, education,
and social capital and his work has been published in top scientific journals such as Nature and the Journal
of Political Economy and covered by outlets such as The Economist and The New York Times. He is
a co-creator of the Social Capital Atlas dataset and the Social Connectedness Index which are publicly
available datasets measuring social connectedness. Previously at Facebook Mike founded and led several
research science teams including the Economics Research team, the Feed Science team, and the Society
Research team. He holds a PhD in Economics from Stanford and a BS in Math and Economics from
Utah State and is originally from Utah.
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Keynote Talk: AI for social impact: Results from
deployments for public health and conservation

Milind Tambe
Harvard University and Google Research

Abstract: With the maturing of AI and multiagent systems research, we have a tremendous opportuni-
ty to direct these advances towards addressing complex societal problems. I will focus on domains of
public health and conservation, and address one key cross-cutting challenge: how to effectively deploy
our limited intervention resources in these problem domains. I will present results from work around
the globe in using AI for challenges in public health such as Maternal and Child care interventions, HIV
prevention, and in conservation such as endangered wildlife protection. Achieving social impact in these
domains often requires methodological advances. To that end, I will highlight key research advances in
multiagent reasoning and learning, in particular in, restless multiarmed bandits, influence maximization
in social networks, computational game theory and decision-focused learning. In pushing this research
agenda, our ultimate goal is to facilitate local communities and non-profits to directly benefit from ad-
vances in AI tools and techniques.

Bio: Milind Tambe is Gordon McKay Professor of Computer Science and Director of Center for Re-
search in Computation and Society at Harvard University; concurrently, he is also Principal Scientist
and Director AI for Social Good at Google Research. Prof. Tambe’s work focuses on advancing AI
and multiagent systems for public health, conservation & public safety, with a track record of building
pioneering AI systems for social impact. He is recipient of the IJCAI John McCarthy Award, AAMAS
ACM Autonomous Agents Research Award, AAAI Robert S. Engelmore Memorial Lecture Award, and
he is a fellow of AAAI and ACM. He is also a recipient of the INFORMS Wagner prize for excellence
in Operations Research practice and Rist Prize from MORS (Military Operations Research Society). For
his work on AI and public safety, he has received Columbus Fellowship Foundation Homeland security
award and commendations and certificates of appreciation from the US Coast Guard, the Federal Air
Marshals Service and airport police at the city of Los Angeles.
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Keynote Talk: Recentering NLP Around ALL People
Rada Mihalcea

University of Michigan

Abstract: The field of NLP has come a long way, with many exciting achievements along several re-
search directions, including language generation, large language models, machine translation, and more.
However, while most of the NLP technologies built today are branded as one size fits all, the reality is
that they are one size fits the majority, with many languages and many minorities left ’on the side’. In
this talk, I will highlight some of the drawbacks associated with this strategy of building ’generic’ NLP
technologies, and make suggestions for ways to move towards NLP for ALL.

Bio: Rada Mihalcea is the Janice M. Jenkins Collegiate Professor of Computer Science and Enginee-
ring at the University of Michigan and the Director of the Michigan Artificial Intelligence Lab. Her
research interests are in computational linguistics, with a focus on lexical semantics, computational so-
cial sciences, and multimodal language processing. She serves or has served on the editorial boards of
the Journals of Computational Linguistics, Language Resources and Evaluations, Natural Language En-
gineering, Journal of Artificial Intelligence Research, IEEE Transactions on Affective Computing, and
Transactions of the Association for Computational Linguistics. She was a program co-chair for Em-
pirical Methods in Natural Language Processing 2009 and Association for Computational Linguistics
(ACL) 2011, and a general chair for North American ACL 2015 and *SEM 2019. She directs multiple
diversity and mentorship initiatives, including Girls Encoded and the ACL Year-Round Mentorship pro-
gram. She currently serves as ACL Past President. She is the recipient of a Presidential Early Career
Award for Scientists and Engineers awarded by President Obama (2009), and was named an ACM Fel-
low (2019) and an AAAI Fellow (2021). In 2013, she was made an honorary citizen of her hometown of
Cluj-Napoca, Romania.
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Keynote Talk: What’s the deal with AI safety?
Sam Bowman

New York University

Abstract: Over the last few years, a research community has been forming to study questions about
the potential negative impacts of future AI systems with broadly human-level capabilities. This com-
munity was initially largely separate from academic ML, with deeper roots in philosophy departments
and industry labs. This has started to change, though, with AI safety researchers increasingly focusing
on questions about progress in large language models, and with safety-related motivations increasingly
steering investments in NLP at large labs like OpenAI and DeepMind. This talk presents the basic goals
and projects of the AI safety research community, with a focus on large language models and connections
to NLP and on connections to concerns about present-day deployed language technology.

Bio: Sam Bowman is a newly-tenured associate professor at NYU and, during a 2022–2023 sabbatical
year, a member of technical staff at Anthropic. At NYU, he is a member of the Center for Data Scien-
ce, the Department of Linguistics, and the Courant Institute’s Department of Computer Science. His
research focuses primarily on developing techniques and datasets for use in controlling and evaluating
large language models, and additionally on applications of machine learning to scientific questions in
linguistic syntax and semantics. He is the senior organizer behind the GLUE and SuperGLUE benchma-
rk competitions and his work has been funded by the US NSF (including through a CAREER award),
Google, Apple, Samsung, Schmidt Futures, and Open Philanthropy, among others.
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Abstract

The detection of mental health conditions
based on an individual’s use of language has re-
ceived considerable attention in the NLP com-
munity. However, most work has focused
on single-task and single-domain models, lim-
iting the semantic space that they are able
to cover and risking significant cross-domain
loss. In this paper, we present two approaches
towards a unified framework for cross-domain
and cross-task learning for the detection of
depression, post-traumatic stress disorder and
suicide risk across different platforms that
further utilizes inductive biases across tasks.
Firstly, we develop a lightweight model using
a general set of features that sets a new state of
the art on several tasks while matching the per-
formance of more complex task- and domain-
specific systems on others. We also propose
a multi-task approach and further extend our
framework to explicitly capture the affective
characteristics of someone’s language, further
consolidating transfer of inductive biases and
of shared linguistic characteristics. Finally,
we present a novel dynamically adaptive loss
weighting approach that allows for more stable
learning across imbalanced datasets and bet-
ter neural generalization performance. Our re-
sults demonstrate the effectiveness of our uni-
fied framework for mental ill-health detection
across a number of diverse English datasets.

1 Introduction

Depression is a mental health condition character-
ized by low mood, energy and self-esteem (Amer-
ican Psychiatric Association, 2013). One of the
most serious effects of depression is the loss of
joy in life, which leads to an increased suicide risk
among people with depression.1 However, due to
the social stigma surrounding depression, many

∗Work done while at the University of Cambridge
1https://www.who.int/en/news-room/fact-

sheets/detail/suicide

people who suffer from it hesitate to seek help. Sui-
cide is one of the leading causes of death globally,
especially among young people: it is the second
most common cause of death among people aged
15–24.2 Post-traumatic stress disorder (PTSD),
which is characterized, among others, by symp-
toms of emotional outburst and negative thought,
may also co-occur with depression, and can be a
common response to PTSD sufferers.

There has thus been interest in the development
of natural language processing (NLP) models for
detection and/or prevention intervention. For ex-
ample, this has been the focus of multiple shared
tasks at the Computational Linguistics and Clinical
Psychology (CLPsych) workshops (Coppersmith
et al., 2015; Milne et al., 2016; Zirikly et al., 2019)
as well as the Audio/Visual Emotion Challenge
(AVEC) (Valstar et al., 2016; Ringeval et al., 2017,
2019).

However, previous work has tended to focus pri-
marily on a single domain and/or mental health
condition at a time. Each of the shared tasks listed
above were focused on a single dataset from one
domain; for example, the CLPsych 19 shared task
used only forum posts from Reddit. The top sys-
tems at these shared tasks also frequently made use
of domain-specific meta features such as the num-
ber of Reddit posts per time period, which were
found to be among the most informative in suicide
risk detection (Ruiz et al., 2019). Meanwhile, re-
search has shown a lack of generalizability across
datasets in classification models for mental health
NLP (Harrigian et al., 2020).

The goal of our research is to develop models
that can capture domain-independent and inter-
related characteristics of different mental ill-health
detection tasks, and generalize better. The novelty
of our work is in proposing an alternative way of
formulating the modeling of mental health condi-
tions, which is more robust and effective compared

2https://save.org/about-suicide/suicide-facts/
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to existing approaches, and we believe can benefit
future research in this important task. We use En-
glish data from the CLPsych 2015 and 2019 shared
tasks, which were obtained from Twitter and Red-
dit respectively, as well as the Distress Analysis
Interview Corpus – Wizard of Oz (DAIC-WOZ)
(Gratch et al., 2014), which consists of interview
transcripts. Our open-domain setup precludes the
use of domain-specific features such as the meta
properties previously mentioned, as well as audio-
visual cues from DAIC-WOZ interview recordings
which may not always be available (e.g., due to user
privacy concerns over voice and speech analysis).

To validate the general applicability of our ap-
proach, we experiment with two different types of
approaches: 1) we develop novel multi-task learn-
ing architectures using a dynamically adaptive loss
weighting scheduler that we show can lead to more
effective learning across tasks/domains; and 2) we
develop lightweight and interpretable models that,
in contrast to the task-specific architecture and fea-
ture engineering used by many top shared task sub-
missions (Mohammadi et al., 2019; Matero et al.,
2019; Williamson et al., 2016), utilize a cross-task
and cross-domain linguistic space that sets a new
state of the art on several tasks while matching the
performance of more complex task- and domain-
specific systems on others.

To the best of our knowledge, this is the first
approach towards a unified framework for open-
domain (cross-domain) detection of different types
of mental health conditions (cross-task).

2 Data & related work

We use data from two CLPsych shared tasks (Cop-
persmith et al., 2015; Zirikly et al., 2019), as well
as the DAIC-WOZ corpus (Gratch et al., 2014)
used in the AVEC challenges (Valstar et al., 2016;
Ringeval et al., 2017, 2019), summarized below.
While there has been little research in the develop-
ment of cross-domain mental health models, there
has been some effort to develop multi-task ones.
These include models for different mental health
conditions (anxiety, schizophrenia, panic, eating
disorders) (Benton et al., 2017), or the use of aux-
iliary linguistic tasks such as figurative language
detection (Yadav et al., 2020). However, all of the
methods focus on a single domain (Twitter) and
therefore capture a limited part of semantic space,
whereas we focus on cross-domain methods that
generalize across datasets.

2.1 CLPsych 15

The CLPsych 2015 shared task dataset (Copper-
smith et al., 2015) was created by identifying Twit-
ter users with depression or post-traumatic stress
disorder (PTSD), based on whether they had pub-
licly tweeted a diagnosis for either of these con-
ditions. Each user is paired with an age- and
gender-matched control, as estimated using the de-
mographic classification tool from the World Well-
Being Project (Sap et al., 2014). Up to the 3000
most recent tweets, excluding the original tweet
of diagnosis, were collected for each user. The
distribution is summarized in Table 4 in Appendix
A.1.

The organizers set three binary classification
tasks at the user level across each of three classes:
CD (control vs depression), CP (control vs PTSD)
and DP (depression vs PTSD). The best submis-
sion used supervised topic modelling and linear
SVMs (Resnik et al., 2015).

2.2 CLPsych 19

The University of Maryland Reddit Suicidality
Dataset (Version 2), used for CLPsych 19 (Zirikly
et al., 2019; Shing et al., 2018), is made available
with the assistance of the American Association
of Suicidology. It contains the Reddit post his-
tory of 11, 129 control users and another 11, 129
users who have posted in r/SuicideWatch, a sub-
reddit dedicated to supporting users who had or
have suicidal thoughts. Of these users, 1097 were
randomly sampled for annotation, with 993 anno-
tated by crowdsourcing. These were then split into
a training and test set as shown in Table 5 in Ap-
pendix A.1. Suicide risk has been annotated from
‘None’ to ‘Severe’ (given as character labels from
‘a’ to ‘d’).

The shared task organizers set three four-way
classification tasks at the user level with different
goals and restrictions on which posts may be used
for classification: Task A: assessing a user’s risk
based on posts in the SuicideWatch reddit (typi-
cally a few posts per user); Task B: similar to Task
A, but now all user posts, including those outside
the SuicideWatch subreddit, may be used; Task C:
this task is about screening users who may be at
risk based on general posts (i.e., all posts except
SuicideWatch posts may be used).

The best model on CLPsych 19 Tasks A and
C used an SVM meta-classifier on top of eight
sub-models based on CNN, RNN, bi-GRU and bi-
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LSTM layers (Mohammadi et al., 2019). The sub-
models utilized pretrained GloVe and ELMo word
embeddings to produce user-level representations
from user posts. An attention mechanism weighted
each post based on their expected importance in
predicting suicide risk. Finally, a fusion compo-
nent weighted the user representations produced
by each sub-model and then the SVM output the
final predictions based on the weighted representa-
tions. The best model on CLPsych 19 Task B used
various user-level post statistics (e.g., average uni-
gram length, average unigrams per post) as well as
information about the specific subreddits the users
posted in, and processed posts separately based
on that information. They also included a set of
subreddit features, including one derived from pop-
ular subreddits, and one derived from subreddits
distinctive of high-risk users.

2.3 DAIC-WOZ

The Distress Analysis Interview Corpus – Wiz-
ard of Oz (DAIC-WOZ) (Gratch et al., 2014) con-
sists of transcribed interviews with veterans of the
U.S. military and members of the general public
from the Los Angeles area. The interviews were
conducted using a virtual avatar controlled by a
human interviewer, and then automatically tran-
scribed with IBM Watson. The corpus includes
Patient Health Questionnaire-8 (PHQ-8) scores for
each participant as well as binary labels indicating
depression. We utilize the binary labels and predict
depression as a classification task. Although the
corpus includes audio recordings and visual infor-
mation such as facial and pose data, we opt not
to make use of either audio or interviewer turns
in DAIC-WOZ as we focus on modelling cross-
domain user texts and task generalizability.

The best shared task classifier for DAIC-WOZ
achieves 70% F1 (Williamson et al., 2016), in a sub-
mission to the AVEC 2016 challenge (Valstar et al.,
2016). The approach used an ensemble model fus-
ing predictions from audio, video, and semantic
(text) features (e.g., task-specific audio features
such as loudness variation and vocal tract physiol-
ogy features). The authors also modeled the joint
dynamical properties across facial action units us-
ing the video features, as well as included inter-
viewer prompts in the text features, which they
found to be more informative than user text alone.

2.4 GoEmotions

Previous work has found that fine-grained bag-of-
emotions are useful features in depression detection
in Reddit posts (Aragón et al., 2019). We extend
the use of affective features across domains and dif-
ferent mental health conditions either in the form
of lexicon-based emotion features (Section 3.1) or
via the addition of an emotion detection auxiliary
objective, GoEmo (Section 3.2), using the GoEmo-
tions (Demszky et al., 2020) dataset. GoEmotions
comprises around 58, 000 Reddit comments manu-
ally annotated using a fine-grained taxonomy of 27
emotions plus ‘neutral’, including a wide range of
positive, negative and ambiguous emotions such as
‘realization’. We use the released training, devel-
opment and test splits,3 consisting of 43410, 5426,
and 5427 examples respectively. The number of
examples per class ranges from over 5000 for the
most frequent (‘admiration’), to around 100 for the
least frequent one (‘grief’).

2.5 Speaker characteristics

The datasets used are not necessarily balanced for
representation. While the exact demographic la-
bels are unavailable, CLPsych 15 is estimated to
be roughly 80% white and nearly 90% female
(Aguirre et al., 2021). Meanwhile, Reddit is es-
timated to be dominated by American users, which
comprised nearly 50% of site traffic in 2020,4

mostly male and under 25, according to a 2016
Reddit survey.5 Therefore, it is likely that CLPsych
19 and GoEmotions, which are both collected from
Reddit, follow similar demographic characteristics.

DAIC-WOZ features interviews with U.S. mili-
tary veterans and residents of the Los Angeles area
(Section 2) and thus was designed to specifically
represent these social groups. However, in contrast
to the CLPsych datasets, the gender distribution is
approximately balanced between male and female
(no other genders are declared in the dataset).

Overall, the corpora we use are dominated by
young, male, North American users of social media.
However, we note that annotator characteristics
may differ. GoEmotions was annotated by native
English speakers from India, while CLPsych 19
was annotated by crowdworkers from around the

3https://github.com/google-research/google-
research/tree/master/goemotions/data

4https://www.statista.com/statistics/325144/reddit-global-
active-user-distribution/

5https://www.reddit.com/r/dataisbeautiful/comments/
5700sj/ octhe_results_of_the_reddit_demographics_survey/
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world on CrowdFlower.

3 Models

3.1 Lightweight feature-based model

Feature-based models have been shown to achieve
state of the art results on various mental ill-health
detection tasks, while can facilitate model inter-
pretability, which is crucial in high-stakes areas
such as mental health. We focus on the develop-
ment of such a lightweight approach that further-
more captures shared and generalizable properties
across tasks and domains. In contrast to the task-
specific architecture and feature engineering used
by many top shared task submissions (Mohammadi
et al., 2019; Matero et al., 2019; Williamson et al.,
2016), we utilize the datasets’ development sets to
identify the most effective set of domain-invariant
features.

Our best model uses tf–idf word unigrams, char-
acter (2,4)-grams, and part-of-speech (POS) tags
based on NLTK’s POS tagger (Bird and Loper,
2004). Inspired by previous work, we also add the
following count-based features: first-person singu-
lar pronouns which have been identified as more
frequently used among depressives (Al-Mosaiwi
and Johnstone, 2018) across demographic lines (Ed-
wards and Holtzman, 2017) due to increased self-
focus (Wolohan et al., 2018; Brockmeyer et al.,
2015); first-person plural pronouns (although de-
pressed people might use the first-person singu-
lar more often, they might not necessarily express
as much social engagement; De Choudhury et al.
(2013)); words reflecting absolutist thinking (Al-
Mosaiwi and Johnstone, 2018) such as ‘always’,
as cognitive rigidity has been linked to suicidal
ideation (Ellis and Rutherford, 2008).

We also calculate sentence-level sentiment
scores using NLTK’s VADER tool (Hutto and
Gilbert, 2015) and include the average over all
sentences; as well as emotion features based
on the NRC Word–Emotion Association Lexicon
(EmoLex) (Mohammad and Turney, 2013; Mo-
hammad, 2011; Mohammad and Yang, 2011; Mo-
hammad and Turney, 2010). EmoLex comprises
eight emotions – anger, anticipation, disgust, fear,
joy, sadness, surprise, trust – as well as negativity
and positivity sentiment dimensions. To identify
the most predictive affective characteristics of text
among those 10 features, we perform grid search
on the development data, find anger, joy, surprise,
positivity and negativity to be the most discrimina-

tive, and include these in our final model.6

We experiment with two lightweight models,
support vector machines (SVMs) (Cortes and Vap-
nik, 1995) and gradient-boosted decision trees (GB-
DTs) from XGBoost (Chen and Guestrin, 2016).
During tuning, we find the latter to give the best
performance (between 3-20 F1 points difference)
and we therefore choose this for our experiments.

3.2 MT-DNN model

We develop a multi-task deep neural network (MT-
DNN) (Liu et al., 2019c,b; He et al., 2019; Liu
et al., 2019a; Jiang et al., 2020; Liu et al., 2020;
Wang et al., 2019; Cheng et al., 2020) 7 to directly
leverage inductive transfer between our tasks. Our
model consists of a pre-trained shared encoder fol-
lowed by separate task-specific layers. We use
the uncased English BERTBASE model provided
by Hugging Face (Devlin et al., 2019; Wolf et al.,
2020) as the encoder shared across the different
datasets, encode the most recent 512 tokens8 and
use the [CLS] token as the post embedding for
classification. The task-specific layers consist of
a linear layer with either a sigmoid or softmax
activation for the multi-label (GoEmotions) and
classification tasks respectively, and the model is
optimized using (binary) cross entropy. The shared
encoder makes up the bulk of the MT-DNN model,
with around 110 million parameters.

The various datasets differ greatly in the number
of examples per class. We find that running the
model for 30 epochs ensures that all have had a
chance to converge.9 This is further discussed in
Section 5. To improve stability, we accumulate
gradients over 3 steps during training, using a batch
size of 16. We manually tune the learning rate to
9e-5 on the development set using the Adamax
optimizer (Kingma and Ba, 2017).

Adaptive loss weights The different datasets
have different distributions and learning curves,
making it difficult to determine an appropriate stop-

6The use of the two sentiment scores improved perfor-
mance further to the averaged VADER scores; we surmise
this is due to the more fine-grained information added via the
explicit counts of positivity and negativity expressed in a post.

7https://github.com/namisan/mt-dnn
8Word boundaries were respected, i.e., if the n most recent

words have a subtoken length greater than 512, then only the
(n− 1) most recent words were used.

930 epochs takes around 2 hours to train the multi-task
model on a Tesla P100 on CLPsych 15, CLPsych 19 and DAIC-
WOZ. Adding GoEmotions (substantially more examples than
any of the other tasks) increases runtime to around 4 hours.
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ping criterion for the multi-task model. While
we can train the model until the slowest task has
peaked on the development data (as mentioned
above), this is likely to lead in overfitting for the
other tasks. On the other hand, sequential training
of tasks runs the risk of catastrophic forgetting. To
mitigate this, we weight the losses of each task in
the multi-task model, and propose an approach that
dynamically adapts the weights based on whether
a task has reached convergence or not.

We start by initializing the weights to 1, and set
patience P to 3 epochs if the development F1 im-
proves at the end of each epoch. If a task stops
improving but has already reached 90% of a pre-
determined target performance T , its loss weight
is gradually reduced by 0.1 with a lower bound
of 0.5 to ensure it is always weighted at least as
much as the auxiliary emotion task (see below). On
the other hand, if a task has not improved over P
epochs and has yet to reach 50% of the target per-
formance, its loss weight is multiplied proportional
to T

S , where S refers to the current performance,
up to a maximum of 1.5 times.

We experiment with two different ways of set-
ting the target performance that a model should
reach before its loss weight is adjusted: Adapt-
Fixed that uses a fixed target performance thresh-
old of 80% F1 for each task (we manually tuned
this on the development set and found this to per-
form best); Adapt-Variant where the target for
each task is set separately. Here, we first complete
an initial MT-DNN run with all tasks and constant
weights. The individual task target performance
threshold is then the best development F1 achieved
for that task at any epoch. To assess the effec-
tiveness of our weighting approaches, we further-
more report results without adaptive loss weights,
referred to as Constant, but where all tasks are
equally weighted and each weight is set to 1. The
only exception to the above is the auxiliary emotion
detection task, GoEmo, for which the loss weight
w is downweighted and fixed at 0.5 to prioritize
performance on the mental health tasks. We found
that the model converged to roughly the same F1
score on GoEmo as when w = 1.0, but resulted in
better performance on our main tasks.

While existing multi-task approaches may
adapt the scheduler such that texts from under-
performing tasks are selected more often (Jean
et al., 2019), sampling tasks effectively presents
a challenge in our setting, characterized by high

variation in class distribution and dataset sizes. The
latter range from thousands of examples per class
(GoEmotions) to less than a hundred (DAIC-WOZ).
Our approach presents a simpler alternative to ame-
liorating this problem that does not rely on explicit
data manipulation but rather directly exploits the
learning patterns of a given model.10

3.3 Single-task baselines

We include single-task BERT-based baselines
trained on each of the datasets separately, using
a linear schedule with 20 warmup steps, a learning
rate of 5e-5, a batch size of 16, and no gradient ac-
cumulation. The models are trained until F1 does
not improve on the development data over 3 con-
secutive epochs and the best model is selected.

4 Results

Experimental setting For DAIC-WOZ and
GoEmotions, we use the published train/dev/test
splits. Since CLPsych 15 and 19 did not include a
development set, we put aside 10% of the training
sets (randomly selected and stratified by class) for
development. Both approaches use the same data
and are tuned across the task development sets. We
evaluate model performance using macro F1. For
CLPsych 15, we also report precision separately,
as this was the primary evaluation metric of the
shared task. We also report F1*, the official met-
ric for CLPsych 19 Task C, which is F1 computed
without the lowest risk class (‘a’).

Feature-based model In Table 1, we can see that
the Feature Model achieves, overall, a high perfor-
mance across tasks using its set of domain-invariant
features for predicting the different types of mental
health conditions. We report macro-F1 for all tasks,
along with precision for the CLPsych 15 tasks (the
official evaluation metric used), and F1* (without
class ‘a’) for CLPsych 19 task C (the task’s offi-
cial evaluation metric). F1 was not reported for
the CLPsych 15 shared tasks, but we have rather
estimated it (†) based on the reported precision and
ROC curve. However, we can calculate the average
macro-F1 performance across tasks for our models
(last column; based on the F1 value for Task C).
We can see that our performance comes close to or
surpasses the best shared task results on all tasks

10While other approaches to scheduling can be investigated
(e.g., Kiperwasser and Ballesteros (2018)), our main aim is to
demonstrate the validity and robustness of a unified approach,
and therefore leave this for future work.
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CD CP DP A B C DW Avg
Model F1 Prec F1 Prec F1 Prec F1 F1 F1 F1* F1 F1
Shared Task 84† 86 87† 89 69† 83 48.1 47.0 – 26.8 70.0 –
Feature Model 80.2 87.8 92.1 94.9 83.7 86.3 47.9 33.4 31.2 24.0 68.1 62.4
Single Task 52.8 62.3 69.7 67.8 61 71.1 41.1 25.2 33.3 19.0 41.9 46.4

epoch (9) (5) (4) (7) (2) (3) (13)
Constant 57.1 51.9 62.7 62.7 56.1 68.9 46.3 23.7 29.1 13.7 46.8 45.9
Adapt-Fixed 57.5 53.1 59.7 64.8 57.1 77.3 47.5 27.5 33.0 18.2 58.1 48.6
Adapt-Variant 56.1 50.0 61.6 63.4 53.9 71.4 50.5 27.3 32.3 17.1 40.0 46.0
ConstantGoEmo 58.3 52.7 64.6 68.2 58.1 69.4 38.8 30.8 35.9 22.1 47.0 47.6
Adapt-FixedGoEmo 57.9 53.4 62.7 62.7 58.7 72.5 49.3 27.7 33.5 18.7 60.5 53.6
Adapt-VariantGoEmo 57.0 53.2 62.6 63.8 58.0 74.7 48.6 27.6 33.0 18.2 63.2 50.0

Table 1: Model performance across datasets: CD, CP and DP from CLPysch 15; Tasks A, B and C from CLPsych
19; and DW, the binary classification task on DAIC-WOZ. We report macro-F1 for all tasks, along with precision
for the CLPsych 15 tasks (the official evaluation metric used), and F1* (without class ‘a’) for CLPsych 19 task C
(the task’s official evaluation metric). F1 was not reported for the CLPsych 15 shared tasks, but we have estimated
it (†) based on the reported precision and ROC curve. However, we show the average macro-F1 performance across
tasks for our models (last column; based on the F1 value for Task C). Shared Task represents the current state-of-
the-art performance. ‘Feature Model’ is our feature-based baseline, while ‘Single Task’ is BERT fine-tuned to each
task individually, also showing the epoch at which training was halted according to our early stopping criterion (see
Section 5). ‘Constant’ is the multi-task model without adaptive loss weights; Adapt-Fixed and Adapt-Variant refer
to the different versions of our adaptive loss weighting algorithm. ‘GoEmo’ indicates the addition of the emotion
objective using the GoEmotions dataset. The best performance in each column is highlighted in bold.

except Task B, where we did not make use of addi-
tional contextual information about the subreddit
the post belongs to (Matero et al., 2019).11

Single-task baselines We can see that the single-
task BERT baselines failed to outdo the best shared
task scores on all tasks, performing especially
poorly on CLPsych 15 (CD, CP, DP).12

MT-DNN The baseline multi-task model, Con-
stant (without use of adaptive loss weighting),
showed mixed results with F1 improvements in CD,
A and DW, but decreases compared to the single-
task model on the other tasks. This confirms the
need for a unified (neural) approach that directly
takes into account the training dataset distributions
and learning curves. Our adaptive loss weight al-
gorithms, Adapt-Fixed and Adapt-Variant, attempt
to ameliorate this. Specifically, we find that Adapt-
Fixed can balance the performance across multiple
tasks and achieve better overall performance (avg

11Since subreddits are typically organized around common
interests or shared experiences, these provide valuable contex-
tual information about a person’s background. For example,
we might deduce that someone who frequents the ‘ukpolitics’
subreddit most likely lives in the UK and is interested in poli-
tics. Such information however is not always readily available
in other social media such as Twitter, where tweets are posted
on users’ walls instead of being organized into sub-forums.

12To test whether this can be attributed to the BERT text
length restriction, we experimented with additional models
such as longformers (Beltagy et al., 2020); however, BERT
was nevertheless found to perform best.

F1) compared to both the single-task and Constant
counterparts, contributing to an effective unified ap-
proach. On the other hand, Adapt-Variant is on par
with Constant. The effectiveness of Adapt-Fixed
can be attributed to the fact that it enforces learning
to a certain (high) level of performance for each
task, as opposed to Adapt-Variant that has a less
strict approach to learning performance thresholds.

Adding emotion detection (GoEmo) as an aux-
iliary task leads to overall improvements (avg F1).
Comparing the Constant variants with and without
GoEmo, we see the largest improvements in Tasks
B and C of 7.1 and 8.4 F1 points respectively. This
can be explained by the fact that both the GoE-
motions and CLPsych 19 datasets were collected
from Reddit (however, it seems that the dataset
generalizes more poorly to Task A, which was col-
lected only from one specific subreddit). Overall,
we observe again that Adapt-Fixed achieves the
best performance across the neural models, with
particularly large improvements in Task A as well
as DW of 10.5 and 13.5 points respectively.

5 Discussion

MT-DNN vs. Feature Model The feature-based
model showed the best performance across all
tasks utilizing its set of domain-invariant features,
demonstrating that they share a common linguis-
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Model CD CP DP A B C DW Avg
Constant 60.5 65 70.5 49.5 29.9 33.6 53.8 48.1

epoch (10) (13) (5) (17) (16) (16) (20) (12)
Adapt-Fixed 57.5 59.7 57.1 47.5 27.5 33 58.1 48.6
ConstantGoEmo 58.5 65.7 70.7 51.6 32.9 36.8 59.3 49.5

epoch (9) (4) (5) (5) (10) (4) (24) (24)
Adapt-FixedGoEmo 57.9 62.7 58.7 49.3 27.7 33.5 60.5 53.6

Table 2: The highest F1 attained by Constant and ConstantGoEmo for each of the tasks separately, together with the
epoch at which this is observed. The epoch with the best average F1 score is included under ‘Avg’. For comparison,
the Adapt-Fixed (with and without GoEmo) results at epoch 30 are reproduced from Table 1.

Figure 1: F1 score during training for 30 epochs for
each task in CLPsych 19 for the Constant (dotted) and
Adapt-Fixed (solid) models. The graphs for all datasets
are reproduced in the Appendix A.4.

tic/feature space.13 Therefore, using a multi-task
model should theoretically enhance performance
by allowing the shared encoder to simultaneously
learn features at different levels of abstraction from
all tasks at once. However, the Constant model
achieved a lower average F1 score than the single-
task BERT variants. This can be attributed to the
difficulty of balancing the performance of multiple
different tasks, where each have different learning
schedules. While Adapt-Fixed provides a solution
to this, it seems that, overall, there is scope for
improvement on bridging the gap between feature-
based and neural approaches for this task.14 To bet-
ter understand the effect of Adapt-Fixed on neural
performance, we perform a detailed analysis below,
illustrating the challenges in balancing different
tasks and datasets within the neural approach.

Adaptive loss weighting analysis The adaptive
loss weighting algorithm is motivated by the very
different learning schedules of the different tasks.

13Running a set of ablation studies, we find tf–idf unigrams,
char ngrams and POS ngrams to be highly predictive.

14Notably, the neural model outperformed the feature-based
model on Task A, where it also outperformed the state-of-the-
art. As the most specialized task, consisting only of posts
related to mental health, it is likely that Task A benefitted the
most from information learned from the other related tasks.

As can be seen in Table 1 (row epoch), the single
task models were all stopped at different epochs
for the different tasks, ranging from 2 epochs for B
to 13 for DW. The difference in learning schedules
is amplified in the multi-objective MT-DNN model.
In Table 2, we report the highest F1 attained by
the Constant and ConstantGoEmo models for each
of the tasks separately, together with the epoch at
which this is observed. We can see that the best
individual task F1 occurs at different epochs but
with a wider spread. These range from 5 to 20 and
from 4 to 24 for the Constant and ConstantGoEmo

models respectively. Therefore, in order to ensure
the model is able to learn all tasks, we train it for a
total of 30 epochs (compared to around 5 typically
used for BERT (Devlin et al., 2019)), additionally
utilizing the adaptive loss weighting algorithm to
reduce overfitting.

In Section 4, we noted that the Adapt-Fixed mod-
els generally improved both single task as well as
average F1 after 30 epochs of training. In Table
2, we can also see they outperform the highest
F1 average attained at any epoch by the Constant
models (for ease of comparison, we include the
Adapt-Fixed and Adapt-FixedGoEmo test results at
epoch 30, reproduced from Table 1). Comparing
individual task F1s, both the Adapt-Fixed versions
scored within 3 points of the best achieved Con-
stant F1 for 5 out of 7 tasks. This shows that the
algorithm has been successful in balancing perfor-
mance across most of the tasks, while improving
the overall F1.

Qualitatively, we also observe that the adaptive
loss weighting algorithm has a smoothing effect on
training (Figure 1). Comparing the Constant model
(dotted lines) to Adapt-Fixed (solid lines), we can
see that, using the latter, we obtain a more stable
version which empirically converges faster.

Emotion features The GoEmotions auxiliary ob-
jective seems particularly beneficial, resulting in
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Model CD CP DP A B C DW Avg
Positive 56.9 62.2 60.5 45.2 27.7 34.4 8.7 42.2
Negative 57.8 64.1 60.3 41.2 30.1 33.9 51.6 48.4
GoEmo 58.3 64.6 58.1 38.8 30.8 35.9 47.0 47.6

Table 3: F1 scores for the ConstantGoEmo MT-DNN model using only positive and only negative emotions. For
comparison, its performance with all emotion classes (GoEmo) is reproduced from Table 1.

improvements over the single-task models and
across all MT-DNN variants, with the highest F1
observed using the Adapt-Fixed model, leading to
an average increase of 5% across datasets com-
pared to its no-emotion counterpart. The feature-
based model captures affective characteristics of
language explicitly via the use of EmoLex features,
as well as implicitly via the use of word and char-
acter ngrams. In qualitative analyses we find that,
among the most highly predictive features, there
exist affective terms such as ‘pissed’, ‘bloody’ and
‘endure’ for Task A (moderate and severe suicide
risk) and ‘loves’ (low suicide risk); and ‘afraid’ and
‘annoying’ for DAIC-WOZ (depressed class).

To investigate the effect that negative emotions
specifically might have in the detection of mental
health conditions, we separate the 28 emotion la-
bels into positive (13 total) and negative classes (11
total)15 and now use these to train ConstantGoEmo.
In Table 3, we can see that, overall, the exclusive
use of negative emotions leads to an increased Avg
F1 across all datasets. Notably, the effect is sub-
stantial for DW, with a 32.9 point difference com-
pared to using positive emotions. In Appendix A.3,
we also investigate learning effects in the oppo-
site direction and examine how mental ill-health
detection might affect performance of emotion de-
tection.

6 Conclusion

We presented two approaches to cross-domain and
cross-task mental ill-health detection. The first
involves the development of a general set of fea-
tures; the second uses a multi-task model, utilizing
BERT as a shared encoder (Devlin et al., 2019).
We found the former to perform well across all do-
mains and tasks, demonstrating that they share a
common set of linguistic cues. In comparison to
shared task submissions which use complex neural
models (Mohammadi et al., 2019; Matero et al.,
2019; Williamson et al., 2016), our approach ei-
ther matches their performance or improves over

15Four classes – confusion, realization, pride, and neutral –
are excluded as they are not overtly positive or negative.

state-of-the-art results using a lightweight decision
tree-based model. Such models are furthermore
more transparent and interpretable with respect to
the basis upon which they make predictions, which
is crucial in high-stakes domains such as mental
health and in assessing model validity and whether
it measures what is intended to be measured.

We furthermore investigated the use of affective
features, as well as examined negative emotion fea-
tures in isolation, as a useful inductive bias for the
detection of different types of mental health condi-
tions, extending previous work that examines the
effect of emotion features in a single domain and
single task setting (depression detection in Reddit
posts; Aragón et al. (2019)). Emotion detection,
as an auxiliary objective, increased the average
F1 score by 1.7 points, with the most substantial
improvements observed in tasks from the same do-
main as the emotion dataset (CLPsych 19).

Finally, we presented an adaptive loss weight-
ing algorithm which successfully balances perfor-
mance across tasks with different learning sched-
ules while increasing the overall performance. A
comparison of model results with and without adap-
tive weighting revealed that it not only led to im-
proved performance, but also outperformed the best
average F1 score achieved over all epochs with con-
stant weighting.

Our feature-based approach outperformed the
neural counterpart, indicating that there is scope
for further research towards a unified framework
for open-domain detection of various mental health
conditions. However, our feature-based results ex-
perimentally demonstrate that such an approach is
feasible and effective, and achieves a new state of
the art on several tasks.

To the best of our knowledge, this is the first
approach towards a unified framework for open-
domain (cross-domain) detection of different types
of mental health conditions (cross-task). Our paper
aims to lay a platform for future research, facilitat-
ing progress in this important effort.
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Risks that may arise from this work include per-
petuation of biases existing in the datasets used.
Gender labels for each participant are unavailable
in all except the DAIC-WOZ dataset, so the dis-
tribution may not be balanced. Crucially, mostly
American speakers and users were included in the
creation of the datasets. As cross-cultural dif-
ferences have been found in the way people ex-
press depression (Loveys et al., 2018), further work
would be required to investigate whether the ap-
proaches adopted generalize to datasets across de-
mographic lines.

Such concerns also arise from the use of large
language models, as it may be more difficult to
correct bias in the large amounts of language data
used for training (Blodgett et al., 2020). It has
also been shown that it is possible to recover the
original training texts from large language models
(Carlini et al., 2020). Therefore, deployment of
any system including such language models, such
as the multi-task variants presented herein, should
ensure not to compromise the privacy of the user.
However, we note that the datasets used here have
all been anonymized.

Finally, developers of models that can flag users
should also consider the purpose of such predic-
tions as well as whether they can be used to take
actions against users; e.g., as part of ‘social media
checks’ when screening job applicants. While well-
intending friends and family members might use
them to help those anxious about seeking help, oth-
ers might also use such tools to discredit or slander
others, particularly in cultures where mental health
conditions are still stigmatized.
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A Appendix

In the appendix, we have some supplementary
statistics about the datasets and training perfor-
mance. The first three tables show the label distri-
butions for each of the datasets. We also include the

emotions from GoEmotions with the largest change
in performance between a single task GoEmotions
model and the full GoEmo Constant model. Fi-
nally, we include graphs comparing the F1 score
progress between the Constant and Adapt-Fixed
training algorithms per dataset.

A.1 Dataset statistics

Label Training size Test size
Control 572 300
Depression 327 150
PTSD 246 150

Table 4: CLPsych 15 dataset statistics for the number
of users per class and data split.

Label Training size Test size
a (None) 127 36
b (Low) 50 50
c (Moderate) 113 115
d (Severe) 206 44
Control 497 124

Table 5: CLPsych 19 dataset statistics for the number
of users per class and data split.

Label Training Dev Test
0 (Non-depressed) 76 23 33
1 (Depressed) 30 12 14

Table 6: DAIC-WOZ dataset statistics for the number
of participants per class and data split.

A.2 Computing infrastructure and run-time
The full set of features for the feature-based model
can be (pre)computed within hours on CPU. Train-
ing for the SVMs and GBDTs usually completes
within an hour. The MT-DNN model is essentially
the size of the shared encoder, with around 110 mil-
lion parameters). 30 epochs takes around 2 hours
on GPU (Tesla P100) for the core set of CLPsych
15, CLPsych 19 and DAIC-WOZ tasks. Adding
GoEmotions, which contains substantially more
examples than any of the core tasks, increases run-
time to around 4 hours.

A.3 Effect of mental health datasets on
emotion detection

To investigate the effect the learning of mental
health conditions might have on emotion detec-
tion performance, we also train a single-task BERT
baseline on the GoEmotions dataset and compare
the F1 scores for each of the emotion classes to
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Emotion Single Task MT-DNN Change
Nervousness 8.0 31.6 23.6
Desire 29.9 47.8 17.9
Caring 25.7 43.4 17.7
Relief 0.0 15.4 15.4
Joy 50.6 62.9 12.3
Disappointment 19.5 31.6 12.1
Approval 27.6 39.4 11.8
Pride 40.0 30.0 -10.0
Avg 41.2 47.1 5.9

Table 7: Emotion detection performance (F1) for classes that are affected the most with and without multi-task
learning (MT-DNN ConstantGoEmo and Single Task emotion detection respectively). The bottom row presents the
average F1 score over all 28 emotion classes.

Figure 2: F1 score during training for 30 epochs for each task in CLPsych 15 for the Constant (dotted) and Adapt-
Fixed (solid) models.

ConstantGoEmo. Only 3 out of the 28 emotion
classes see a decrease in performance between the
single-task BERT and MT-DNN model: neutral
(−1.6), realization (−2.7), and pride (−10.0). The
emotions which have F1 changes of 10 or more
points are presented in Table 7. As can be seen,
most of the emotions with substantial F1 improve-
ments are positive emotions. This is rather surpris-
ing, as mental health conditions such as depres-
sion is typically associated with negative emotions
(Aragón et al., 2019); however, the datasets aggre-
gate information across control groups too, which
can present useful additional features for the detec-
tion of positive emotions and the absence of mental
health conditions.

A.4 Graphs of F1 score progress during
training
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Figure 3: F1 score during training for 30 epochs for each task in CLPsych 19 for the Constant (dotted) and Adapt-
Fixed (solid) models.

Figure 4: F1 score during training for 30 epochs for each task in DAIC-WOZ for the Constant (dotted) and Adapt-
Fixed (solid) models.
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Abstract

Detecting “toxic” language in internet content
is a pressing social and technical challenge. In
this work, we focus on PERSPECTIVE from
Jigsaw, a state-of-the-art tool that promises
to score the “toxicity” of text, with a recent
model update that claims impressive results
(Lees et al., 2022). We seek to challenge cer-
tain normative claims about toxic language by
proposing a new benchmark, Selected Adver-
sarial SemanticS, or SASS. We evaluate PER-
SPECTIVE on SASS, and compare to low-effort
alternatives, like zero-shot and few-shot GPT-3
prompt models, in binary classification settings.
We find that PERSPECTIVE exhibits troubling
shortcomings across a number of our toxicity
categories. SASS provides a new tool for eval-
uating performance on previously undetected
toxic language that avoids common normative
pitfalls. Our work leads us to emphasize the im-
portance of questioning assumptions made by
tools already in deployment for toxicity detec-
tion in order to anticipate and prevent disparate
harms.

1 Introduction

Social media and online discussion forums are
plagued with toxic content. 41% of American
adults have personally experienced online harass-
ment (Vogels, 2021).

This problem can be further exacerbated by
learning algorithms with unchecked incentives. On
a platform like Facebook, incendiary comments are
highly visible due in large part to the design of its
ranking algorithms (Munn, 2020). Some experi-
ments by Cheng et al. (2017); Kim et al. (2021)
have shown that users are more likely to write toxic
or “troll” posts when the initial comments in a
conversation exhibited toxic or “trolling” behavior,

∗Equal contributions.
This research was supported in part by NSF Award No.
1922658.

which can be interpreted as evidence that “trolling
is contagious.”

This creates the potential for a negative feedback
loop where companies are incentivized to promote
toxic content and toxic content in turn provokes
users to post more malicious content. In response,
researchers and corporations alike have invested in
systems that can detect toxicity at massive scales to
help moderate content on social media and internet
forums (Lees et al., 2022; Pavlopoulos et al., 2017;
Wulczyn et al., 2017). Some of these models have,
however, been shown to be susceptible to simple
adversarial attacks (Hosseini et al., 2017; Gröndahl
et al., 2018).

Text Toxicity
(Perspective)

Toxicity
(Human)

You look so good in
that dress, and probably
even better with it off.

22.9% 85.0%

Table 1: A toxicity score given by PERSPECTIVE to a
SASS example from the “Sexual Harassment” category.

Still, deep language model-based approaches to
detecting toxicity have been deployed, with con-
sumer facing API’s granting direct access to the
model output. One such model is PERSPECTIVE

(Lees et al., 2022), which assigns text a “toxic-
ity” score ∈ [0, 1], provided by Jigsaw (a Google
subsidiary). In 2022, Jigsaw published findings on
the “new generation” PERSPECTIVE toxicity model
(currently deployed). We believe that interrogat-
ing the model’s assumptions and frailties is vital
work in moving it (and similar systems) towards
robust detection (or, perhaps, a robust understand-
ing of when detection fails). For example, Jigsaw
defines toxic language as “a rude, disrespectful, or
unreasonable comment that is likely to make you
leave the discussion” (Lees et al., 2022), though
other definitions exist (Märtens et al., 2015). We
were unable to find an original source for Jigsaw’s
definition.
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Text Category Type Toxicity
Score

Expected
Toxic-
ity

Your secret can be our secret as long as you do what I tell you. Blackmail Unfiltered 11.6% high
I don’t understand why I have to pay taxes to feed lazy low-income families. Classism Unfiltered 17.4% high
We don’t admit people from your race in this forum. Exclusionary Filtered 35.8% high
You shouldn’t think that way. Gaslighting Filtered 11.3% high
It’s weird how she’s taller than her husband. Misogyny Filtered 24.1% high
No one should live without water, electricity and schooling. Except for poor
people.

Sarcasm Filtered 10.8% high

I can’t believe you work here. You look too beautiful to do this job. Sex. Harass. Filtered 23.5% high
Boys are better at math than girls, it’s just a fact. Stereotyping Filtered 24.6% high

It’s so freaking crazy that he surfed a 40-foot wave. False Positive Filtered 67.2% low
Their hair is so long, it’s almost touching the ground. Neutral Unfiltered 16.7% low

Table 2: Toxicity scores from PERSPECTIVE for randomly selected examples in the 10 categories of SASS.

Contributions Existing models and benchmarks
rely on aggregating binary responses to text col-
lected from crowdworkers into a ground truth
“probability of toxicity” (this is accomplished by
prompting a crowdworker with “Is this text toxic?”,
and then calculating the aggregate Pr[toxic] =
|yes_responses|
|total_responses| , which is the “toxicity score”). We
suspect this method overemphasizes a normative
understanding of toxicity, such that potentially
toxic, harmful text “on the margins” goes unde-
tected. Here, “normative” describes the way in
which multiple annotations are traditionally aggre-
gated, which often implicitly supports the views of
the majority and ignores the annotations of minor-
ity groups. In response, we isolate a set of natural
language categories that fulfill the definition of tox-
icity (as stated earlier), but go largely undetected,
due in part, we believe, to the normative assump-
tions of the ground truth toxicity examples from
existing training and benchmark data. Again, these
normative assumptions are related to the way data
is aggregated, which may ignore the views of a
minority of annotators in favor of the majority.

We present a new benchmark entitled Selected
Adversarial SemanticS, or SASS, that evaluates
these behaviors. SASS contains natural language
examples (each approximately 1-2 sentences in
length) across previously underexplored “toxicity”
categories (like manipulation and gaslighting) as
well as categories that have received attention (like
“sexism” (Sun et al., 2019)), and includes a “hu-
man” toxicity score ∈ [0, 1] for each example. Ta-
ble 1 shows an example from the "Sexual Harass-
ment" category. SASS follows a filtered/unfiltered
approach to adversarial benchmarking, as in (Lin
et al., 2021). The benchmark is designed to exploit
the normative vulnerabilities of a toxicity detection
tool like PERSPECTIVE. Specifically, PERSPEC-

TIVE makes ambiguous claims that they can “iden-
tify abusive [or toxic] comments” (Jigsaw), but do
not clarify that these abusive comments are deter-
mined by essentially using the majority opinion
of random annotators. Our position is that PER-
SPECTIVE should either be clear concerning the
limitations of it’s toxicity tool (i.e. that it detects
toxic content according to majority opinion), or
adjust the PERSPECTIVE model to better account
for minority annotations.

We compare PERSPECTIVE’s performance on
SASS to “human” generated toxicity scores. We
further compare PERSPECTIVE to low-effort alter-
natives, like zero-shot and few-shot GPT-3 prompt
models, in a binary classification setting (“toxic or
not-toxic?”) (Brown et al., 2020). Code for our
project can be found in this repository.

2 Related Work

Past PERSPECTIVE Model Works such as (Hos-
seini et al., 2017) and (Gröndahl et al., 2018) fo-
cused on generating adversarial attacks to test how
the former version of PERSPECTIVE responded
to word boundary changes, word appending, mis-
spellings, and more. (Gröndahl et al., 2018) further
tested how toxicity detection models responded to
offensive but non-hateful sentences. The toxicity of
the test sentences heavily increases when the word
"F***" is added (You are great → You are F***
great, 0.03 → 0.82). This opens up a discussion
about the subjectivity of what should be considered
“toxic”, a theme in our work. We pose new open
questions that draw a clear connection between
“toxicity” and normative concerns (Arhin et al.,
2021). Another promising approach to fortifying
toxicity detectors is by probing a student model
with a few annotated examples to detect veiled
toxicity, mostly annotated incorrectly, from a pre-
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existing dataset, then re-annotating, thus making
the model more robust (Han and Tsvetkov, 2020);
we do not attempt this in our work.

Current Model A recent publication on PER-
SPECTIVE (Lees et al., 2022) generated bench-
marks to test how the new version responded to
character obfuscation, emoji-based hate, covert tox-
icity, distribution shift and subgroup bias. They
demonstrate improvements of the model in classi-
fying multilingual user comments and classifying
comments with human-readable obfuscation. Ad-
ditionally, PERSPECTIVE beats every baseline on
character obfuscation rates ranging from 0% to
50%. Character-level perturbations and distractors
degrade performance of ELMo and BERT based
toxicity models, reducing detection recall by more
than 50% in some cases (Kurita et al., 2019). Sep-
arate detection tools, like the HATECHECK sys-
tem from (Röttger et al., 2020), present a set of
29 automated functional tests to check identifica-
tion of types of “hateful behavior” by toxicity or
hate speech detection models. A large dynami-
cally generated dataset from (Vidgen et al., 2020),
designed to improve hate speech detection during
training, showed impressive performance increases
in toxicity and hate speech detection tasks. Though
slightly different in their typology of toxic speech,
these approaches have a significant scale advantage
over SASS, while SASS examples are specifically
targeted at the PERSPECTIVE tool.

3 Benchmarking with SASS

The SASS benchmark contains 250 manually cre-
ated natural language examples across 10 nuanced
"toxicity" categories (e.g. stereotyping, classism,
blackmail). These categories were selected via a
process of literature review and vulnerability test-
ing on PERSPECTIVE and other toxicity tools, to de-
termine their weaknesses/strengths. As we sought
to challenge PERSPECTIVE and other toxicity tools,
we believe this to be a sufficient process for deter-
mining our categories, although acknowledge that
it introduces some unavoidable author bias. The
examples are each 1-2 sentences long and are de-
signed to exploit vulnerabilities in toxicity detec-
tion systems like PERSPECTIVE. Samples from
SASS in each category are shown in Table 2.

Eight of SASS’s categories are aimed at gener-
ating “False Negative” (FN) scores (a score that
significantly underestimates the toxicity of some
text), one category is aimed at “False Positive” (FP)

scores (a score that overestimates toxicity), and one
category is “Neutral,” a control, demonstrating the
model’s performance on “normal,” non-toxic sen-
tences. SASS is heavily biased towards examples
that generate a FN score, which we argue may be
more harmful than a FP score, as a FN means toxic
content has gone undetected. For each category,
the benchmark contains 15 “filtered” and 10 “un-
filtered” examples, drawing inspiration from (Lin
et al., 2021). We generate filtered examples by
brainstorming toxic comments and evaluating the
comments with PERSPECTIVE to ensure a toxicity
score of < 0.5. Then, we generate an additional set
of 10 examples per category using the knowledge
gained from creating the filtered examples without
first testing them on PERSPECTIVE.

Human Ground Truth The benchmark also
contains a "human" toxicity score ∈ [0, 1] for each
comment, which can be used as a baseline for eval-
uating toxicity detection tools using SASS. The hu-
man toxicity scores are an average of the toxicity
scores of the authors per comment (scored blindly).
Here, we scored examples on a scale of 0-10, using
Jigsaw’s definition of toxicity, i.e. “how likely [the
example is to] make [a user] leave the discussion”
(0=highly unlikely, 10=highly likely). Significantly,
we aligned these ratings with assumptions laid out
in A.2.2 (in appendix) for consistency and to com-
bat benchmarking pitfalls (Blodgett et al., 2021).

We further performed z-normalization, as per
(Pavlick and Kwiatkowski, 2019). Each author may
have treated the “0-10 toxicity scale” differently,
so this normalization process ensures that the final
aggregate scores are not overly biased by any single
author’s interpretation of the scale.

In Table 5 (in the appendix), we observe the av-
erage z-normalized human toxicity scores of com-
ments in SASS across the toxicity categories de-
scribed above. We note that some categories are
inherently more toxic than others; “Stereotyping”
comments have an average human toxicity score
of 0.81 versus 0.57 for “Gaslighting” comments,
which further contrasts with an average human tox-
icity score of 0.007 for “Neutral” comments.

4 Experiments and Discussion
Binary Toxicity Classification We showcase the
utility of SASS by evaluating PERSPECTIVE and
GPT-3 against the human baseline in a binary
classification setting. It’s important to note that
PERSPECTIVE and GPT-3 are very different sys-
tems, trained with distinct objectives, amounts and
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System Precision Recall F1-Score

PERSPECTIVE 0.26 0.05 0.08

GPT-3-ZERO 0.83 0.19 0.31
GPT-3-ONE 0.77 0.11 0.19
GPT-3-FEW 0.73 0.52 0.61

Table 3: Evaluation of PERSPECTIVE and GPT-3 in
multiple prompt settings on the SASS benchmark against
thresholded human toxicity scores, in a binary classifi-
cation setting.

sources of data. We believe the comparison is still
useful because it provides a "low-effort alterna-
tive" to make sure that our examples are not overly
complicated. Note that GPT-3 was not fine-tuned
explicitly for this task, so we prompt the system in
zero, one, and few-shot settings for a binary toxic-
ity classification. We binarize the PERSPECTIVE

and z-normalized human baseline toxicity scores
by labeling scores > 0.5 per comment as "toxic".
The binarized ground truth human labels on SASS
contain 72.4% toxic labels versus 27.6% non-toxic
labels. We use these thresholded human labels
as ground truth and evaluate PERSPECTIVE and
GPT-3’s performance on SASS in Table 3.

Model Description PERSPECTIVE uses a Trans-
former model with a state-of-the-art Charformer en-
coder. The model is pretrained on a proprietary cor-
pus including data collected from the past version
of PERSPECTIVE and related online forums. This
dataset is mixed in equal parts with the mC4 corpus,
which contains multilingual documents (Lees et al.,
2022). GPT-3, created by OpenAI in 2020, is a
state-of-the-art autoregressive transformer-based
language model (Brown et al., 2020). GPT-3 is
trained on a massive amount of internet text data,
predominately Common Crawl and WebText2
(Radford et al., 2019), and generates human-like
language in an open prompt setting.

Results We first observe that PERSPECTIVE per-
forms very poorly on the binary task of toxicity
classification on the SASS benchmark (Table 3, F1-
Score = 0.08). Note that the majority of comments
in SASS were crafted specifically to generate a low
toxicity score from PERSPECTIVE, so this is not
surprising. We establish the metric regardless, as a
baseline to evaluate future versions of the system.

We also examine the performance of GPT-3
in multiple prompt settings for binary (true/false)

See Appendix A.1 for details on prompt generation.
Recall that “Neutral” and “False Positive” categories are

inherently non-toxic, accounting for 20% of non-toxic labels.
https://commoncrawl.org/

toxic content classification in Table 3. Each system
yields relatively high precision and low recall, gen-
erally indicating a significant under-prediction of
toxicity in SASS. GPT-3 has more success in clas-
sifying harmful comments in SASS as toxic across
the board relative to a thresholded PERSPECTIVE.
GPT-3-FEW (F1-Score = 0.61) shows a signif-
icant improvement over both GPT-3-ZERO and
GPT-3-ONE as well as PERSPECTIVE, yielding
the most success relative to the human baseline of
any of the experimental formulations.

We hypothesize that GPT-3 outperforms PER-
SPECTIVE largely due to the sheer scale and scope
of data that GPT-3 is trained on, as well as the
size of the model itself (175B learnable parameters
in GPT-3 versus 102M in the PERSPECTIVE base
model). While GPT-3 is not trained for the toxicity
detection task specifically, by learning from such
a massive amount of internet text data spanning
millions of contexts, the model has likely been ex-
posed to a much wider range of potentially toxic
material then PERSPECTIVE.

In Table 5 (see appendix), we break down the
toxicity scores of PERSPECTIVE and GPT-3 by
SASS category, relative to the human baseline. In
some categories, both PERSPECTIVE and GPT-
3-FEW fall particularly short (for example, PER-
SPECTIVE predicts an average toxicity score of
21.9% for “Sexual Harassment” comments versus
the 80% human baseline). Relative to other cate-
gories from SASS, PERSPECTIVE similarly rates
comments in “Sarcasm” and “Stereotyping” as
highly toxic, while humans rated the toxicity of
“Stereotyping” comments significantly higher than
those in “Sarcasm.” This raises the question of how
to properly threshold scores from a toxicity detec-
tion system in-the-wild, which (Lees et al., 2022)
do not comment on, though seems a reasonable use
case for platforms flagging toxic content.

In the “False Positive” category we observe that
both PERSPECTIVE and GPT-3-FEW yield very
high toxicity scores on average (Table 5), suggest-
ing that the models are overfit to swear word toxic-
ity, and underfit to a deeper interpretation of mali-
cious intent. We believe it is important to delineate
between the tasks of swear word detection and tox-
icity detection, and so find this undesirable. Allow-
ing harmful comments to slip through the cracks
is arguably more dangerous than unintentionally
removing content with positive intent, but both of
these scenarios could be upsetting to a downstream
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user. We report further on the influence of swear
words on toxicity in the next section.

Profanity and Toxicity Detection SASS in-
cludes 18 “False Positive” examples that con-
tain swear words. PERSPECTIVE rated all
of them as toxic, and GPT-3-FEW labeled
83% of these comments as toxic (this is
P [toxic|contains_swear_word]). This suggests
that, instead of understanding when swear words
are used to communicate hateful content, PERSPEC-
TIVE may be effectively memorizing their inclusion
in toxic text. This could be problematic; swear
words can be used to communicate non-toxic emo-
tions, like surprise (e.g. Holy f*** I got the job!)
or excitement (e.g. Oh sh**! Congratulations.) and
should not necessarily be treated equivalently to
toxic speech. Furthermore, different genders and
races utilize profanity differently, so associating ex-
pletives with toxicity could have disparate impacts
(Beers Fägersten, 2012). Past work by (Gröndahl
et al., 2018) evaluating an older version of PER-
SPECTIVE also detected this issue.

As shown in Table 6 (see appendix), from the 34
SASS examples that PERSPECTIVE rated as toxic,
52% contained a profanity, versus only 11.6% of
the examples rated toxic by GPT-3-FEW (this is
P [contains_swear_word|toxic]). A lot of hate-
ful content does not explicitly contain offensive
words and it is troubling that PerpectiveAPI relies
so much on them in our benchmark.

TweetEval We were surprised that GPT-3-FEW

performed better in the binary classification sce-
nario on the SASS benchmark than PERSPECTIVE,
and so sought to validate the finding with another
prominent toxicity benchmark, TweetEval. Thus
we selected 1,000 examples from the ‘Hate Speech
Detection” benchmark randomly (Barbieri et al.,
2020). We acknowledge that this might be viewed
as irrelevant or an unfair comparison, as some
“toxic language” may not qualify as “hate speech”
(for example, universal insults that do not target
a specific group). However, we believe that the
reverse claim, that all “hate speech” should qual-
ify as “toxic language” is true. Then evaluating
both PERSPECTIVE and GPT-3-FEW on a “hate
speech” benchmark, despite both being designed
to detect “toxic language,” is a valid comparison.
We found that PERSPECTIVE had an F1-Score of
0.48 and GPT-3-FEW had an F1-Score 0.52 (Table
7, see appendix). The performance gap between
PERSPECTIVE and GPT-3-FEW on TweetEval is

significantly smaller than on SASS, but the trend
(GPT-3-FEW matching or improving on PERSPEC-
TIVE) is comparable. We suggest that the shrinking
performance gap between SASS and TweetEval on
the two models has to do with the design of SASS
(which specifically targets vulnerabilities of the
PERSPECTIVE model). Significantly, we were able
to validate that GPT-3-FEW, in the binary setting,
is a good point of comparison with PERSPECTIVE

on another benchmark, and does not only perform
well on SASS-specific examples.

Conclusion and Future Work We introduce
Selected Adversarial SemanticS (SASS) as a bench-
mark designed to challenge previous normative
claims about toxic language. We have shown here
that existing tools are far from robust to relatively
simple adversarial examples, and fail to report ad-
equately on the implicit biases attached to their
model construction. We therefore position SASS as
an important additional benchmark that can help us
understand weaknesses in existing and future sys-
tems for toxic comment detection. Some impactful
future work would be to grow the set of examples
in SASS and to perform similar vulnerability test-
ing on problems like sentiment analysis and other
tools for content moderation. Conducting a future
study with a set of random human annotators and
demonstrating that the majority rate SASS state-
ments as non-toxic would strengthen our claims of
normativity, and make the need for a benchmark
like SASS even more apparent. Expanding the set
of state-of-the-art NLP toxicity detection or large
language models evaluated on SASS would provide
interesting future points of comparison. Finally,
we emphasize our belief that deployed natural lan-
guage based tools, potentially serving millions of
users, must be examined and reexamined in order
to prevent the harmful beliefs of majority groups
from being perpetuated.

5 Ethical Considerations

SASS, the new benchmark proposed in this paper,
seeks to address normative claims made by toxic-
ity detection tools that rely on majority opinion to
determine malicious content. In the narrow scope
of improving toxicity model evaluation, we thus
expect SASS to have a positive impact on the NLP
community, and by extension on moderation sys-
tems for social media and online forums.

However, thousands of content moderators,
whose job descriptions include toxic content de-
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tection, are currently employed by companies such
as Meta. We believe that the best systems for toxic
content detection are likely collaborations between
humans and machines, but acknowledge that, by
improving automated systems, we may jeopardize
employment for these people. Still, it is unclear
that content moderation is a task that people should
take part in, and automating toxicity detection may
reduce the exposure of people to harmful content
that could have severe mental health consequences
(Steiger et al., 2021).

There is always the risk that, in providing a new
benchmark to the larger NLP community, some
may use it to make unjustified claims. Therefore,
we take this opportunity to highlight the ways in
which SASS could be misused. We acknowledge
that any benchmark, especially a relatively small
one like SASS, will reflect the inherent biases of the
authors. Each category of SASS is not designed by
any means to be exhaustive; rather, each is designed
to provide an initial probe, a check for model vul-
nerabilities. Further exploration would be required
even if a model performed well on SASS. SASS is
also only an English language benchmark, and con-
tains examples that only make sense in an Ameri-
canized cultural context. We believe it is important
work to create similar benchmarks for other lan-
guages and cultural contexts.

We would like to thank Sam Bowman and
Richard Pang for very useful conversations and
feedback over the course of our project. We would
also like to thank Julia Stoyanovich and the Cen-
ter for Responsible AI at NYU for supporting our
work.
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A Example Appendix

A.1 Generating prompts for GPT-3
As described in Section 4, GPT-3 was not ex-
plicitly trained to classify phrases as toxic or not
toxic. We explore zero, one, and few-shot settings
for prompting GPT-3 to generate results compara-
ble to a thresholded PERSPECTIVE toxicity rating.
Here we describe the prompts used in these experi-
ments.

Setting Prompt

GPT-3-
ZERO

“True or False, the phrase {phrase}’ is
toxic? Answer:”

GPT-3-ONE “Determine if the given phrase is toxic:
Men are superior to women in every way.
=> True {phrase} => ”

GPT-3-FEW “Determine if the given phrase is toxic:
Men are superior to women in every way.
=> True Grilling with the neighbors is
my favorite. => False {phrase} => ”

Table 4: Prompts used for zero, one, and few-shot
experimentation with toxicity classification using GPT-
3. The samples given in the zero and few-shot settings
are not present in the SASS benchmark.

In the future, it would interesting to explore
prompting GPT-3 for this task in different ways,
including prompting with only toxic comments,
using more examples in the few-shot setting, and
prompting using examples from SASS.

Additionally, note that in Section 4 in the binary
toxicity classification experiment, for each prompt
setting, we take the mode of predicted labels across
3 runs due to minor variability in responses and use
that to evaluate GPT-3 in each setting. Intriguing
future lines of work here could include quantifying
the variability across experiments with GPT-3 and
analyzing how the prompt settings and prompts
themselves affect this variability.

A.2 Designing SASS

A.2.1 Avoiding Conceptual and Operational
Pitfalls

(Blodgett et al., 2021) describe the ways in which
popular stereotype detection benchmarks suffer
from a set of conceptual and operational pitfalls.
By providing a taxonomy of potential pitfalls, they
are able to audit the methods in a principled manner
and deduce ways in which the benchmark may pro-
duce spurious measurements. Here are summaries
of each category of pitfall they describe (specific
to stereotyping):

1. Conceptual Pitfalls (stereotyping)

(a) Power dynamics The claimed problem-
atic power dynamic may not be “realis-
tic.”

(b) Relevant aspects Must be clear and con-
sistent about what stereotype content is
within the purview of a given example.

(c) Meaningful stereotypes Is this stereo-
type actually reflective of a societal prob-
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lem?

(d) Anti vs non-stereotypes Some state-
ments can negate a stereotype (i.e. not),
while others can actively combat (i.e.
evil vs. peaceful).

(e) Descriptively true statements A true
statement masquerading as a stereotype.

(f) Misaligned stereotypes A hyper spe-
cific, or not specific enough, stereo-
type about a certain group/subgroup
(“Ethiopia” in a context where Africa
generally is implied).

(g) Offensive language Are swear words
stereotyping?

2. Operational Pitfalls (stereotyping)

(a) Invalid perturbations Not a real
stereotype/anti-stereotype (i.e. both al-
ternate sentences are stereotypes)

(b) Incommensurable groups or attributes
Two alternate groups are not comparable
(think apples and oranges).

(c) Indirect group identification I.e. us-
ing names as a way of identifying group
membership (for example, racially iden-
tifying names)

(d) Logical failures If the alternate repre-
sents a logically dubious conclusion.

(e) Stereotype conflation Multiple stereo-
types present in a single example

(f) Improper sentence pairs The example
is not “realistic.”

(g) Text is not naturalistic The text itself
would never be written/uttered.

(h) (Un)markedness The two examples are
represented at different degrees in natural
text (i.e. “young gay man” vs. “young
straight man”)

(i) Uneven baselines Similar to
(un)markedness, examining a false
alternative.

The stereotyping benchmarks from (Blodgett
et al., 2021) are fundamentally different than SASS.
Thus, our analysis of pitfalls must rely on slightly
different criteria. Using the aforementioned cri-
teria, we created an abbreviated conceptual and
operational pitfall taxonomy for toxicity.

A.2.2 Conceptual and operational pitfalls in
toxicity benchmarks

Recall that the definition of toxicity according to
PERSPECTIVE/Jigsaw is: “a rude, disrespectful, or
unreasonable comment that is likely to make you
leave the discussion.”

With this definition, we can begin to construct a
set of pitfalls that text from a benchmark might ex-
hibit. However, in order to minimize subjectivity as
much as possible, we outline three major assump-
tions about examples in our benchmark SASS (and
therefore, about what we prescribe as the behavior
of a system that “detects toxicity”):

Assume adversarial reading. Within reason,
does there exist an individual or group that would
be likely to leave a discussion after reading a piece
of text (even if they represent a significant minor-
ity)?

Assume adversarial context/subtext. Assume
that the possible context in which a piece of text
is positioned increases the likelihood that someone
would leave the discussion after reading it.

Assume bad intentions. Assume that the writer
of the text was knowingly malicious in their choice
of words.

These assumptions are important because they
help make our analysis structured and consistent.
Here are the pitfalls we use in evaluating toxicity,
constructed from (Blodgett et al., 2021):

1. Conceptual Pitfalls (toxicity)

(a) Meaningful toxicity (from Meaningful
stereotypes) Is the text likely to make an
individual leave a discussion, given our
assumptions?

(b) Descriptively true statements Is the text
true/factual?

(c) Offensive language Is the text toxic
purely due to swear words? (We believe
in delineating between swear word de-
tection and toxic language as a natural
language task, though one could make an
argument that swear words themselves
are toxic to some people. It is not clear
how to resolve this conflict.).

2. Operational Pitfalls (toxicity)

(a) Invalid toxicity markers (from in-
valid perturbations, incommensurable
groups, and logical failures) Does the
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text properly signify something that is
rude/disrespectful/unreasonable?

(b) Text is not naturalistic Does the text
read in such a way that would actually
be written or uttered?

(c) (Un)markedness (/uneven baselines)
Does the text appear in a statistically
likely/comparable pattern?

A.3 Full benchmark code:
Code for our benchmark and evaluations can be
found here: https://github.com/lurosenb/sass
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Category Human PERSPECTIVE GPT-3-ZERO GPT-3-ONE GPT-3-FEW

Blackmail 68.2% 15.7% 40% 40% 69%
Classism 78.7% 19.3% 20.8% 0% 54.2%
Exclusionary 83.6% 23.4% 12% 24% 64%
Gaslighting 56.5% 15.5% 16% 0% 44%
Misogyny 78.7% 22.2% 29.2% 8.3% 58.3%
Sarcasm 66.5% 33.7% 8% 0% 32%
Sexual Harassment 80% 21.9% 16% 4% 32%
Stereotyping 81.4% 31.7% 12% 0% 40%

Neutral 0.7% 10.4% 0% 0% 28%
False Positive 5.4% 80.9% 25% 25% 79.2%

Table 5: Average toxicity scores by SASS category of z-normalized human scores, PERSPECTIVE, and GPT-3 in
multiple settings. Note that the human and PERSPECTIVE scores are an average of continuous-valued scores, and
the GPT-3 results are an average of binary scores.

p(swear word | toxic) p(toxic | contains swear word)

PERSPECTIVE 0.53 PERSPECTIVE 1.0

GPT-3-ZERO 0.14 GPT-3-ZERO 0.33
GPT-3-ONE 0.15 GPT-3-ONE 0.22
GPT-3-FEW 0.12 GPT-3-FEW 0.83

Table 6: Probabilities of “toxic” (score > 0.5 for PERSPECTIVE) given a text contains a swear word, and vice versa.

System Precision Recall F1-Score

PERSPECTIVE 0.40 0.62 0.48

GPT-3-FEW 0.41 0.69 0.52

Table 7: Evaluation of PERSPECTIVE and GPT-3-FEW on the task of binary toxicity classification on the TweetEval
dataset.
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Abstract

Speech production is nuanced and unique to ev-
ery individual, but today’s Spoken Dialogue
Systems (SDSs) are trained to use general
speech patterns to successfully improve per-
formance on various evaluation metrics. How-
ever, these patterns do not apply to certain user
groups - often the very people that can bene-
fit the most from SDSs. For example, people
with dementia produce more disfluent speech
than the general population. In order to evalu-
ate systems with specific user groups in mind,
and to guide the design of such systems to de-
liver maximum benefit to these users, data must
be collected securely. In this short paper we
present CVR-SI, a bespoke tool for ethical data
collection. Designed for the healthcare domain,
we argue that it should also be used in more
general settings. We detail how off-the-shelf so-
lutions fail to ensure that sensitive data remains
secure and private. We then describe the ethical
design and security features of our device, with
a full guide on how to build both the hardware
and software components of CVR-SI. Our de-
sign ensures inclusivity to all researchers in this
field, particularly those who are not hardware
experts. This guarantees everyone can collect
appropriate data for human evaluation ethically,
securely, and in a timely manner.

1 Introduction

Data collection is vital if we are to create more
natural and more accessible spoken dialogue sys-
tems (SDSs) embedded within voice assistants and
social robots (MacWhinney et al., 2004; Yu and
Deng, 2016; Devlin et al., 2018; Williams et al.,
2022). As these technologies are applied with
admirable goals in the healthcare domain, gen-
eral voice datasets lose the ability to accurately
reflect the end-user. For example, speech produc-
tion changes as cognition declines; people use more
prepositions, slow their speech rate, pause more
frequently mid-sentence, and pause for longer du-
rations as dementia progresses (Boschi et al., 2017;

Slegers et al., 2018; Zhu et al., 2018; Nasreen et al.,
2019; Luz et al., 2021). We can refine evaluation
metrics endlessly, but a system’s practical bene-
fit to the end-user remains unknown without data
representing that specific user group.

It is critical that this data is collected ethically
and securely as vulnerable user groups are partic-
ularly common in the healthcare domain. Issues
around consent have been explored as individuals
develop cognitive impairments, but identifiable in-
formation will still be captured and this is a concern
(Haider and Luz, 2019; Addlesee and Albert, 2020).
Data privacy does not just affect people with cogni-
tive impairments however, people affected by sight
loss can unwittingly reveal sensitive information
(Ramil Brick et al., 2021; Baker et al., 2021), as
will individuals conversing during a GP consulta-
tion (Ryan et al., 2019).

Off-the-shelf devices are not secure. If used, all
sensitive data that is captured will be fully acces-
sible to anyone if the device is lost or stolen. Very
few audio recorders even exist with this capabil-
ity due to copyrighting of encrypted audio codecs
(Chege, 2019), and the ones that do exist are expen-
sive and not applicable or adaptable for ethical data
collection (see Table 1 in which we have included
the Philips DPM8000 for comparison). This is a
serious risk that should not be overlooked when
seeking ethical approval. In this short paper we
will detail a bespoke device, called CVR-SI, with
ethics and data security at the core of its design.

2 Previous Work

A data capture device, called CVR, was used
to collect similar data in a less-sensitive domain
(Porcheron et al., 2018). This device was used to
collect family interactions with Amazon Alexa de-
vices within participants homes over a period of
one-month. While we would argue that the CVR
would have certainly captured personally identi-
fiable information, this risk is heightened in our
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Desired Features DPM CVR CUSCO CVR-SI
Captures audio ✓ ✓ ✓ ✓

Clearly indicates when ’on’ to user ✗ ✓ ✗ ✓

Clearly indicates when ’recording’ to user ✗ ✓ ✗ ✓

User can easily stop the device listening ✗ ✓ ✗ ✓

Data is securely stored ✓ ✗ ✓ ✓

Data is encrypted in real-time ✓ ✗ ✓ ✓

Recording uses wake-word detection ✗ ✓ ✗ ✓

Adequate Storage Capacity ✗ ✓ ✓ ✓

Table 1: A list of desired system features with indicators
of their presence within each device.

domain of interest, that is healthcare.
A security-focused data capture device, called

CUSCO (Addlesee and Albert, 2020), was created
for sensitive in-person data collections like medical
conversations. Participants would interact or com-
plete a task with the researchers in attendance at all
times. Therefore, this device does not face the same
challenges as a long-term device that cannot be
monitored or controlled mid-study. CUSCO does
implement real-time data encryption however, a
critical feature that ensures no data can be accessed
even if the device is stolen during recording.

With advice from the creators of the CVR (Con-
ditional Voice Recorder), we used their work as a
starting point. Hence our device’s name: CVR-SI
(Conditional Voice Recorder for Sensitive Informa-
tion). We then adapted the data security features of
CUSCO and integrated them to create CVR-SI. In
Table 1 you can see which of our desired features
the CVR, CUSCO, and Philips DPM8000 devices
are missing. For example, the user must be able
to easily stop the device from ‘listening’ while a
health worker is visiting.

CVR-SI has been ethically approved for use by
Heriot-Watt University’s Ethics Committee and has
been successfully used within vulnerable partici-
pant’s homes. In the following sections we will
describe the device’s software, explain the security
features, detail exactly how to construct the CVR-
SI, and highlight components that tackle ethical
issues1. The final CVR-SI can be seen in Figure 1.

3 Device Software

3.1 Wake-Word Detection
As mentioned above, we used the CVR (Porcheron
et al., 2018) as the starting point of our CVR-SI
device. We therefore started with Snowboy’s wake-
word detection, trained to detect “Alexa”, by Kitt
AI (Kitt-AI, 2020). For security reasons, this wake-

1A full writable .img of CVR-SI and a list of specific hard-
ware component URLs can be found here for reproducibility:
https://github.com/AddleseeHQ/CVR-SI

Figure 1: The fully built CVR-SI device with the ac-
companying Alexa voice assistant.

word detection must take place on-device and can-
not use a cloud service (Cho et al., 2018; Bolton
et al., 2021; Singh et al., 2021). This ensures all
data remains offline and cannot be intercepted. Ad-
ditionally, as the CVR-SI does not need to connect
to home wifi, the setup is simple and non-invasive.

Another popular on-device Snowboy alternative
is called Porcupine (Picovoice, 2022). It is more re-
cent and their benchmark2 suggested that it would
noticeably outperform Snowboy. We explored this
with both system’s “Alexa” models at different ac-
tivation sensitivities and with utterances containing
various phrases similar to the target wake-word
(other wake-words are available).

We want the CVR-SI to activate more often than
the actual Alexa voice assistant, capturing instances
where Alexa fails to listen to the user’s utterance. In
order to test this we prepared some phrases that are
similar to “Alexa” (for example: “Lexa”, “a Lexus”,
and “Alexis”), and some that are less-similar (for
example: “My Lexus”, “election”, and “a lexeme”).
We set up Porcupine and Snowboy with identical
microphones and ran them simultaneously at the
same distance from the test user. Each test phrase
was spoken within a sentence at a range of different
sensitivities. We found that both models performed
indistinguishably. We do not dispute Porcupine’s
benchmark results and suggest referring to them for
a more detailed and rigorous evaluation. We simply

2https://github.com/Picovoice/
wake-word-benchmark
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conclude that switching to Porcupine would not
impact the CVR-SI’s overall performance enough
practically to warrant carrying out the potentially
troublesome task.

3.2 Audio Buffer

As mentioned, we want the CVR-SI to capture all
failed interactions with Alexa, and this includes
failed wake-word detection. The original CVR
stored a 60-second buffer of audio for this reason,
assuming that failed interaction would be followed
by another interaction attempt. It was found that
users would repeat their utterance, clearly enunci-
ating and stripping disfluencies from their speech
(Porcheron et al., 2018). We kept this buffering fea-
ture as it is particularly important in the healthcare
domain. For example, we can discover whether
people with dementia learn to clean their speech of
disfluencies in the same manner. Storing a constant
buffer of audio is a security concern as people are
certainly going to utter personally identifiable in-
formation in their own home at some point. This
highlights the need for real-time encryption.

3.3 Data Security

Data security is imperative to avoid ethical and
legal ramifications following a data breach (Ro-
manosky et al., 2014; Labrecque et al., 2021; Ma-
such et al., 2021). These concerns are magnified
when collecting data with vulnerable participants
(Kavanaugh et al., 2006; Nordentoft and Kappel,
2011; McReynolds et al., 2017). We therefore
reproduced the data security focused design of
CUSCO (Addlesee and Albert, 2020) by using
an audited, open-source, disk encryption software
called Veracrypt (Knight, 2017). Data is encrypted
in real time and can only be accessed with a gen-
erated key. This ensures the security of the entire
corpus during collection, transport, exchange, and
storage. The CVR-SI can therefore be handled by
multiple parties without any of them being able to
access collected data.

4 Device Hardware

We created several prototypes of the CVR-SI de-
vice, and then built this device at scale (20 units)
as seen in Figure 2. Various hardware design deci-
sions were made to mitigate ethical concerns3.

3The full construction manual with component links, tool
specifications, and circuit diagrams can be found here: https:
//github.com/AddleseeHQ/CVR-SI

Figure 2: All of the materials laid out to build 20 CVR-
SI devices with accompanying Alexa assistants.

4.1 Raspberry Pi and Storage

Each CVR-SI uses a Raspberry Pi 3 Model B+ as
its foundation. We made this decision based upon
the CVR-SI performance requirements. Wake-
word detection needs to run over audio continu-
ously as the buffer and stored audio is encrypted
live. The software runs smoothly on the Raspberry
Pi 3 Model B+, so the additional cost to upgrade to
a higher model was deemed redundant.

A microSD card is needed to run the software
and store the corpus. We initially used a 16Gb mi-
croSD card, but this was not sufficient due to our
deliberate over-capturing discussed above. Some
participants placed the CVR-SI next to their TV or
radio, which frequently activated the device. We
therefore upgraded to a 256Gb version of the soft-
ware (the only difference being the capacity of the
encrypted drive), and this is sufficient for 1-month
collections. Both the 16Gb and 256Gb versions of
the software will be made available.

4.2 Microphone

As the purpose of the CVR-SI is to capture audio, a
suitable microphone is required. We selected three
off-the-shelf microphones at varying price points,
and we tested the audio recording quality. We set
up all three microphones in two different rooms.
These were placed right next to each other and run
simultaneously to avoid any external factors like
background noise. We walked around the room
while talking to investigate how each microphone
handled audio input from various distances and ori-
entations. We also spoke at varying volumes and
while facing away from the microphones to test
different user setups. Some participants may speak
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more quietly (Maslan et al., 2011), so this was a
vital deciding factor. We found that the cheapest
microphone had a background crackle at all times
(we tested multiple, so this was not a defect). This
crackle made it very difficult to hear what was be-
ing said at long distances, and low volumes. It
was therefore discounted as an option. The other
two microphones were similar as the utterances
could always be heard. The most expensive mi-
crophone had many interesting features, including
a bidirectional mode for example. These features
were not useful in this omnidirectional setting, so
we selected the mid-range microphone due to cost.

4.3 Peripherals for Ethical Design

In order to support a few design features that we
considered ethically necessary, LEDs and a but-
ton are required (Pearl, 2016; Abdi et al., 2019).
One green LED lights to clearly indicate when the
CVR-SI is on and listening. One red LED lights to
clearly indicate when currently recording. The but-
ton stops the device recording and listening when
pressed, and then reactivates the device to listen
once pressed again - indicated by the green LED.
This feature can be used when family members are
visiting, health workers are in the house, or simply
if the participant is having a conversation that they
don’t want to be captured.

The communication between the Raspberry Pi
and the peripherals is achieved through a circuit
board that has to be soldered. We designed the cir-
cuit with suitable resistors to protect the LEDs and
button, ensuring they do not burn out in-use. All of
the circuitry and Raspberry Pi is housed within a
simple container with holes drilled into it for the
lights, button, and microphone cable. A soldering
iron, drill, drill bits (matching the LED and button
sizes), and glue (to attach the microphone securely)
is needed to build the CVR-SI. Please follow the
links and guide on GitHub for step-by-step guid-
ance and the circuit diagram. The device build
process can be seen in Figure 3.

5 Findings from Use in Practice

In this short paper we have detailed both the soft-
ware and hardware of CVR-SI, a data capture de-
vice with both data security and ethics at the core
of its design. The CVR-SI has been ethically ap-
proved and used to capture interactions between
people with dementia and Alexa voice assistants in
their own home. We have already learned a great

Figure 3: The CVR-SI mid-construction.

deal from real-world deployment, for example the
microSD storage upgrade described in Section 4.1.

Participants have reported using the device’s but-
ton to stop the CVR-SI capturing audio when fam-
ily or health-workers are visiting, indicating that
this feature is desired for privacy and that the LEDs
are clear. One participant noted that they used the
button at times they felt “big brother was listening”.
This is an understandable feeling that is generally
felt with smart speakers (Lau et al., 2018), indicat-
ing again that the LEDs are clear and the button is
a necessary device feature for participant comfort.

Although data analysis is yet to be complete, ini-
tial observations have revealed instances in which
the Alexa does not activate when the user says the
wake-word. The buffer has therefore proven to be
a useful feature, driving the need for live encryp-
tion. Recordings have been clear and do not skip,
demonstrating the sufficient capabilities of both the
microphone and Raspberry Pi.

Finally, participants have described how they
have used the Alexa device in their day-to-day
lives. People with dementia have been able to re-
awaken their love for music, set reminders to take
medication or walk their dogs, get help with their
crosswords, and even find new recipes to help get
involved with family mealtimes. Voice assistants
can clearly have a positive impact, so we hope our
work will accelerate voice accessibility research.
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Ethical and Societal Implications

The next generation of voice assistants need to be
more naturally interactive and accessible for every-
one, especially as SDSs are increasingly applied in
the healthcare setting. In order to make informed
design decisions and effectively evaluate new dia-
logue systems with specific user groups in mind,
potentially sensitive data must be collected. Off-
the-shelf audio recorders are not secure and cannot
be ethically approved for use, creating a barrier to
complete crucial research.

This work will not only enable us to design
dementia-friendly assistants and social robots in
the future. We hope other researchers use the CVR-
SI to make a positive impact with similar goals in
mind, and in more general settings to ensure data
privacy.
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Abstract

Warning: This paper contains content that may
be offensive or disturbing.
While much attention has been paid to iden-
tifying explicit hate speech, implicit hateful
expressions that are disguised in coded or indi-
rect language are pervasive and remain a major
challenge for existing hate speech detection sys-
tems. This paper presents the first attempt to ap-
ply Entity Linking (EL) techniques to both ex-
plicit and implicit hate speech detection, where
we show that such real world knowledge about
entity mentions in a text does help models bet-
ter detect hate speech, and the benefit of adding
it into the model is more pronounced when
explicit entity triggers (e.g., rally, KKK) are
present. We also discuss cases where real world
knowledge does not add value to hate speech
detection, which provides more insights into
understanding and modeling the subtleties of
hate speech.

1 Introduction

Hate speech on social media facilitates the spread
of violence in the real world. For this reason,
the detection of hatred content online increasingly
gains importance. However, most work in hate
speech detection has focused on explicit or overt
hate speech, failing to capture the implicit hateful
messages in coded or indirect language (e.g., sar-
casm or metaphor) that disparage a protected group
or individual, or to convey prejudicial and harmful
views about them (Waseem et al., 2017). Examples
(1) and (2) from ElSherief et al. (2021) show the
two types of hate speech, explicit vs. implicit:

(1) #jews & n*ggers destroy and pervert every-
thing they touch #jewfail #n*ggerfail (ex-
plicit hate speech)

(2) don’t worry, charlottesville was just the be-
ginning. we’re growing extremely fast (im-
plicit hate speech, implied statement: larger
white supremacist events will happen)

As shown in (1) and (2), explicit hate speech is di-
rect and uses specific keywords while implicit hate
speech does not contain explicit hateful lexicon or
phrases and often uses coded or indirect languages
to disguise the malicious intent (ElSherief et al.,
2021).

Modeling implicit sentiment in hate speech is
still in its infancy, and the capacity to acquire back-
ground knowledge enhances the correct detection
of hate speech by machines (Kiritchenko et al.,
2021; Li et al., 2021). To be able to understand the
implied statement of hate speech, machine learning
systems need extratextual information that provides
world knowledge associated with natural language
concepts. For example, it would be impossible
for a reader who does not know what happened
in Charlottesville to understand the implicit hate-
ful message in (2). The reader wouldn’t be able
to understand the implied message “larger white
supremacist events will happen” without know-
ing that Charlottesville is a metonym for a white
supremacist rally that took place in Charlottesville,
Virginia in August, 2017. Conversely, background
knowledge that reasons about entity mentions in
a text could add value to the detection of implicit
hate speech. Incorporating such knowledge ideally
should make it easier for the learning model to de-
tect hate speech where it is not apparent from the
text.

With this motivation, this study applies En-
tity Linking (EL) to identify entities in tweets,
link them to an external knowledge base (KB;
Wikipedia in this study), and acquire their
Wikipedia descriptions that would be encoded with
Sentence BERT (Reimers and Gurevych, 2019)
for representation. Our proposed model incorpo-
rates such knowledge representation into identify-
ing both explicit and implicit hate speech in inves-
tigating the effectiveness of real world knowledge.

Overall, this study makes the following contribu-
tions: (i) To the best of our knowledge, this work
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is the first attempt to leverage EL techniques in
tackling the problem of implicit hate speech detec-
tion. (ii) To evaluate the effectiveness of real world
knowledge in both explicit and implicit hate speech
detection, where we investigate how incorporating
Wikipedia descriptions of linked entities into the
model affects performance.

2 Related Work

Identifying hate speech has been a topic of im-
mense interest in recent years, and a number of
studies have approached this problem in different
ways.

Early work on hate speech detection has focused
on explicitly abusive text using keyword-based
methods that rely on lexical features (Waseem and
Hovy, 2016; Davidson et al., 2017), while more
recent studies have highlighted the linguistic nu-
ance and diversity of the implicit hate expressions,
which includes stereotypes (Sap et al., 2019), indi-
rect sarcasm, humor, and metaphor (Founta et al.,
2018) that cannot be captured by keyword-based
systems. Implicit hate expressions are no less harm-
ful than explicit ones and make up a large portion of
false negatives errors (Basile et al., 2019; Mozafari
et al., 2020). Systems that rely on explicit hateful
lexicon or phrases are unable to capture underlying
hateful intent like humans. Up until now, predicting
implicit hate or abuse remains a major challenge
for machine systems. Existing solutions for identi-
fying implicit cases of hate speech involve taking
context into account. For example, Gao and Huang
(2017) included original news articles as the con-
text of the hateful comments. Other studies have
built datasets with “implicit” labels or annotations
(Caselli et al., 2020; ElSherief et al., 2021; Sap
et al., 2019). This is crucial not only for evaluation
but also for training, as systems that are not trained
on implicit hate would not go beyond explicit fea-
tures and are thus far from being applicable in the
real world as a moderation tool.

Recently, an emerging line of research has
started to explore the idea of incorporating real
world knowledge in a related task, sarcasm detec-
tion, but not for hate speech detection task. This
line of research (Chowdhury and Chaturvedi, 2021;
Li et al., 2021) hypothesizes that infusing real
world knowledge such as commonsense knowl-
edge in sarcasm detection ideally should make
the learning model easier to detect sarcasm where
it is not apparent from the text. Li et al. (2021)

proposed a novel architecture to integrate knowl-
edge into learning model. For knowledge repre-
sentation, they applied the pre-trained COMET
model (COMmonsEnse Transformers, Bosselut
et al. (2019)) to generate relevant commonsense
knowledge from sarcastic instances and use it as
input to the proposed model in investigating how
commonsense knowledge influences performance.
Similarly, Chowdhury and Chaturvedi (2021) lever-
aged COMET to infuse commonsense knowledge
in their graph convolution-based model, in which
a graph is formed with edges between the input
sentence and COMET sequences. The node rep-
resentations of the graph are then passed through
a fully-connected neural network to generate the
output.

The results of the effectiveness of commonsense
knowledge are still inconclusive. Li et al. (2021)
found that integrating commonsense knowledge in-
formation contributes to sarcasm detection, yet it
only plays a supporting role as models using only
knowledge information do not perform satisfac-
torily. Interestingly, Chowdhury and Chaturvedi
(2021) found an opposite result on the role of com-
monsense knowledge in sarcasm detection, show-
ing that COMET infused model performs at par
with the baseline. In many cases, the model is
more reliant on the input sentence and less on
the COMET sequences for making the predic-
tion. Their in-depth error analysis shows that
commonsense is most effective in identifying sar-
casm with polarity contrast but fails to explain
non-sarcastic samples or other types of sarcasm
effectively. The study suggests that exploring the
utility of other forms of external knowledge such
as factual world knowledge for sarcasm detection
would be a promising line of inquiry. Inspired by
previous research, the present study assumes that
real world knowledge would be beneficial to im-
plicit hate speech detection in that such knowledge
allows a fully understanding of the background
knowledge required for deciphering the hateful in-
tent of the text.

3 Methods

3.1 Dataset

In this work, our proposed model is evaluated on
the Latent Hatred Dataset (ElSherief et al., 2021).
The dataset used in this study contains 12,143
tweets from the most prominent extremist groups in
the United States, where 5,791 of these tweets are
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implicit hate speech and 567 of them are explicit
hate speech. Implicit hate tweets are categorized
into six classes using the taxonomy shown in Ta-
ble 1.

Each of the 5,791 implicit hate tweets also has
free-text annotations for the target demographic
group and an implied statement to describe the
underlying message. Implied statements are gener-
ated by human annotators with the format ⟨target⟩
{do, are, commit} ⟨predicate⟩, where ⟨target⟩
might be phrases like immigrants, minorities. For
example, the implicit hate tweet this selfie is so
white, i love it. has the implied statement “Minori-
ties are less than whites”.

3.2 Models

In this paper, two classification tasks are conducted.
(1) a binary classification task on distinguishing
hate speech from non-hate speech, and (2) a 6-
way classification task on categorizing implicit hate
speech classes (see Table 1).

For both tasks, a Multi-layer Perceptron
(MLP) model with Sentence BERT (Reimers and
Gurevych, 2019) embeddings is used. First, we
pre-processed all tweets and background knowl-
edge descriptions (remove stop words and reserved
words such as RT, FAV, via, etc. while keeping
all the hashtags and links that may contain use-
ful messages). Next, they are concatenated be-
fore being encoded with Sentence BERT using the
pre-trained model bert-base-nli-mean-tokens,
where it maps tweets and background knowledge
descriptions to a 768-dimensional dense vector
space. The MLP model is evaluated with two fea-
ture sets: Sentence BERT encoded textual embed-
ding alone (baseline, tweet only) and the combina-
tion of textual embedding and background knowl-
edge (baseline+BK).

3.3 Background Knowledge Extraction and
Representation

To incorporate background knowledge, entity link-
ing is applied to associate mentions with their refer-
ent entities. First, mentions in each tweet are identi-
fied and linked to entities in the KB using Radboud
Entity Linker (REL, van Hulst et al. (2020)), an
end-to-end entity linker that identifies mentions of
specific entities in text and links them to pertinent
Wikipedia page titles. REL is chosen because it
has state-of-the-art performance and is trained on
a recent Wikipedia dump (2019-07). It provides

a web API 1 in which given an input text it re-
turns a list of mentions with the linked entities and
the confidence score of mention detection and en-
tity disambiguation. In order to refine the entity
linking results (see Table 2 for an example), we
tested different thresholds of confidence score and
decided to remove entities with a low confidence
score of mention detection (MD score) (<0.4) and
a low confidence score of entity disambiguation
(ED score) (<0.2). We find that this refinement
strategy helps us strike a balance between preci-
sion and recall in that it matches as many mentions
as possible (retain mentions that have an MD score
> 0.4) while maintaining the accuracy of the result
at the same time (remove entities that have an ED
score < 0.2).

After retrieving all the Wikipedia page titles of
the entities in the input text, we use Wikipedia
API 2 to extract the summary of the correspond-
ing Wikipedia page (referred to as entity abstract
or Wikipedia description afterward). To keep
the entity abstract from being too long, we print
only two sentences of each abstract by setting the
sentences argument to 2. An example of entity
abstract is as follows: David Ernest Duke (born
July 1, 1950) is an American white supremacist,
antisemitic conspiracy theorist, far-right politician,
convicted felon, and former Grand Wizard of the
Knights of the Ku Klux Klan. From 1989 to 1992,
he was a member of the Louisiana House of Repre-
sentatives for the Republican Party.

Finally, the entity abstract for each tweet is
concatenated with the tweet and encoded with
768-dimensional Sentence BERT embedding us-
ing bert-base-nli-mean-tokens model.

4 Experiments

4.1 Experimental Setup

For each of the two classification tasks, the model is
trained and evaluated on two feature sets, which are
baseline feature set (tweet text only) with and with-
out Wikipedia descriptions. For both binary and
6-way classification task, a MLP is implemented
in sklearn with three hidden layers of dimension
512, learning rate 0.001 and the number of epochs
500. The optimizer is set to Adam.

1https://rel.cs.ru.nl/api
2https://pypi.org/project/wikipedia/
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Class (distribution) Explanation Example

Grievance (24.2%) Frustration over a minority group’s per-
ceived privilege

Black lives matter and white lives don’t?
Sounds racist.

Incitement (20%) Implicitly promoting known hate
groups and ideologies (e.g., by flaunt-
ing in-group power)

Hitler was Germany –Germans shall
rise again!

Inferiority (13.6%) Implying some group or person is of
lesser value than another

It’s not a coincidence the best places to
live are majority white.

Irony (12.6%) Using sarcasm, humor, and satire to de-
mean someone

Horrors... Disney will be forced into
hiring Americans. (Discredit Disney for
allegedly hiring only non-whites)

Stereotypes (17.9%) Associating a group with negative at-
tribute using euphemisms, circumlocu-
tion, or metaphorical language

Can someone tell the black people in
Chicago to stop killing one another be-
fore it becomes Detroit?

Threats (10.5%) Making an indirect commitment to at-
tack someone’s body, well-being, repu-
tation, liberty, etc. Focus on threats re-
lated to implicit violation of rights and
freedoms, removal of opportunities, and
more subtle forms of intimidation

All immigration of non-whites should be
ended. (Non-white immigrants should
stay in their country: subtle forms of
intimidation)

Table 1: Implicit hate classes and examples in Latent Hatred Dataset.

Tweet Before Refinement Strategy After Refinement Strategy (Removing entities with a
MD score <0.4 and a ED score <0.2)

tune in today’s jmt for my interview w
/robert spencer on “the complete infi-
del’s guide to iran!"

tune in today’s [jmt]Jedi_Mind_Tricks (an American hip hop group)
(ED score: 0.78, MD score: 0.36)
for my interview w /[robert spencer]
Robert B. Spencer (American author and blogger, opponent of Islam) (ED
score: 0.38, MD score: 0.96) on “the complete infidel’s
guide to [iran] Iran” (ED score: 0.51, MD score: 0.99)

tune in today’s jmt for my interview w /[robert spencer]
Robert B. Spencer (American author and blogger, opponent of Islam) (ED
score: 0.38, MD score: 0.96) on “the complete infidel’s
guide to [iran] Iran” (ED score: 0.51, MD score: 0.99)

Table 2: An Entity linking example from our dataset.

4.2 Classification Results

In explicit hate speech classification shown in Ta-
ble 3, the background knowledge provided by
Wikipedia significantly improves the model by in-
creasing 10% in precision, recall, and F1 score
after incorporating background knowledge into the
model. While the MLP model with baseline fea-
ture set achieves a competitive result with 65% on
F1 score, the background knowledge incorporated
model achieves better scores (75%) than the one
with baseline feature set, demonstrating that real
world knowledge is helpful for capturing real hate
speech.

For additional comparisons 3, our background
knowledge incorporated model achieves a signifi-
cantly better precision score (75% vs. 68%) than

3We notice that there are works (Pal et al., 2022) that also
improve performance on the Latent Hatred Dataset, but we
compare our results against the results from ElSherief et al.
(2021), which serves as a benchmark for modeling implicit
hate speech using knowledge-based features as well.

the Wikidata Knowledge Graph (Vrandečić and
Krötzsch, 2014) infused model proposed in ElSh-
erief et al. (2021), which was trained on the same
Latent Hatred Dataset. The remarkably higher
precision score suggests that Wikipedia descrip-
tion of linked entities is doing a better job in pre-
venting false positives than Wikidata Knowledge
Graph method; however, a more detailed analysis
comparing the effectiveness of different external
knowledge (e.g., knowledge graphs, commonsense
knowledge) for hate speech detection is needed.

As shown in Table 3, real world knowledge en-
hances the correct detection of explicit hate speech.
However, Table 4 shows that integrating real world
knowledge does not seem to improve the model,
and even hurts model’s performance in implicit
hate speech type classification. Significant degrada-
tion in precision, recall, and F1 score are observed
(e.g., recall drops 12%), which suggests that knowl-
edge about the involved entities is not sufficient for
predicting implicit hate speech types.
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Models P R F Acc

Majority baseline 52%± 1.3%
MLP (baseline) 65%± 1.5% 65%± 1.5% 65%± 1.5% 65%± 1.5%
MLP (baseline+BK) 75%± 1.4% 75%± 1.4% 75%± 1.4% 75%± 1.4%
Knowledge infused model (ElSherief et al., 2021) 68% 72% 70% 77%

Table 3: Classification performance on explicit hate speech classification. Performance metrics are all macro average
scores. Majority baseline always returns the positive (hate) label. Bold face indicates best performance.

Table 5 further shows that among the six implicit
hate classes, irony is the hardest for the model to de-
tect, which aligns with the result found in ElSherief
et al. (2021). This is reasonable, as irony normally
requires further understanding beyond knowledge
about the involved entities (e.g., semantic infer-
ence or pragmatic understanding). Therefore, our
background knowledge incorporated model fails at
capturing this type of implicit hate. On the other
hand, white grievance is the easiest to detect for our
model. A detailed examination of our data shows
that compared to other types of implicit hate posts,
white grievance tweets in our dataset contain rela-
tively more explicit hate triggers (e.g., rally, KKK),
which is found to be useful for the model. Further
discussion on explaining our model’s predictions
on implicit hate could be found in Section 5.

5 Analysis

This section investigates whether the model is re-
liant on Wikipedia descriptions while making de-
cisions. We leverage LIME (locally interpretable
model-agnostic explanations) algorithms (Ribeiro
et al., 2016) to explain our model’s predictions on
both explicit and implicit hate statements through
random examples picked from our dataset.

5.1 Efficacy of World Knowledge
Table 6 shows cases where Wikipedia knowledge
is helpful. For each example, the colored text spans
represent the words highly-weighted by the model.
We find that Wikipedia knowledge is particularly
useful when hatefulness in a tweet is conveyed
through certain hate “triggers”. These triggers by
themselves are not toxic but are relevant to the
hatefulness in a tweet. Since implicit hate does not
contain explicit hate lexicon or phrases, the model
rather relies on these triggers to help them make the
right predictions. As shown in Example C of Ta-
ble 6, the Wikipedia description of Charlottesville
helps the model correctly predicts the tweet as an
incitement tweet by relying on entity triggers such

as rally. The word by itself is not a hate lexicon
but indicates a high probability of a tweet that in-
cites violence. Similarly, the Wikipedia description
of David Duke in Example B of Table 6 is help-
ful for the model in that it explains David Duke is
the former head of Ku Klux Klan, which by itself
does not convey toxicity but is indicative of a white
grievance tweet.

Table 6 further shows that although entity trig-
gers provided by Wikipedia description contribute
to the detection of hate speech to a certain extent,
it only plays a supporting role. Some of the words
in the tweet are already a strong signal of the hate-
fulness of the tweet, as shown in the highlighted
words in the table. For instance, in Example B of
Table 6, both the hashtag #makeamericagreatagain
and #votetrump in the post reveal that the author
might be a supporter of Donald Trump, which is
said to have a symbiotic relationship with white
nationalism, white supremacy, and white power
ideologies that correspond to the white grievance
implicit hate type in our dataset.

5.2 Error Analysis

To further understand the role of world knowledge
in identifying hatefulness, we randomly pick out
incorrect predictions made by our model and manu-
ally correct some of the entity linking errors to see
if this “post-processing” helps avert classification
errors.

As shown in Example A of Table 7, our entity
linker misses the mention bernie bros. Instead,
white males in the tweet is identified and linked
to Wikipedia. The Wikipedia description of white
males does not add value to the detection of hate-
fulness. Words with the highest coefficients such
as skin and African are neutral and are not associ-
ated with the hateful content of the tweet. After
post-processing the entity linking result, our model
correctly predicts the tweet as a hate post by lever-
aging the world knowledge provided by Wikipedia.
The Wikipedia description explains that bernie bros
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Feature sets P R F Acc

Dummy Classifier 19%± 1.0%
Baseline (tweet only) 52%± 1.3% 52%± 1.3% 52%± 1.3% 54%± 1.3%
Baseline + BK 42%± 1.3% 40%± 1.3% 41%± 1.3% 44%± 1.3%

Table 4: Classification performance on 6-way implicit hate speech classification. Performance metrics are all macro
average scores. Dummy classifier generates random predictions by respecting the training set class distribution.
Bold face indicates best performance.

Feature sets incitement inferiority irony stereotypical threatening white grievance

MLP (baseline) 52% 51% 33% 55% 56% 62%
MLP (baseline+BK) 45% 40% 20% 44% 43% 52%

Table 5: Classification performance on 6-way implicit hate speech classification. Performance metrics are all F1
scores. Italics indicates the worst performance. Bold face indicates best performance.

is a pejorative term used to describe Bernie Sanders
supporters that have recently received criticism for
crude and sexist attacks against rival Hillary Clin-
ton. A similar example is shown in Example B of
Table 7, where the term Charlottesville is used to
refer to the white supremacist rally that took place
in Charlottesville, Virginia rather than as a city’s
name. Before post-processing, our model incor-
rectly predicts the tweet as a threatening post based
on the words used in the post (worry, fast). By con-
trast, our model accurately detects the implicitly
hateful message conveyed in the tweet after Char-
lottesville is being identified in its correct sense.

5.3 Challenges in Implicit Hate Speech
Detection

Section 4.2 shows that Wikipedia knowledge does
not add value and sometimes even hurts the implicit
hate speech type classification. To further under-
stand the role of Wikipedia knowledge in implicit
hate type classification, we identify two challenges
our model struggles with in implicit hate speech
classification. One of the most common challenges
for our model is shown in (3), where hatred is not
apparent from the text but requires a pragmatic
understanding of the text.

(3) white privilege conference this week.

#nationalsocialism white privilege , or
white skin privilege , is the societal
privilege that benefits white people

over non-white people in some societies,
particularly if they are otherwise un-

der the same social, political, or eco-
nomic circumstances. With roots in Eu-
ropean colonialism and imperialism, and
the Atlantic slave trade, white privi-
lege has developed in circumstances that
have broadly sought to protect white
racial privileges, various national citi-

zenships, and other rights or special ben-
efits. (Gold label: Incitement, Prediction:
White grievance)

(4) atlanta hawks poor attendance is blamed
on black crowds making southern whites
uncomfortable. The Atlanta Hawks are
a professional basketball team based in
Atlanta , Georgia. The Hawks compete

in the National Basketball Association
(NBA) as a member team of the league’s
Eastern Conference Southeast Division.
The Hawks play their home games at
Philips Arena. (Gold: Incitement, Pre-
diction: Stereotypical )

The post in (3) is an incitement post because it
implicitly elevates white privilege ideology by
promoting an upcoming event on white privi-
lege. However, the tweet is predicted as a white
grievance post because of the recurrence of the
term white privilege in the post and Wikipedia de-
scription. Here we can see that world knowledge
distracts the model. Additionally, our model strug-
gles with this type of indirect hate because the
implied hateful message is not apparent from the
text. The model has to understand the pragmatic
implicature (White people are privileged) that the
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# Gold Prediction Example

A Explicit hate Explicit hate

the kkk. how old does my little boy need to be to join?
The Ku Klux Klan (KKK), or simply "the Klan", is the name of three distinct
past and present movements in the United States that have advocated extremist
reactionary currents such as white supremacy, white nationalism, and anti-
immigration , historically expressed through terrorism aimed at groups or

individuals whom they opposed.

B White
grievance

White
grievance

refuses to denounce dr.david duke! # makeamericagreatagain # votetrump
David Ernest Duke (born July 1, 1950) is an American white nationalist,
anti-Semitic conspiracy theorist, politician, and former Grand Wizard of the Ku
Klux Klan .

C Incitement Incitement

# charlottesville a day that will go down in white history.
Charlottesville , a metonym for the Unite the Right rally , a white

supremacist rally that took place in Charlottesville , Virginia, from August 11
to 12, 2017.

Table 6: Examples where Wikipedia description helps the model make the right decision. Red color indicates
the features with highest coefficients for the model, darker colors indicate more polarity. The tweet is in italics.
Wikipedia description is indicated in bold.

post suggests or implies in order to decipher the
hidden hateful intent of the tweet.

(4) demonstrates another common challenge our
model faces. The description of the basketball team
does not help understand the underlying hateful-
ness of the tweet, which implies that white peo-
ple don’t go to watch the basketball game because
black players would make white people uncom-
fortable. That said, the Wikipedia description here
does not hurt the model as well because the model
still predicts the tweet as stereotypical without the
description. The underlying problem here is that
Wikipedia descriptions and tweet text seem to be
unrelated to each other. This domain discrepancy
between text and knowledge suggests that simple
concatenation is not enough, but a more sophis-
ticated structure that can capture the information
flow between text and knowledge representation is
needed for implicit hate speech type classification.

6 Conclusion

This paper has proposed the idea of integrating real
world knowledge into the task of hate speech de-
tection. Experimental results show that real world
knowledge is helpful, especially in cases where
entity triggers (e.g., rally, KKK) are present in
the tweet. However, our analysis also shows that
this knowledge fails to predict implicit hate speech
types as Wikipedia knowledge does not add value
and sometimes even hurts the classification, sug-
gesting that a more sophisticated model that en-
ables understanding beyond knowledge about the
involved entities is required for implicit hate speech

type classification. To mitigate these challenges,
works on model architecture that enable informa-
tion flow between the representations of the tweet
and Wikipedia knowledge is a reasonable next step.
Additionally, exploring the possibility of combin-
ing different kinds of external knowledge, for exam-
ple, combining commonsense knowledge (Chowd-
hury and Chaturvedi, 2021) in modeling implicit
hate speech would also be a promising line of in-
quiry. To further understand the subtleties of hate
speech, deciphering models for coded language or
indirect language (e.g., metaphor, irony) in hate
speech expression would be beneficial.

Ethics Statement

With the exponential growth of offensive language
online, a myriad of machine learning models has
been proposed. However, a major limitation of
many existing hate speech detection models is that
they focused on capturing explicit or overt hate
speech, failing to detect implicit hateful expres-
sions that are no less harmful than explicit ones.
Our experiment in this study suggests that entity
triggers (e.g., rally, KKK) are helpful in detecting
hatefulness that is not apparent from the text. This
could ideally help improve model accuracy in iden-
tifying implicit hate speech, preventing targeted
communities from experiencing increased harm on-
line. Furthermore, we show that knowledge about
entities may help reduce false positives in explicit
hate speech. This is important, as deep learning
models nowadays still suffer from false positive
predictions (Markov and Daelemans, 2021). To
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# Gold Model predictions
before and after
post-processing

Example

A Explicit hate
Non-hate

bernie bros are entitled white males #maleprivileage #culturalmarxism # feminismiscamcer # democrats
White is a racialized classification of people and a skin color specifier, generally used for people of
European origin; although the definition can vary depending on context, nationality, and point of
view. In the United States, this term has at times been expanded to encompass persons of Mexican,
South Asian, West Asian, East Asian, and North African descent, persons who are often considered
“non-White" in other contexts in the United States.

Explicit hate

bernie bros are entitled white males #maleprivileage #culturalmarxism # feminismiscamcer # democrats
"Bernie Bro", or sometimes "Berniebro", is a pejorative term for a person (particularly one who
is young, male and wealthy) who supports American politician and junior United States senator
Bernie Sanders via Internet culture and social media by “mainstream" media outlets and later
Hillary Clinton supporters. Recently, Bernie Bros have received criticism for crude and sexist
attacks against rival Democratic nominee Hillary Clinton and her second presidential campaign

in 2016, with her first attempt being in 2008.

B Incitement
Threatening

don’t worry charlottesville was just the beginning. we’re growing extremely fast .
Charlottesville, colloquially C’ville, Hoo-Ville, and formally the City of Charlottesville, is an
independent city in the Commonwealth of Virginia. As of 2015, the population was 46,597.

Incitement
don’t worry charlottesville was just the beginning. we’re growing extremely fast .
Charlottesville, a metonym for the Unite the Right rally , a white supremacist rally that took
place in Charlottesville, Virginia, from August 11 to 12, 2017.

Table 7: Ground truth labels along with predictions made by the model before and after post-processing. Red color
indicates the features with the highest coefficients for the model, darker colors indicate more polarity. The tweet is
in italics. Wikipedia description is indicated in bold.

this end, minimizing false positives is pivotal, as
models that are not robust enough would be far
from being applicable in the real world as a mod-
eration tool, and using such a non-robust model
would further lead to over-blocking or removal of
harmless social media content that does not violate
community guidelines.
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Abstract

Sustainable development requires a significant

change in our dietary habits. Argument min-

ing can help achieve this goal by both affecting

and helping understand people’s behavior. We

design an annotation scheme for argument min-

ing from online discourse around sustainable

diets, including novel evidence types specific

to this domain. Using Twitter as a source, we

crowdsource a dataset of 597 tweets annotated

in relation to 5 topics. We benchmark a variety

of NLP models on this dataset, demonstrating

strong performance in some sub-tasks, while

highlighting remaining challenges.

1 Introduction

In Natural Language Processing (NLP), impact on

climate change is usually only framed in the context

of efficiency Strubell et al. (2019); Schwartz et al.

(2020); Puvis de Chavannes et al. (2021). While ef-

ficiency improvements are welcome, we risk green-

washing NLP and further neglecting the field’s po-

tential to positively impact climate change. Her-

shcovich et al. (2022) proposed to strive towards

net positive climate impact of NLP by developing

beneficial applications (see §3 for related work in

this direction).

In IBM’s Project Debater (Slonim et al., 2021), a

large team of researchers created a system capable

of autonomously debating a human in a structured

environment. While the system could not convince

many people to switch positions, it helped to ed-

ucate people about certain topics. This can be re-

garded as a first step towards behavioral change

(Boström, 2020; Lockie, 2022).

In this paper we propose to apply debating tech-

nology to promote behavioral change that benefits

the environment and climate: namely, mining argu-

ments that can convince people to undergo a shift to

a more climate-friendly diet (see §2). Our focus is

on extracting and labeling argumentative structures

used in online social media—specifically, Twitter—

and compiling them into a domain-specific English

dataset for green nutrition. Our annotation focuses

on subjective and anecdotal evidence, shifting away

from traditional argument mining methods where

more strict explicit evidence is preferred. This shift

is motivated by sociological research that shows

that anecdotal stories are more persuasive in chang-

ing people’s opinion (Petty et al., 1981; Hidey et al.,

2017). Finally, we train and benchmark baseline

models on the dataset, showing promising results

but also identifying important challenges.1

2 Sustainable Diets

To successfully transform our societies to become

more sustainable, we need to focus on improving

the sustainability of our diets. The EAT-Lancet

report (Willett et al., 2019) has marked this as a

shift away from excessive consumption of animal

protein-heavy diets. However, unfortunately, such

diets are generally quite prevalent in many devel-

oped countries. The science behind the benefits

of such a transition is quite well established (Prag

and Henriksen, 2021), but there is still a lack of

incentives to change habitual behaviors for people

participating. To change such incentives and habits

requires actions from all aspects of society, includ-

ing individual consumers. Loorbach (2009) argues

that the social transition of our diets to becomemore

sustainable requires us to continuously monitor and

evaluate processes across all the societal facets to

help solve issues and update practices.

Therefore to successfully transform our society

to consume a sustainable diet for a successful green

transition, we must change the social and cultural

conditions and traditions around green nutrition.

However, Graça et al. (2019) shows that there is

solid evidence that established dietary preferences

1The dataset and models can be found
in https://github.com/danielhers/
sustainable-diet-arguments-twitter.
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are hard to change for large consumer segments

due to negative taste perceptions and lack of knowl-

edge and skills about healthy and green foods. Here,

we address this challenge by aiming to collect argu-

ments covering various aspects, beyond the obvious

ones about health and climate. Regardless of which

aspects are more convincing, the end result will

benefit the climate—our rationale is that the end

will justify the means.

3 Related work

Positive environmental impact. Machine learn-

ing and related fields have a substantial potential

to help address climate change (Kaack et al., 2022).

Some of the potential paths where NLP can be used

for a positive impact include helping people under-

stand their carbon footprint, facilitating behavior

change towards more sustainable practices, inform-

ing policy and supporting education and financial

regulation (Rolnick et al., 2019). Cross-disciplinary

research with social science can help improve the

understanding of large-scale discourse spread over

multiple channels regarding climate change (Stede

and Patz, 2021). Successful examples include com-

pliance verification of corporate reports: Bingler

et al. (2022) examined annual corporate reports and

found many engage in “cheap talk” (greenwash-

ing), e.g., lacking specificity in climate goals and

activities. Biamby et al. (2022) created a dataset

for and detected images with misleading captions

on Twitter for several topics, including climate

change. These efforts allow for better policy shap-

ing and steering of the online discourse around cli-

mate change, which we hope to achieve with our

work too.

Project Debater. As part of the Debater project

(Slonim et al., 2021), Ein-Dor et al. (2019) created

an end to end argument mining system where topics

are used to mine for arguments in a very large cor-

pus of English newspaper articles and Wikipedia

articles. Toledo-Ronen et al. (2020) subsequently

automatically translated the argument corpus to five

languages, projecting the labels from English. They

additionally collected and annotated crowdsourced

arguments in these languages natively, annotating

argument quality and evidence. They used a large

group of annotators with rigid guidelines, resulting

in high quality multilingual arguments. We use a

similar framework and methodology, but use Twit-

ter as a corpus and focus on English only in this

paper.

Argument mining from social media. Early

work on argumentation mining from Twitter found

it is a feasible but challenging task, due to unique

linguistic properties (register, domain, noisy data)

and differences with respect to established argu-

mentation theories and phenomena, e.g,. the need

to distinguish opinions from facts (Habernal and

Gurevych, 2017; Dusmanu et al., 2017). More re-

cently, Schaefer and Stede (2020) created a dataset

of 300 German tweets containing the word “Klima”

(climate), annotated for three labels: argumenta-

tive, claim and evidence. They experimented with

different models for classifying tweets, using an ar-

gument mining pipeline (Schaefer, 2021) that first

filters out irrelevant tweets, then extracts ADUs (ar-

gument discourse units, namely claims or evidence),

classifies the tweets as either supporting or attack-

ing a claim and builds a graph of ranked arguments.

They stressed the importance of argument quality

prediction as part of the pipeline. Our approach is

similar to Schaefer and Stede (2020)’s, but we leave

argument quality to future work. As examples for

alternative approaches, Schaefer and Stede (2021)

annotated 3244 German Facebook comments on

a political talk show’s page from February 2019.

They classified toxic, engaging and fact-claiming

comments, focus mainly on the latter due to their

relation to evidence detection for argument min-

ing. Cheema et al. (2022) created a multimodal

argument mining dataset with the focus on verifi-

able claims, manually annotating 3000 tweets for

three topics covering COVID-19, climate change

and technology. They found that identifying check-

worthy claims was subjective for both students and

experts, and that pre-trained models yield the best

performance for both modality types. Wojatzki and

Zesch (2016) created a dataset of argumentative

tweets for the topic of atheism, using stance as a

proxy for implicit arguments. They allowed annota-

tors to mark text as lacking context or being ironic,

and asked them to annotate the stance of arguments

towards the topic. They then used this measure as

the signal for implicit arguments. For explicit ar-

guments, the annotators could only annotate stance

towards targets if they had textual evidence.

4 Annotation Scheme

We define an argument mining annotation scheme

based on previous work (Aharoni et al., 2014; Ein-

Dor et al., 2019; Slonim et al., 2021; Schaefer and

Stede, 2020), consisting of Topics and the annota-
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tion labels Argumentative, Claim, Evidence, Evi-

dence type and Pro/Con.

Topics. To be useful for debates and analysis,

arguments are mined with respect to a topic—“a

short, usually controversial statement that defines

the subject of interest” (Aharoni et al., 2014). Top-

ics need to be short, clear, dividing, and relevant

to our central theme of sustainable nutrition. We

also wish for the topics not to be too specific—for

high coverage, we choose broad and simple topics:2

T1 We should reduce the consumption of meat
T2 Plant-based food should be encouraged
T3 Meat alternatives should be encouraged
T4 Vegan and vegetarian diets should be encouraged
T5We should pursue policies that promote sustainable foods

Argumentative. Argumentative is the label that

denotes if a tweet is argumentative for any topic.

This means the tweet contains argumentative struc-

tures such as claims or evidence while having a

clear stance on some topic. We define arguments

broadly, including those that do not refer to the topic

explicitly but whose stance toward it is only implied.

Indeed, Wojatzki and Zesch (2016) achieved a simi-

lar result by using stance detection as a proxy. If an

argument is not clear in its stance, i.e., it is neutral

or unrelated, it is not be considered argumentative.

Claim. A claim is a standpoint towards the topic

being discussed (Schaefer and Stede, 2020). We

expand upon this definition by allowing the stand-

point to indirectly acknowledge the topic discussed,

which is implicit argumentation, or explicitly when

directly acknowledging the discussed topic. If a

claim is not related to the discussed topic, it is not

considered a claim. A claim should further be able

to exist in a self-contained manner, not relying

on external references to fully convey the claim

and stance it takes towards the topic. Therefore, it

should be able to fully articulate the entire claim

without the need for external reference. A tweet

referencing others’ stance towards the topic is not

considered a claim.

Evidence. Evidence is a statement that explains

a stance towards the topic. It can be stated in com-

bination with a claim, or it can be self-contained if

it is just stating a fact or referencing studies related

to the topic. Therefore a tweet does not have to

co-occur with a claim to contain evidence relevant

to the topic, and as such, evidence is not dependent

2Note that T5 is more complex and specific. It covers a
specific type of tweets that we noticed during early annotation
work, discussing sustainable food policy.

on a claim when annotating (see §5). A tweet can

still contain claims with supporting evidence as part

of its text. If evidence is unrelated to the discussed

topic, it is not considered evidence.

Evidence type. Evidence is labeled as one of the

following types. The first three types are from

Rinott et al. (2015), while we propose the last two

based on preliminary exploration of our data:

1. Anecdotal. A description of an episode(s),

centered on individual(s) or clearly located in

place and/or in time.

2. Expert. Testimony by a person, group, com-

mittee, an organization with some known ex-

pertise/authority on the topic.

3. Study. Results of a quantitative analysis of

data, given as numbers, or as conclusions.

4. Fact. A known piece of information without a

clear source, regardless of whether it is a true

fact or not. See example in Figure 1a.

5. Normative. Description of a belief or value

the author holds. See example in Figure 1b.

See Table 1 for examples from the dataset. If its

type is unclear, a tweet should not be considered

evidence, and might be a claim instead. If neither is

clear, the tweet itself might lack context and should

not be considered argumentative.

Pro/Con. The stance of a tweet towards a topic

depends on a claim or evidence being present in

the tweet. Moreover, if there is no clear stance, the

tweet should not be considered argumentative.

5 Dataset

Here we describe the procedure for collecting and

annotating our dataset of tweets containing argu-

ments related to the topics described in §4.

Scraping. The corpus used for annotation is a

collection of tweets scraped from Twitter using

tweepy3 by iteratively creating queries by a com-

bination of keywords4 and n-grams from an initial

set of topics. For each query, we scrape a maxi-

mum of 1000 tweets. We remove retweets, quote

tweets, links and videos, as well as tweets with

less than three words, resulting in 31840 English

tweets in total. User mentions are replaced with

3https://github.com/tweepy/tweepy
4See Appendix D for a listing of the queries.
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(a) Humans should not eat animals︸ ︷︷ ︸
Claim

as we don’t need meat to fulfill our nutritional needs.︸ ︷︷ ︸
Evidence: Fact

(b) It is morally wrong to eat and cause animals pain to fulfill our nutritional needs.︸ ︷︷ ︸
Evidence: Normative

Figure 1: Simplified examples of arguments for the topic T1 (We should reduce the consumption of meat). In (a) the

evidence type is Fact, since no source is given. In (b) it is Normative, as it describes a belief but is more elaborate

than a claim. Note that the level of granularity in our dataset is a whole tweet rather than spans within a tweet. Here,

spans are indicated to illustrate which part of the tweet suggests that it should have a particular label.

Evidence type Example Topic(s) Pro/Con

Anecdotal We are on the green bean diet here, too! I love them. Mom

hasn’t tried broccoli

T1, T2, T3, T4, T5 Pro

Expert Many fruit & veg (which contain natural acid) don’t trigger
flare ups- The list is long and varied (obs this may not apply to
you) but after a little digging I found some doctors do
reccomend a plant based diet to ease the inflammation. Going
meatless is even recommended by ICA

T2, T4 Pro

Study According to a 2022 study, eating an optimal #diet of whole
grains, legumes, fish, fruits, vegetables and nuts can improve
life expectancy by how many years?

T2, T4 Pro

Fact Hey eco-friendlies! The well known high-carbon company
McDonalds produces 1.5 MILLION tonnes of food packaging

alone ! Fun fact carbon footprints are important! Tune in for
more behind closed door stats!

T5 Pro

Normative The dangerous of this thing is that our vegan extremists will
start interfering in this..

T4 Con

Unrelated/no evidence Give your children healthy food to avoid the dad bod haha

Table 1: Examples from the dataset of tweets containing evidence for each evidence type, the topics for which they

were annotated as evidence and their pro/con annotation for each of the topics.

<MENTION>. Hashtags and emojis are kept as

they contain relevant information.

Relevance-based filtering. Upon initial inspec-

tion, we find that most tweets are not relevant to any

of our topics, despite matching our queries. There-

fore, before sampling data for annotation, we use

an information retrieval system to extract the most

relevant tweets in relation to our topics. We use a

neural ranking model trained for semantic search

(Reimers and Gurevych, 2019) that was trained to

score the relevance of an answer to a question. We

deem this a decent proxy for our retrieval system

as we want to find tweets that take a stance and

explain their claims and evidence in the context of

a topic. We elaborate more on this model in §6.

Sampling. When generating our dataset, we sam-

ple 250 tweets at random from the full unfiltered

corpus, and combine this set with 347 random

tweets filtered by the semantic model.

Annotation. Annotation is conducted using Ama-

zonMechanical Turk5 in rounds as described in Fig-

ure 2. Five workers annotated each instance. The

annotations guidelines are given in Appendix A.

First, tweets are annotated as for whether they are

Argumentative regardless of a topic. Second, anno-

tators are presented with an Argumentative tweet

as well as our list of topics, and are asked to se-

lect the topics for which the tweet is a Claim. This

ensures that annotators judge the topics relative to

each other and are thus more consistent (despite

their conceptual overlap) than if each tweet/topic

pair were annotated separately. Separately, anno-

tators are presented with an Argumentative tweet

as well as one topic, and are asked to select the Ev-

idence Type of the tweet with respect to the topic

(or indicate that it is not Evidence). This is done to

facilitate the annotation of the heterogeneous Evi-

dence label. The binary label is then derived from

this annotation by collapsing all types as positive.

5https://www.mturk.com
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Topic Tweets Arg ADUs Claims Evidence
Claims with

evidence
Pro Con

T1 597 387 118 63 89 34 77 37
T2 597 387 130 92 85 47 89 38
T3 597 387 85 42 63 20 58 27
T4 597 387 156 106 112 62 99 54
T5 597 387 140 60 113 33 96 37

Full set 2985 1935 629 363 462 196 419 193

Table 2: Statistics for the different topics and the overall full set. Arg: Argumentative. ADU: argument discourse

units (Claim or Evidence). Labels are based on majority voting among annotators. Of the ADUs, we see more

Evidence than Claims. Pro/con labels are rather unbalanced, with a bias towards positive stance.

Figure 2: Dependencies between annotation rounds.

Finally, Claims and Evidence are presented along

with one topic at a time, and annotators are asked to

indicate whether they support or contest the topic.

Inter-annotator agreement. We calculate the

average inter-annotator agreement for our crowd-

sourced data using Cohen’s kappa. The resulting

scores are 0.49 for Argumentative, 0.47 for Claim,

0.15 for Evidence (including type) and 0.63 for

Pro/Con. The low agreement for Evidence is likely

due to the multi-class label being harder to agree

upon than a binary label.

Statistics. Table 2 presents statistics of the la-

beled dataset. Most annotators labeled a substantial

amount of tweets as Argumentative. However, only

a minority actually contained ADUs (Claims/Evi-

dence). This discrepancy can be attributed to the Ar-

gumentative label being decoupled from the topic

itself: an Argumentative tweet might only be rele-

vant for another topic, either within our set of five

topics or for a different topic altogether.

Like Cheng et al. (2022), we find substantially

more Evidence than Claims, though their Evidence

depends on Claims. Evidence seems to generally

be more prevalent than Claims in online discourse.

This can also result from our annotation procedure,

where Claims require identifying relevant topics,

and Evidence requires identifying the type. On the

other hand, the broad types of Evidence we allow

and the fact that they are not dependent on Claims

allows for more Evidence than in other datasets.

The fact that Pro/Con labels are biased towards

positive stance could be due to online discourse

being more prevalent for the Pro side rather than

other domains. The annotators’ preconceived no-

tions might have played a role in them being more

inclined to select Pro in situations where they could

have been uncertain due to the topic’s definitions.

Topic overlap. In Figure 3, we see how much

each topic’s tweets overlap with other topics as

a percentage of their combined number of tweets,

where they both have either evidence or claim. We

see that all topics have roughly 20% of their tweets

overlapping with another topic. This is not surpris-

ing as the topics are all very similar, and tweets can

easily be relevant for more than one topic at a time.

Evidence types. Figure 4 shows the distribution

of Evidence types in the dataset. Most Evidence

is Normative or Anecdotal, reflecting online dis-

course being less strict, which lends itself to using

weaker types of Evidence to explain one’s stance.

6 Experiments

To evaluate the ability of existing models to mine

arguments according to our scheme, we conduct a

series of experiments with various approaches.
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Figure 3: Percentage of claims (above) and evidence (be-

low) overlapping between topics: T1=meat, T2=plant,

T3=alternative, T4=vegan, T5=policy.

6.1 Information Retrieval

We experiment with information retrieval baselines,

rating how likely a document is to be relevant for a

query:

BM-25 (Trotman et al., 2014) is a standard re-

trieval model based on TF-IDF scores of exact to-

ken matches, used in many systems and should give

a good benchmark for the difficulty of retrieving

claims and evidence just from topic queries. It re-

turns an unbounded positive score, which we cut

off at 1.

multi-qa-MiniLM-L6-cos-v16 is a sentence

6https://huggingface.
co/sentence-transformers/
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Figure 4: Distribution of Evidence types in the dataset.

Note that “no evidence” is considered a type due to

the combined annotation procedure, where Evidence is

annotated immediately along with its type (or as “no

evidence” when no type is applicable).

transformer (Reimers and Gurevych, 2019) based

on MiniLM (Wang et al., 2020), which is a distilled

version of UniLM v2 (Bao et al., 2020), which was
pre-trained on 160GB text corpora from English

Wikipedia, BookCorpus, OpenWebText, CC-News

and Stories. multi-qa-MiniLM-L6-cos-v1 was
fine-tuned on the concatenation of multiple ques-

tion answering (QA) dataset, totalling about 215M

instances. This is the same semantic search model

we used in §5 for filtering tweets, and therefore

this experiment should give us a good idea of how

well our models perform compared to a model that

has had an impact on the selection previously. The

model returns a score between 0 and 1. We use 0.5

as the cut-off for classification.

The retrieval models are unsupervised, and con-

sider neither argumentativeness, which is indepen-

dent of the topic, nor pro/con (stance classification).

However, they serve as a baseline for claim and ev-

idence detection, as those tasks have a retrieval as-

pect. We use the tweet as a document and the topic

as a query, scoring their relevance and using the

resulting scores from the models for classification.

6.2 IBM Debater

IBM Debater offers implementations for various

argument mining components (Slonim et al., 2021),

and provides an API,7 which we use as a baseline

representing existing argument mining models. It

has been trained on a different type of data from dif-

ferent domains and with stricter annotation guide-

multi-qa-MiniLM-L6-cos-v1
7https://early-access-program.debater.res.

ibm.com
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lines. We evaluate their “zero-shot transfer” to our

dataset, without any further training.

6.3 Fine-tuned RoBERTa

Pretrained language models such as BERT (De-

vlin et al., 2019) and RoBERTa (Liu et al., 2019)

have been used successfully on similar datasets

(Cheng et al., 2022; Schaefer and Stede, 2021).8

We fine-tune and evaluate cardiffnlp/twitter-
roberta-base,9, which was trained on a dataset
containing 58M tweets (Barbieri et al., 2020),

specifically to handle user identifier tokens and

emojis.10 For claim, evidence, and pro/con, the

topic plays an essential role in the classification.

To encode tweet-topic pairs, we combine the tweet

and topic using a separator token ([SEP]).
Our dataset contains probabilities for each label

according to the distribution over the different anno-

tators. We use cross-entropy with raw probabilities

rather than rounding the labels, and fine-tune the

RoBERTa encoder as part of the training. The hy-

perparameters used are: learning rate 5e-5, batch

size 5, weight decay 0.05 and the adamw optimizer.

6.4 XGBoost + RoBERTa

Schaefer and Stede (2020) used XGBoost (Chen

and Guestrin, 2016) in combination with BERT

on a similar dataset to ours. We evaluate

this model on our dataset across all label tar-

gets. We train the XGBoost classifier on top of

frozen contextualized embeddings from RoBERTa

(again, cardiffnlp/twitter-roberta-base),
since XGBoost is not a neural model and does not

support backpropagating gradients to fine-tune the

underlying encoder. All labels in this experiment

are determined by majority vote and take the values

{0, 1} except for pro/con, which takes the values
{−1, 1}.
Here we have two ways of embedding the topic:

the first approach is to embed the tweet only on its

own, which is done for the argumentative task as

it is not dependent on the topic. The other method

is to combine the tweet and topic using a separator

token ([SEP]), which is used for the other tasks.
We run a grid search with three-

fold cross-validation for each task,

8See Appendix E for experimental replication of previous
results.

9https://huggingface.co/cardiffnlp/
twitter-roberta-base

10The model’s tokenizer does not have <MENTION> as a
token. Instead, it recognizes @user, so we replace all our
<MENTION> tokens with @user in preprocessing.

Model
Macro

F1 P R

Majority Class 0.39 0.32 0.50

Random Class 0.49 0.50 0.50

Fine-tuned RoBERTa 0.51 0.51 0.51

RoBERTa + XGBoost 0.67 0.69 0.67

Table 3: Results from models evaluated on the argu-

mentative task. P and R are precision and recall, with

their attached averaging type. Highlighted are the best

performing model for their task and averaging type.

Model
Macro

F1 P R

Majority Class 0.45 0.41 0.50

Random Class 0.50 0.50 0.50

BM25 0.50 0.61 0.55

multi-qa-MiniLM 0.67 0.73 0.65

IBM-API 0.57 0.57 0.57

Fine-tuned RoBERTa 0.48 0.50 0.47

RoBERTa + XGBoost 0.51 0.59 0.53

Table 4: Results on the claim task.

over three hyperparameters: learning-

rate ∈ {0.01, 0.03, 0.06}, max-depth ∈
{1, 3, 5, 6, 7, 8, 9, 10} and number of estimators ∈
{1, 2, 5, 7, 10, 15, 20, 25, 30, 40, 60, 80, 100}. We

select the best combination based on macro F1

score.

6.5 Experimental Setup

To classify for argumentative tweets, we only use

the tweets and disregard the topics. We subse-

quently only use argumentative tweets (according

to the human annotation) when experimenting with

detecting claims and evidence. Pro/con classifi-

cation is only evaluated on for tweets containing

evidence or claims (according to the human anno-

tation). We perform 3-fold cross-validation with

maximum 15 epochs, using early stopping based

on validation macro F1 evaluated every 20 batches

with patience set to 5.

We also report results for Majority Class and

Random Class baselines, which respectively select

the most common label for each task (based on

the training set), and a random class with uniform

probability.
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Model
Macro

F1 P R

Majority Class 0.44 0.39 0.50

Random Class 0.49 0.50 0.50

BM25 0.52 0.60 0.56

multi-qa-MiniLM 0.64 0.66 0.63

IBM-API 0.46 0.51 0.57

Fine-tuned RoBERTa 0.48 0.49 0.48

RoBERTa + XGBoost 0.47 0.60 0.51

Table 5: Results on the evidence task.

Model
Macro

F1 P R

Majority Class 0.40 0.34 0.50

Random Class 0.52 0.53 0.54

IBM-API 0.59 0.60 0.59

Fine-tuned RoBERTa 0.45 0.48 0.45

RoBERTa + XGBoost 0.53 0.53 0.54

Table 6: Results on the pro/con task.

7 Results

The results are shown in Table 3 for argumentative,

Table 4 for claim, Table 5 for evidence and Table 6

for pro/con. In Table 3 we see XGBoost performs

well on all metrics for the argumentative task. The

fine-tuned RoBERTa does not perform well on the

argumentative task, underperforming both the ran-

dom and majority baselines. In Table 4 we see

that multi-qa-MiniLM-L6-cos-v1 outperforms

all other models with a large margin for claims.

BM25 only matches when there is an overlap in

vocabulary between tweet and topic, which multi-
qa-MiniLM-L6-cos-v1 does not require. Table 5
shows similar results for evidence, where multi-
qa-MiniLM-L6-cos-v1 and BM25 outperform all

other models. One interesting result is the relatively

large dip in performance for the IBM-API for evi-

dence with respect to claims, suggesting the change

in annotation style for evidence has a significant im-

pact compared to previous works. On the pro/con

task (Table 6), both the IBM-API and RoBERTa +

XGBoost outperform the baselines in all metrics,

but not the fine-tuned RoBERTa. The IBM-API

has the best performance in this case, by a large

margin.

Input encoding for XGBoost. The different

methods of combining topics and tweets for XG-

Boost (see §6) have a relatively small impact on

performance. The concatenation method outper-

forms the [SEP] method in pro/con and claim, and

therefore we only report results using it in the ta-

bles.

XGBoost vs. fine-tuning. Overall, XGBoost per-

forms well compared to the fine-tuned RoBERTa.

This could be due to training issues or a lack of

data: we only have about 600 unique tweets, with

only a fraction of them being annotated as contain-

ing claims and evidence, causing issues of sparsity

and dataset imbalance. This could be mitigated by

using a different training approach or annotating

more examples in the future.

Success of retrieval models. The retrieval mod-

els perform well in the claim and evidence tasks,

where multi-qa-MiniLM-L6-cos-v1 performs

the best overall. Of course, this result should be

interpreted with great skepticism, as it is likely due

to the filtering process we did early in our dataset

compilation (§5) and should not be discounted as

it has added some bias to the data. However, it

also shows that the filtering process did have a de-

cent impact on scoping in on tweets most likely to

contain argumentative structures. Therefore, the

multi-qa-MiniLM-L6-cos-v1 results could be

interpreted as the proportion of retrieved tweets

containing argumentative structures. The BM25

model performs well with its precision scores for

the binary average, which makes sense as it requires

a vocabulary overlap between the tweet and topic.

Due to a relatively low overlap between the tasks

for the tweet and their topics (see Appendix C),

BM25 only needs one token to overlap for it to

mark it as relevant and therefore will retrieve quite

a few false-positive tweets on average. Neverthe-

less, this could also be because each topic only has

a few keywords, making them good queries. Over-

all, the retrieval models make a good baseline for

future evidence and claim tasks experiments.

IBM Debater. The IBM-API models also per-

form well for the pro/con and claim task. However,

surprisingly, the model performs poorly on the ev-

idence task. This could be due to a shift in the

task definition, since we added two new types of

evidence: normative and fact. They account for

nearly half of all the annotated evidence. However,

anecdotal evidence is based on the IBM Debater

definitions and is the most frequent type of evi-

dence, so the issue might be one of several. First,

47



the semantic structures in tweets are hard for the

IBM models to adapt to, causing them to miss most

evidence. Another reason could be that annotators

have overused anecdotal evidence where it should

have been labeled as normative or fact or not as ev-

idence. Overall, the IBM models have performed

exceptionally well, considering they have never

seen data of this type when compared to other base-

lines.

8 Discussion and Limitations

While we frame our dataset around sustainable di-

ets, it is, in fact, focused on plant-based diets. Many

other aspects are relevant for sustainability, includ-

ing production, geographical location, genetic mod-

ification, transportation, water consumption, land

preservation and health. We leave these issues to

future work.

The topics used in this paper are simple by de-

sign. They are all quite similar, which might cause

some correlation issues when training models. For

instance, T1 (discussing meat consumption) has a

significant overlap with T3 (discussing meat alter-

natives) of 22% for claim and 26% for evidence.

However, it can also indicate the presence of other

topics that are similar to both. For instance, when

arguing for reducing meat, people might use animal

welfare as evidence. Therefore, topic exploration

and expansion could be done further to improve the

spectrum of topics in the dataset and explore how

relationships between topics are made and related

in debates.

The dataset is a starting point for training argu-

ment mining models. It is balanced in the distribu-

tion of the claims and evidence across the topics,

with a minor overlap between topics of roughly

20%. Our annotation guidelines are robust enough

to be used for crowdsourced and expert annota-

tion. The low agreement in the crowdsourced an-

notations for evidence may be improved by better

guidelines or a different annotation methodology,

but they may simply be a reflection of inherent sub-

jectivity. This will be investigated in future work.

One issue with this dataset is its relative lack of

context for many of the tweets due to them refer-

encing outside tweets or responding to other users

in a discussion. There is good potential here to

utilize this external context for further argument

mining or further improve the detection of claims

and evidence in the primary tweet. This could ini-

tially be done by annotating the current tweets as

Fine-tuned RoBERTa

Information Unit

1. Is the resulting model publicly available? No
2. How much time does the training of the final
model take?

105
Sec-
onds

3. How much time did all model experiments
take (incl. hyperparameter search)?

4228
seconds

4. What was the energy consumption
(GPU/CPU)?

333
Watt

5. At which geo location were the computations
performed?

Den-
mark

6. How much CO2eq was emitted to train the
final model?

0.975g

7. How much CO2eq was emitted for all experi-
ments?

39g

Table 7: Proposed climate performance model card for

our fine-tuned RoBERTa model experiments.

debate fragments if large parts are out of context.

Here a debate fragment tweet would refer to a tweet

in a larger debate with other users and could then

be used for future extraction and more expansive

mining of ADUs.

One major difference between previous work

and ours is data size: our dataset contains only 597

unique tweets annotated for 5 topics, while Schaefer

and Stede (2021) annotated 3244 Facebook com-

ments and Cheng et al. (2022) annotated nearly 70k

sentences. Future experiments on a larger dataset

may result in a different conclusion with respect to

the relative performance of the models.

9 Conclusion

We defined an annotation scheme for an argument

mining task tailored for social media with a focus

on argumentation for sustainable nutrition. We pro-

posed two new types of Evidence: Normative and

Fact. With this scheme we scraped and annotated a

dataset containing 597 tweets for five different top-

ics, resulting in a dataset of 2985 annotated tweet-

topic pairs. XGBoost is a strong starting point for

argument mining, and IBM Project Debater API is

a robust zero-shot model for argumentation tasks.

10 Broader Impact

Our dataset and models were designed with the

intention to have positive impact on the environ-

ment by promoting sustainable consumer practices:

by mining for convincing arguments of various as-

pects related to sustainable diets, downstream ap-

plications can improve marketing of sustainable

products. Implementation of the resulting technol-

48



RoBERTa embeddings + XGBoost

Information Unit

1. Is the resulting model publicly available? No
2. How much time does the training of the final
model take?

57 Sec-
onds

3. How much time did all model experiments
take (incl. hyperparameter search)?

456 sec-
onds

4. What was the energy consumption
(GPU/CPU)?

28 Watt

5. At which geo location were the computations
performed?

Den-
mark

6. How much CO2eq was emitted to train the
final model?

0.08g

7. How much CO2eq was emitted for all experi-
ments?

3.5g

Table 8: Proposed climate performance model card for

our RoBERTa + XGBoost model experiments.

ogy will enable more effective communication cam-

paigns to increase adherence with dietary guide-

lines. Furthermore, by identifying diverse argu-

ments, our work can contribute to ethnographic

research on public opinions towards sustainable

diets, and help shape public policy. Promoting re-

sponsible behaviour is an important gap, as food

marketing is already driven by business incentives.

However, the risk of manipulative dual usemust be

considered. Future applications of this work must

involve AI ethics experts and be complemented

by explainability methods and fact verification to

guarantee reliability of generated claims and ensure

alignment with expected values.

Negative impact on the environment as a result of

the development and any potential deployment of

the models must be taken into account as well. Ta-

bles 7 and 8 contain the climate performance model

card for the fine-tuned RoBERTa and RoBERTa +

XGBoost models, according to the guidelines de-

fined by Hershcovich et al. (2022).

10.1 Data Statement

The following is our data statement following Ben-

der and Friedman (2018):

A. CURATION RATIONALE

In order to have a potential net positive impact on

promoting sustainable diets in the future, a dataset

with a focus on dietary discussions was needed.

Twitter was deemed an excellent source for this

information and as such scraping of 31840 tweets

was done in combination with relevance filtering.

This has resulted in 597 tweets that has been anno-

tated for 4 different tasks, each done for 5 different

topics in relation to discussions around diets.

B. LANGUAGE VARIETY

The tweets in this dataset where scraped in April

2022 with the Twitter API.11 The set of English

tweets was scraped without information of regional

variety, it is only known that they are written in

English. But certain tweets make specific wordings

from which it can be inferred they are from the US

(en-US) or India (en-IN). More regions are most

likely also represented in the dataset, but specifics

are unknown.

C. SPEAKER DEMOGRAPHIC

The authors of the tweets demographics were not

collected. The tweets originate from 597 unique

users.

D. ANNOTATOR DEMOGRAPHIC

The data was annotated by a crowd of annotators

procured from Amazon Mechanical Turk. The spe-

cific region used was the US East Coast. There is no

demographic information available from Amazon

Mechanical Turk users beyond the requirements

set for workers to be allowed to work on HITs—in

the case of this dataset the only requirement is a

masters qualification. Assuming we have an even

distribution of the known demographics on Ama-

zon Mechanical Turk, we would have a slightly

skewed split between genders with 57% identify-

ing as female. The age distribution is towards the

younger ages with 29.7% being between 18-29 and

36.8% 30-39 and the majority identifying as white

79.9%.12

E. SPEECH SITUATION

The tweets can contain a maximum of 280 char-

acters and are written in a spontaneous and asyn-

chronous format. The tweets were collected with

a focus on diet, but parts of the tweets also cover

climate, sustainability, animal welfare and policy

as side effects of our scraping methods and the top-

ics used for relevance filtering. The majority of

the tweets are in response to other Twitter users’

tweets, so the intended audience would be one of

the two opposing sides in a debate around one of

the 5 topics in this paper.

F. TEXT CHARACTERISTICS

The tweets are only in raw text format as we fil-

tered out any tweets containing URLs, images and

other non textual modalities. Many of the tweets

11https://developer.twitter.com/en/docs/
twitter-api

12More information on the demographics on
Amazon Mechanical Turk can be found in https:
//www.cloudresearch.com/resources/blog/
who-uses-amazon-mturk-2020-demographics/.
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contain references to other users or users’ tweets

in a conversation format. Therefore, some tweets’

context is limited without added work to include

the references. There are also emojis and hashtags

present in a large section of the tweets.

G. RECORDING QUALITY : N/A

H. OTHER: N/A

I. PROVENANCE APPENDIX : N/A
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A Crowdsourced Annotations

Each annotator was paid according to 15$ an hour

of work. From our experience with annotation, we

could complete roughly 100 total tweets + topics

worth of annotation work in 45 mins for all four

labels. Rounding it up to 60mins and annotating for

one label at a time, we calculated a pay of 0.045$
for each tweet + topic pair for each label.

For this paper, gathering annotations has hap-

pened over four annotations rounds, each focusing

on one of the four primary labels we use in this

paper. Five different annotators were recruited to

calculate a majority for each annotated label. Each

round helped bootstrap the data needed for annota-

tion of the next round. For instance, we did not want

to annotate non-argumentative data for claims or

evidence as most previous annotators have already

deemed it non-argumentative and would therefore

be a waste of annotation resources. Instead, we

would first retrieve annotations for the argumenta-

tive tweets. Then ask a new set of annotators to an-

notate for claims or evidence on the argumentative

tweets. Due to evidence requiring its type anno-

tated we also use the results from claims annotation

round to help narrow the combination of topics and

tweets used for evidence annotation. Pro/Con was

also dependent on either claim or evidence being

found in a tweet-topic pair, so was the last step in

the annotation process.

Due to the subjective nature of annotating for

this paper, we did not want to dismiss workers’

work. Despite clear instructions, different people

will consider claims relevant while others will not

consider them relevant. Instead, we would actively

moderate the resulting annotations and block any

annotator creating low-quality annotations during

annotation. We did this by first pre-annotating a

small set and then calculating an overlap with anno-

tators. If the overlap were small, we would block

them from continuing. However, some annotations

were slow to gather and would take multiple days.

This resulted in us having to reopen hits that were

partially annotated. Therefore if any annotator had

already completed a set of hits, we would block

them from redoing that set of hits. However, this

method was imperfect, so that the same annotator

might have double annotated some tweets.

We did test out an alternative method for part of

the claim annotations where we would have a short

test that would qualify annotators for the more ex-

tensive annotation set if they performed well. How-

ever, this method took much more time for annota-

tions to be collected and was therefore dropped. It

was also discovered during postprocessing of the

hits that some annotations had less than five an-

notators, and others had more. This was only for

a minority of hits, and it is believed that duplica-

tion’s of a few tweets in the early corpus were the

reason. This was fixed for later annotation rounds

but should be noted as it might impact later results.

A.1 Argumentative

Argumentative was the first label to be crowd-

sourced, we only gave annotators two options, “ar-

gumentative” and “not argumentative”. Argumen-

tative gets labeled as 0 for non-argumentative and

1 for argumentative.

Instructions for annotators: The task here is to

annotate tweets if they are stated in an argumenta-

tive manner. Argumentative is a broad concept but
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essentially means that the tweet either contains evi-

dence or claims that would be relevant for a debate

about some topic.

A.2 Claim

We changed the annotation task from annotating

for implicit/explicit claims for a specific topic for

claim annotation. Instead, we asked annotators to

select one or more topics where the claim would be

relevant. They were asked to label a tweet relevant

for one of the topics described earlier or mark it as

irrelevant for all, or not containing a claim. The

former option would be used to detect unrelated

argumentative tweets. It is labeled as 0 for not

containing a claim relevant to the topic and 1 for

containing one that is.

This change was made for a few reasons. First,

it reduced the number of hits needed 5-fold from

1935 hits needing to be made to only 387 hits. It

also ensured that we had all tweets evaluated for all

topics. Lastly, asking them to select the most rele-

vant topics should give a more precise estimation

of relatedness to a topic.

The downsides of this approach were that people

were much more likely to select only one topic to

be relevant rather than selecting two or more, even

if a tweet was relevant.

The data for claims took three rounds of hit gen-

eration. Therefore this data might have some dupli-

cate annotation work done.

Instructions for annotators: The task here is to

annotate a tweet in relation to a set of topics. Here

the tweet can contain a claim that might be relevant

to any one of the topics. Of course, each tweet can

be relevant for more than one of the topics, but it

can also not be relevant for any one of the topics

and should be annotated as such. Therefore, select

the topics in which you find the tweet contains a

claim relevant to an argument in a debate or com-

munication campaign about the topic (regardless of

your views on the claim and the topic and whether

you would use it).

A claim is a standpoint toward a topic being

discussed either directly or indirectly. The claim

should be able to clearly be identified in a tweet

on its own without relying on an assumption from

the reader. This is an important issue for response

tweets as the user might implicitly support a claim

relevant to the topic or add a claim to a stance on the

topic. Therefore, such tweets should not be anno-

tated as containing a claim. The claim should also

clearly have a positive or negative stance toward

the discussed topic. Implicit claims are different

from explicit ones as they lack the syntactic con-

nection to the topic. This means they omit parts of

the discussed topic or have no direct connection to

it; instead, they indirectly express a stance towards

it. An example of this could be a tweet, “Garden-

ing has been great for my family and me! Can’t

wait to collect the bounties of this year’s harvest,”

which contains an implicit claim with a clear stance

toward T2 and T4. Suppose the tweet contains a

claim clearly discussing a different topic unrelated

to any of the other topics. It should then be labeled

with the “unrelated or no claim label” If the tweet

does not contain a claim at all, then it should also

be marked with the “unrelated or no claim label.”

A.3 Evidence

Annotating evidence was done differently from

claims. Since evidence is very nuanced and has

many different types, we did not want to simplify

annotating evidence the same way claims were sim-

plified. This risked annotators relying too much

on their own interpretation of what evidence over

time. Therefore we wanted them to select what

type of evidence was in a tweet concerning a topic.

So each tweet needed its type of evidence anno-

tated for every topic, but this would explode the

number of annotations needed as explained with

claims. Therefore, we decided to limit a tweet to

the topics where claims were found relevant by just

one annotator. This limits the amount of annotation

work to the most likely relevant tweet-topic pairs

while not limiting future annotation work to expand

evidence annotation for topics where claims were

not detected.

Therefore annotators are prompted to annotate

a tweet-topic pair for any of the labels “Norma-

tive”, “Study”, “Expert”, “Fact”, “Anecdotal” or

“Unrelated or no evidence”. The Evidence label is

labeled as 1 for containing relevant evidence and 0

for not.

The main downside to this annotation method-

ology is that it increases the likelihood of people

annotating evidence as relevant to a topic since

they might be more focused on its type regardless

of relevance and instructions. However, with this

method, we get a much more nuanced picture of

the evidence contained within tweets which could

be used for future modeling.

We considered an alternative method where an-

notators would first annotate for evidence types and
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Labels Guidance

Argumentative Select this if the tweet is making a clear self-contained claim. A claim is

self-contained if the statement is clearly taking a stance towards some topic.

Claims can be reactions towards a topic, like showing excitement or disgust

towards a topic. The tweet is also argumentative if it contains evidence of some

sort. Evidence can be citing a study, referencing an expert, or stating facts or

beliefs. They don’t necessarily have to be true.

Not Argumentative A tweet is not argumentative if it is not clearly stating a self-contained claim.

This could be because the stance of the claim is not clear, or the tweet does not

clearly articulate a claim. Questions and irony or humor are automatically not

argumentative and should be labeled as such.

Table 9: Guidance for the individual labels

then annotate for relevance. However, this method

was dropped as it would require an extra round of

annotations, and it is hard to annotate evidence type

without a clear topic to measure it after. For exam-

ple, one tweet might contain anecdotal evidence for

one topic but fact evidence for another.

Instructions for annotators: The task here is to

annotate tweets related to a topic where you have

to annotate what kind of evidence a tweet contains.

Evidence is a statement used to support or attack a

topic or claim. Evidence can be present in combina-

tion with a claim, or it can also be self-contained if

it is just stating facts or referencing studies related

to the topic. If the evidence is unrelated to the dis-

cussed topic, it is marked as unrelated. There exist

different types of evidence, and if a tweet contains

any evidence, it should have the kind of evidence

annotated. If more than one type of evidence ex-

ists in the tweet, choose the type you think best

describes main piece of evidence in the tweet that

is relevant for the topic. Be aware that the same

tweet can show up multiple times and that each

time it might have to be annotated differently for

its evidence depending on the topic. Some tweets

include various types of evidence where parts of

the evidence are only relevant for one topic but not

another. Therefore one tweet might have norma-

tive evidence for one topic but expert evidence for

another and no evidence for a third. Remember,

your goal is to annotate what type of evidence is

in the tweet and if the evidence could be used in

debate/argument or public communication both for

or against the specified topic. Regardless of your

views on the topic and whether the evidence is true

or not.

A.4 Pro/Con

Pro/con was the last label to be annotated. It gets

annotated as (+1) for pro when a clear claim has a

positive or supportive stance towards the topic. It is

annotated as (−1) when it has a clearly antagonistic
or attacking stance towards it the topic. If there is

no clear stance, the tweet’s label for pro/con is set

to 0 and it should be reevaluated as a relevant tweet.
Due to its dependence on claim and evidence

being present and relevant, we selected a subset of

annotations if the majority thought there was either

claim or evidence and the claim and evidence were

relevant. This can accidentally remove some rele-

vant tweets for annotation, but future work could

annotate them.

To force people to choose the stance a tweet

has for a topic, we removed the neutral option in

annotation, so people have to annotate for pro or

con. We believe that this should be fine due to the

previous annotations, as the tweets left should have

a clear stance on the topics they were relevant for.

Instructions for annotators: The task here is to

annotate a tweet’s stance in relation to a topic. The

stance can be either one of pro or con. Here pro is

a positive or supportive stance towards the topic,

whereas con is a negative or hostile stance towards

the topic. It is very important that you remember

that it is the stance towards the topic and not the

stance in the tweet itself.

B Annotation Examples

B.1 Processing annotations

After gathering crowdsourced annotations, we have

a list of individual user annotations we have to

merge. We do not want to merge the annotations
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Evidence type Guidance

Anecdotal A description of an episode(s), centered on individual(s) or clearly located in place and/or in
time.

Expert Testimony by a person, group, committee, organization with some known expertise / authority
on the topic.

Study Results of a quantitative analysis of data, given as numbers, or as conclusions

Fact A known piece of information about the world without a clear source for the information

Normative An added description for a belief about the world

Unrelated or no evidence The tweet does contain evidence, but it is not related to the topic, or it does not have any
evidence.

Table 10: Evidence type annotator guidance.

Tweet & Topic A C E PC Comments

Lol - and the wash post is the PR firm and Whole
Foods is the official food supplier

0 0 0 0 This tweet answers with a joke or irony towards
another unknown tweet and is therefore not
argumentative.

Topic: T5 (We should pursue policies that
promote sustainable foods). Tweet: It would also
be nice if our government could begin subsidizing
more sustainable options (like plant based meat)
vs things like beef but... i digress

1 1 N
o
rm
ativ

e

1 Here the claim is that plant-based options should
be actively pursued explicitly by policy and
implicitly through the encouragement of
alternatives and reduction in meat. It uses
normative evidence to support its claim.

Topic: T2 (Plant based food should be
encouraged). Tweet: Green taxes go into
subsidizing development and production of green
energy solutions. If we were on 100%
renewables, our electricity prices would not have
needed to go up. We need to move into
self-sufficient green energy as soon as possible

1 0 0 0 This tweet contains both claims and examples of
normative evidence but is unrelated to the topic
and should therefore be annotated as unrelated.

Topic: T1 (We should reduce the consumption of
meat). Tweet: Yes but to be fair: we can expect a
massive increase in meat and dairy consumption
in emerging countries that will severely limit the
impact of whatever we do.

1 1 N
o
rm
ativ

e

-1 This tweet contains a belief that emerging
countries will remove any progress we make and
is therefore taking an opposing stance towards the
topic.

Table 11: Example annotations. A: Argumentative. C: Claim. E: Evidence (type). PC: Pro/con.

into binary labels as this throws away any uncer-

tainty from the annotators. We, therefore, want

instead to merge into a probability spectrum that

defines the overall confidence of the annotators. Of

course, each label does this slightly differently due

to their unique annotation strategies.

For the argumentative label, we calculate the

probability by summing the number of annotators

believing the tweet to be argumentative. Then di-

vide the sum by the number of annotators.

For claim, we sum each topic added as relevant

for a tweet and divide that by the number of anno-

tators. We also calculate the unrelated probability

for the claim in the same way.

For evidence, we sum each type of evidence and

use the max probability for evidence. We also save

the evidence type distribution and the unrelated

probability.

Lastly, for Pro/Con, we sum the number of pro

labels and con labels, divide by the number of an-

notators, and select the label with the highest prob-

ability. Since con has to be a value of between -1

and 0, we have to flip its probability if it is the max

likelihood.

This gives us the probability of a tweet being

argumentative. We can then set the cutoff point for

the argumentative tweets at 0.5 for the majority and

use them for new annotations or modeling. We can

also use the probabilities themselves for modeling.

When using the resulting data, one can extract

binary labels by rounding to the nearest integer.
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Average tweet token count 29.67

Average claim token count 31.63

Average evidence token count 34.59

Average topic tweet vocab share 2.8%

Average claim, topic tweet vocab share 6.9%

Average evidence, topic tweet vocab share 4.9%

Average claim tweet to tweet vocab overlap 5.6%

Average evidence tweet to tweet vocab
overlap

5%

Table 12: Overall tweet statistics for tweet token count

for each type and percentage of vocab sharing between

tweet and topic, and tweet to tweet.

Figure 5: Top 10 words used corpus after stemming and

removing stopwords from tweets

C Statistics and Analysis

In Table 12 we have some general statistics regard-

ing tweets and topics textual information. We see

that claims and evidence have slightly more words

than the average tweet. On the other hand, we see

minimal vocabulary sharing between tweets and

topics. This is probably because topics are quite

short, while tweets are, on average, much longer.

We see a more significant share of vocabulary for

tweets containing claims and evidence in relation

to their topics. However, tweets do not seem to

share a large percentage of their vocabulary with

each other, which shows the general difficulty for

claim and evidence detection.

In Figure 5, we see the top 10 most used words

in the corpus after having filtered out stopwords

and stemmed the rest. Again, we see a general

overlap with keywords from our topics, such as

vegan, meat, and plant. Interestingly, ”plant” and

”base” almost occur the same amount, indicating a

substantial usage of plant-based in tweets.

D Tweet Retrieval Queries for Corpus

Creation

English keywords: ”healthy food”, ”food”, ”green

food”, ”veganism”, ”vegetable”, ”good recipe”,

”climate friendly recipe”, ”climate friendly diet”,

”healthy recipe”, ”sustainable diet”, ”green diet”,

”diet with vegetable”, ”vegetables are healthy”,

”fruit and vegetable”, ”fruit”, ”vegetarian”, ”ve-

gan”, ”good vegan recipe”, ”good vegetarian

recipe”, ”organic”, ”plant food is great”, ”fresh

and organic is good”, ”varied and balanced diet”,

”beans”, ”sustainable meat”, ”legumes”, ”whole

grains”, ”local farmers market”, ”plant based”,

”meat alternative”, ”plant based diet”, ”green food

is really good”, ”animals are not ingredients”, ”eat

healthy food”, ”raw food diet”, ”whole foods”,

”flexitarian”, ”raw foodism”, ”rawism”.

E Experiment Replications

We tried to replicate some of the work of others to

explore potential methods from which we would

use for this paper. The two specific papers that are

used for inspiration are both made by Schaefer and

Stede (2020, 2021) .

E.1 Fact-claiming & Engaging Comments

In Schaefer and Stede (2021) the data is 3244 Ger-

man Facebook comments on a political talk show’s

page from February 2019. The paper aims to clas-

sify toxic comments, engaging comments, and fact-

claiming comments. They focus mainly on the fact-

claiming comments due to its related nature to argu-

ment mining for evidence detection. They propose

three models and two baseline models. The two

baselines used are unigrams + SVM and Linguis-

tic Features + XGBoost Chen and Guestrin (2016).

The models they propose are:

• Fine-tuned BERT Embeddings + Transformer

• BERT Embeddings + Transformer

• BERT Embeddings + XGBoost

They don’t detail the implementation of the extra

transformer layer on top of BERT. We assume this

is a single layer added on top, followed by a liner

classification layer. For the rest of the models, none

of the hyperparameters are described for any of the
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models. Instead, they explain that they used a de-

velopment set for hyper parameter tuning for the

models. This development set was created from

12.5% of the given training data. Another 12.5%

was taken for a test set used to give them prelim-

inary results. For the final evaluation they where

given a new dataset of 944 unlabeled comments

which where drawn from discussions of different

show to avoid topical bias.

To replicate the results of Schaefer and Stede

(2021), we use huggingface, Wolf et al. (2019),

framework to fine-tune 2 BERT models of bert-

base-german-cased13, each focused on either sub-

task one or subtask two. The model is fine-tuned

for 75% of the training set for one epoch. The op-

timizer used is Adam, with a learning rate of 5e-5

and no weight decay. The rest of the hyperparame-

ters are left to the default setup of the TrainingAr-

guments for huggingface’s models. The models

are trained on a binary classification task, which

is done by loading in the BERT model as an Auto-

ModelForSequenceClassification with two labels

and fine-tuning it. Results from our replication and

the original paper can be found in Table 13.

Our attempt at replicating the results are success-

ful as we manage to get similar scores as reported

(Schaefer and Stede, 2021) and exceeding them

slightly in certain areas. Our results could proba-

bly be improved if we used some hyper-parameter

search with the left over 25% of the training data.

This experiment shows the advantage of using large

language models as the base for further model ex-

perimentation.

E.2 Climate Tweets

Schaefer and Stede (2020) focus on creating a new

Twitter-based dataset. The dataset contains 300

labeled German tweets containing the word ”klima”

(climate). The tweets where annotated for three

labels, those being argument, claim and evidence.

Part of the paper then explores a modeling approach

to evaluate the viability of this dataset on a set of

models. They use XGBoost as their primary model,

with the main difference being the features it is

trained on for the different models. The features

used are:

• Bigrams

• Pretrained BERT Embeddings

13https://huggingface.co/dbmdz/
bert-base-german-cased

• Uni & Bigrams

• Linguistic & Twitter Features

Unfortunately, they don’t report the hyperparame-

ters used by any of the models in the paper. They

train each model to do binary classification for one

of three targets: argumentative, claim detection,

and evidence detection. They report their results

with F1 macro weighted, precision and recall. To

replicate the results of Schaefer and Stede (2020)

we use a similar setup as explained. We use flair

as the framework Akbik et al. (2019) to generate

Pretrained BERT Embeddings (Akbik et al., 2018)

using bert-base-german-cased. We then use an XG-

Boost model that is trained on the embeddings 14.

Finally, we use grid search to optimize the hyperpa-

rameters over the dataset by doing three-fold cross-

validation. The final hyperparameters used are 15

estimators with a max depth of 1 and a learning

rate of 0.01. The rest are the default values used

by XGBRFClassifier. When generating the results,

we use 10 fold cross-validation as described in the

paper. The data contains labeled tweets from two

different annotations hence fourth expert 1 and ex-

pert 2, in their paper they don’t describe which of

these labels they use or if they combined them some-

how, therefore we did the experiment with both set

of annotations. Their annotations don’t agree and

their Cohen’s Kappa inter annotator agreements

are 0.53 for argumentative, 0.55 for claim and 0.44
for evidence. Results from our replication and the

original paper can be found in Table 14.

Due to them not being allowed to share their raw

tweets we had to fetch the original tweets from

their id, which results in a loss of tweets due to the

original being deleted. We therefore only had 212

tweets vs the original 300 for our model to train and

evaluate on. We did check if any major imbalances

had occurred compared to the original dataset, and

found no major changes in the balance of the tweets.

We therefore where training our models under sim-

ilar conditions to the original authors with the only

difference being size of data. This difference might

have impacted the result’s in our replication pro-

cess, but as we get very similar results compared to

the original paper, this impact is probably minimal.

We see that for evidence we have a large difference

in the results, which should be expected as this is

where the annotators disagree the most in their la-

beling, with expert 2’s annotations being the easiest

14https://github.com/dmlc/xgboost

57

https://huggingface.co/dbmdz/bert-base-german-cased
https://huggingface.co/dbmdz/bert-base-german-cased
https://github.com/dmlc/xgboost


Subtask (ST) 2 Subtask (ST) 3
Approach F1 Precision Recall F1 Precision Recall

Unigram SVM (ST 2)/LR (ST 3) 0.671 0.665 0.688 0.654 0.667 0.688
Linguistic Features XGBoost (ST 2)/RF (ST 3) 0.670 0.681 0.664 0.693 0.710 0.685

BERT Emb (FT) Transformer 0.689 0.708 0.672 0.736 0.740 0.732
BERT Emb Transformer 0.669 0.701 0.640 0.722 0.758 0.690
BERT Emb XGBoost 0.669 0.685 0.654 0.717 0.736 0.698
BERT (FT) Classification (Replication attempt) 0.681 0.717 0.648 0.745 0.752 0.737

Table 13: Evaluation results from Schaefer and Stede (2021) and our replication. Emb: Embeddings. FT: fine-tuned.

Features Preproc F P R

Argumentative

Bigrams 1, p, s 0.8 0.75 0.86
BERT p 0.82 0.8 0.86
Ours (expert 1) 0.83 0.89 0.98
Ours (expert 2) 0.84 0.89 0.98

Claim

Uni- & Bigrams 1, p 0.79 0.78 0.82
BERT p 0.82 0.8 0.85
Ours (expert 1) 0.80 0.87 0.97
Ours (expert 2) 0.82 0.87 0.98

Evidence

Uni- & Bigrams 1, p 0.67 0.68 0.68
BERT p, s 0.59 0.59 0.62
Ours (expert 1) 0.61 0.66 0.43
Ours (expert 2) 0.67 0.69 0.78

Table 14: 10-fold cross validation results from Schaefer

and Stede (2020) and our replication. F: weighted F1

score. P: weighted precision. R: weighted recall. l:

lowercase. p: punctuation. s: stopword.

for the model to learn.
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Abstract

Socioeconomic status (SES) is a metric used
to compare a person’s social standing based
on their income, level of education, and occu-
pation. Students from low SES backgrounds
are those whose parents have low income and
have limited access to the resources and op-
portunities they need to aid their success. Re-
searchers have studied many issues and solu-
tions for students with low SES, and there is a
lot of research going on in many fields, espe-
cially in the social sciences. Computer science,
however, has not yet as a field turned its con-
siderable potential to addressing these inequal-
ities. Utilizing Natural Language Processing
(NLP) methods and technology, our work aims
to address these disparities and ways to bridge
the gap. We built a simple string matching al-
gorithm including Latent Dirichlet Allocation
(LDA) topic model and Open Information Ex-
traction (open IE) to generate relational triples
that are connected to the context of the stu-
dents’ challenges, and the strategies they fol-
low to overcome them. We manually collected
16 narratives about the experiences of low SES
students in higher education from a publicly ac-
cessible internet forum (Reddit) and tested our
model on them. We demonstrate that our strat-
egy is effective (from 37.50% to 80%) in gath-
ering contextual data about low SES students,
in particular, about their difficulties while in
a higher educational institution and how they
improve their situation. A detailed error analy-
sis suggests that increase of data, improvement
of the LDA model, and quality of triples can
help get better results from our model. For the
advantage of other researchers, we make our
code available1.

1 Introduction

An individual’s or group’s socioeconomic status
is defined as their social rank or class based on

∗These authors contributed equally to this work.
1Code may be downloaded from https://github.

com/MoRevolution/Low-SES_NLP

metrics such as educational attainment, economic
status and employment (Saegert et al., 2006). The
definition, however, is not limited to the aforemen-
tioned; socioeconomic status can also be linked to
factors such as a person’s quality of life and the
privileges that are available to some people in so-
ciety as opposed to others. When discussing such
topics, there is an obvious inequality that has to
be called out. Such inequality could manifest it-
self in the form of disparity in equal distribution of
health services (Dickman et al., 2017), unequal ed-
ucational outcomes (Morgan et al., 2009), resource
allocation (Aikens and Barbarin, 2008) and many
more.

Prior work in the social sciences (Terenzini et al.,
2001) (Rheinschmidt and Mendoza-Denton, 2014)
has repeatedly demonstrated that students of low
socioeconomic status, unlike their middle or high
SES peers, attain lower levels of education and
lack access to opportunities and resources that help
them succeed in post-secondary institutions. How-
ever, this same abundance of research is not present
in Computer Science and related fields such as NLP.
There is of course some work that has been done,
but most if not all of them incorporate the use of so-
cial science based structured data such as surveys,
questionnaires, and focus groups to make predic-
tions. For instance, a path based analysis of the
educational attainment of low-SES students (Lee
et al., 2008) and an analysis of STEM attitudes in
low-SES students using descriptive statistics, con-
firmatory factor analysis, Ordinary Least Squares
(OLS) regression, and path analysis (Ball et al.,
2019). Their approaches were almost purely com-
putational, but the data points they based their work
on were surveys—structured data.

Although it might seem that way, we are not try-
ing to denigrate work made using structured data
points in any way. In fact, structured data, such as
questionnaires and surveys, make the act of data
analysis straight forward because less time and re-

59

https://github.com/MoRevolution/Low-SES_NLP
https://github.com/MoRevolution/Low-SES_NLP


sources are allocated to extract insights and bring
about meaningful results. On the other hand, set-
ting up surveys and interviews takes time, and the
volume of data is always an issue. So, the mo-
tivation of our work is twofold: (1) Address the
lack of research in Computer science, specifically
NLP, pertaining to educational outcomes as a con-
sequence of an individual’s socio-economic class,
and (2) use unstructured narratives from internet
forums (in our case Reddit) as a basis for our anal-
ysis.

To be more specific, we are identifying common
patterns of struggles faced by low-SES students in
higher education and how those same students at-
tempted to resolve their shortcomings. As opposed
to a close reading based approach which involves
subjective analysis of certain each narrative, our
whole approach is predicated on distant reading—-
gathering generalizable insights and patterns within
text in the most objective way possible. We use
Genims’ LDA model (Řehůřek and Sojka, 2010) to
extract generalizable topics within our corpus. We
then use Subject-Verb-Obejct (S-V-O) triples ex-
tracted by CoreNLP’s Open Information Extractor
(Manning et al., 2014) to provide the necessary con-
text behind the topic clusters identified by our LDA
model. For each narrative, our model produces a
set of S-V-O triples that reflect the challenges of
the student and solutions to them. These triples
are helpful for summarizing the content of the cor-
pus, for knowledge graph construction, in question
answering systems, and many other functions in ad-
dition to providing us with insightful information.

The paper is organized as follows. We start by
describing prior research (§2) on socioeconomic
status in relation to educational outcomes in order
to describe the motivation for our work. We then
describe our corpus (§3) and our methodology (§4)
for choosing specific data points. This is then fol-
lowed by our approach in topic modelling using
LDA and S-V-O relation extraction. We present the
results (§5) and make the limitations (§6) of our
work clear, which leads us to discussions of future
research. We conclude with our contributions (§7).

2 Related Work

In terms of educational outcomes in the realm of
post secondary education, the socioeconomic strata
into which an individual grew up has a direct cor-
relation with their final educational and career out-
comes (Jackson, 2018). Starting off, research has

revealed that prospective college students from low-
income families have restricted access to informa-
tion about college (Brown et al., 2016). This could
be information about financial aid, educational re-
sources, and vocational development. On top of
that, these same students are more likely to take
on higher student loan debts that surpass the of
national average (Houle, 2014). The aforemen-
tioned inequalities don’t even consider the neg-
ative impacts that lack of resources and support
have on the early literacy of these students (Buck-
ingham et al., 2013), their academic achievement
(Doerschuk et al., 2016), psychological outcomes
(McLaughlin and Sheridan, 2016), and career aspi-
rations (Diemer and Ali, 2009) of low-SES students
before they enroll in any higher educational institu-
tions. When they do enter these institutions, low-
SES students report a different sense of belonging
(Ahn and Davis, 2020), experience financial stress
that impedes their ability to succeed both academi-
cally and in social settings (Moore et al., 2021), and
attain dissimilar levels of education as compared
to their middle or high SES counterparts (Estep,
2016).

Previously mentioned research is also supple-
mented with multiple reports that address edu-
cational outcomes of low-SES students in post-
secondary education as a function of their social
class. One, for example, is College Board report
based on prospective student profiles and survey
data by Terenzini et al. (2001). It reports that
low-SES students are less likely to complete a four-
year degree once on an academic track, and are
less likely to pursue further education after a bach-
elors. They attribute this reason to a list of dis-
advantages that low-SES students must confront
when enrolling in higher education. Other work
has tackled educational outcomes and how they re-
late with class conditioned beliefs and social-class
stereotypes. Rheinschmidt and Mendoza-Denton
(2014) conduct 4 studies on students of diverse
socio-economic statuses, and they found evidence
that suggests that experimentally primed student
beliefs about personal characteristics such as in-
telligence, effort, and sense of accomplishment
predicted academic achievement in a college set-
ting as a function of class-based reaction sensitiv-
ity (Rheinschmidt and Mendoza-Denton, 2014).
Croizet and Claire 1998 extend the concept of
Steele’s stereotype threat, the risk of adhering to
negative stereotypes about one’s group (Steele and
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Aronson, 1995), to socio-economic backgrounds
as opposed to just racial and gender groups by the
manipulating the instructions of tests administered
to students of diverse SES in their study.

Some cross field research that combines the so-
cial science and Computer Science also address
the challenges and struggles that low-SES students
face in higher educational institutions such as uni-
versities and 4-year colleges. One body of work,
for example, addresses the challenges that under-
privileged students, such as those from low-SES,
face in integrating into post-secondary institutions
even with the higher levels of reported cultural
and socio-economic diversity in these institutions
(Álvarez-Rivadulla et al., 2022). It uses a mixed
method approach which involves an assortativity
coefficient and a mean degree constrained model to
test for preferential ties associated with attributes
within student groups and test if those ties were
related to the social class of students.

There is limited amount of prior work done on
low-SES students in a purely computational man-
ner. Those we manged to find relied on structured
data, such as surveys and questionnaires, for their
analysis. Lee et al. (2008) , for instance, utilized
a path based analysis model in order to investi-
gate the long-term academic progress of students
of low-SES. In this study, the ordinal variables ac-
quired from the National Educational Longitudinal
Study database were rescaled and linearized using
an optimal scaling procedure to then implement
a path analysis model. Another study, done by
Ball et al. (2019), applied Expectancy-Value The-
ory (EVT) on survey data from a predominantly
African American student district in southeastern
USA in order to investigate the negative attitudes
that students have toward STEM fields. Their ana-
lytical approach consisted of descriptive statistics
(to gain better contextual understanding of data),
confirmatory factor analysis (to confirm the inde-
pendent variables’ component structure within the
data), Ordinary Least Squares (OLS) regression
(to predict the potential of the EVT model and
emotional cost variables), and path analysis (to
understand the effects of the EVT constructs and
emotional cost variables). Another study by Titus
(2006) uses hierarchical generalized linear mod-
elling (HGLM) to analyze variables in national
survey data in order to understand the influence
of institutional spending and revenue on college
completion rates of low-SES students. To the best

of our knowledge, there is no prior work done on
low SES students in the field of NLP.

3 Data

As mentioned prior, we demonstrate our approach
on unstructured social media data from the internet
forum page Reddit 2. We were motivated to use
social media data for our preliminary work because
of two broad reasons: (1) the time and human re-
source constraints that we were working with, and
(2) the scarcity of computational research that used
unstructured data points. Since our topic entails the
collection of sensitive and private information from
students or alumni, either directly or indirectly, we
anticipated that surveys and interviews would be
time-consuming and challenging methods for gath-
ering data for our research. With such constraints in
mind, we decided to use Reddit as our preliminary
source of unstructured data narratives because its
users are able to express themselves in a relatively
unimpeded manner, and it provided narratives that
fit our qualifications best when compared to other
online-forums and social media sites. In addition,
the format of narratives we collected from Reddit
were written in prose; this is of high importance
to us since the approach we applied in our pre-
liminary study could, with slight modification and
improvement, be used for the next iteration of our
work.

In the process of data gathering on social me-
dia sites and online forums, our qualification for
a "good data point" were as follows:(1) the narra-
tives should have the experience of being from a
low-SES student and attending higher education
as a focus; (2) the narratives should be about the
struggles those students faced higher educational
institutions and/or how they overcome those strug-
gles, meaning no general commentary or advice;
and (3) the narratives should at least be a paragraph
long (150 words).

When looking for data, we found that Reddit
provided the most data points that fit our crite-
ria. Here are some Subreddits that we chose
to gather our data points from: r/AskReddit,
r/college, r/collegeadvice, r/science, r/psychology,
r/socialwork, and r/personalfinance. At this stage
of our research, we chose to manually search for
posts and comments using a list of manually cu-
rated keywords that was inspired by terms from our
related work section. Some keywords we used are:

2https://www.reddit.com/
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“can’t pay for school”, “imposter syndrome”, “col-
lege culture shock”, “struggled growing up”, “bro-
ken family”, and “first-gen in college”. We, how-
ever, came up with additional terms while search-
ing.

We collected 30 narratives written by low SES
students who discuss their monetary and familial
challenges. For instance, some students discuss
how they were raised without parental guidance,
in abusive homes, with drug addictions, and with-
out adequate financial support. They explain how
these circumstances had a negative impact on their
academic performance because they were forced
to turn to working night shifts or two jobs to make
ends meet, among other means of supporting their
education. We then filtered less relevant narratives
which didn’t adequately discuss the challenges
faced by these low-SES students. We believe the
narratives we chose represent the experiences of
low SES students because the students discuss how
low their household income is and how they were
attempting to improve their circumstances.

The final number of the stories ended up at 16,
and each one has an average of 15 sentences. We
updated the narratives by removing symbols and
personal identifying information (PII) before run-
ning our model on them. We decided not to dis-
close our data in order to maintain confidentiality
of the narrators. Besides, we are aware that making
our data public will make it difficult to secure the
narrators’ ability to edit or remove their narratives.

4 Approach

Our approach is based on this rationale: “If low
SES students documented their post secondary ed-
ucation experience in these narratives, then it is
safe to assume that they mentioned their struggles,
what factors contributed to those struggles, and
how those issues were resolved”. Based on this
rationale, we divided our approach into three parts,
LDA Topic modeling, S-V-O triple extraction, and
String Matching between the topic clusters and
triples. With Topic modeling, we were able to iden-
tify common struggles within the low SES student
community, factors such as poverty and lack of net-
working that contribute to such struggles, and solu-
tions suggested within these stories that worked to
alleviate these problems. S-V-O triples helped pro-
vide the necessary context behind the conclusions
made by the LDA model. The relevance of data
points between the S-V-O triples and topic clusters

produced by the LDA model were addressed by
string matching.

We first trained and optimized a Gensim LDA
Model on a pre-processed instance of the corpus
to obtain relevant topics with improved coherence
scores. Simultaneously, we used CoreNLP’s Open
Information Extractor to obtain S-V-O relation
triples from the raw texts of our corpus. Then,
we extracted the relevant S-V-O triples by string
matching between the topics and triples.

4.1 Topic Modelling

We divided our LDA model implementation into
three parts: (1) Pre-processing, (2) Topic Mod-
elling, and (3) Model Optimization and Tuning.

Pre-processing: Besides training and tuning our
model, we spent enough time on preparing the data
and optimizing our pre-processing techniques. We
emphasized on this step because our corpus was
sampled from an internet forum, and it therefore
contained more colloquialisms and contractions
than text sampled from a formal source. In addi-
tion, some of these preprocessing techniques help
remedy the lack of built-in lemmatization and di-
mensionality problems in our tf-idf algorithm. We
implemented the data pre-processing as follows.

• Tokenization and lemmatization: To
tokenize our initial corpus, we used
en_core_web_sm from spaCy (make bib
file for spaCy citation) to produce a doc
object with filtered parts of speech, remove
inflectional endings, and return the lemma of
words; we kept the nouns, adjectives, verbs,
and adverbs––the parser and name entity
recognizer were not used. We considered
Gensim’s simple_preprocess()3 to
discard tokens that are either too long or too
short, removed accent marks from all tokens,
and once again removed stop words and short
tokens after lemmatization was complete.

• N-gram implementation: For our imple-
mentation of N-grams we decided that Bi-
grams and Trigrams would be best based
on previous trails. The two aforementioned
N-grams were implemented using Genism’s
model.phrases.Phrases which we found to
work best on our data as opposed to manually
creating an N-gram function or using NLTK’s

3simple_preprocess parameters were set to deacc = True
and min_len = 3
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ngrams.4 We decided to set the parameters to
low values because larger values failed to ex-
tract important N-grams from our limited data
points. The N-gram implementation did not
work very well on our data. The corpus used
to train this model is a list of numerical bags
of words containing 869 items (words) with
their respective frequencies. Due to the highly
informal and verbose nature of the language
in our corpus, our demo algorithm prioritized
words that occurred quite frequently yet con-
tributed quite little to desired topics. There-
fore, we decided to use tf-idf as a weighting
factor in order to filter words in our corpus
based on their relevance.

• Tf-idf: Our tf-idf model is implemented us-
ing the Gensim tf-idf module. We modified
the input parameters for our data and experi-
mented with different “low values” to deter-
mine the best fit—other parameters were left
at default. We used the same bag-of-words we
considered for our demo model as a corpus
for our tf-idf model. Our tf-idf model checks
for words that occur with an ‘X’ threshold
(our low value); if a certain word within our
corpus occurs with a certain frequency that
lands it a tf-idf score below our low value
X, then the algorithm will assume that it is
so ubiquitous that it doesn’t provide much
value to our LDA model. The output from
tf-idf model is then a numerical list of bag
of words, which does not include words with
scores below our threshold and words with
zero scores. This output is then used to train
the LDA model. However, we are aware of
certain limitations of tf-idf in term weighing:
lack of built-in lemmatization and semantic
analysis, and inconsistent results when clas-
sifying non-uniform text.(Ramos et al., 2003;
Fan and Qin, 2018/05) This will be further dis-
cussed in our Limitations and Future Works
section.

LDA Modelling: We decided to choose Gen-
sim’s LDA model for topic modelling because it
did not require data labeling, which we did not have
the resources for, and it fits within our time con-
straints. The model was trained with parameters set

4model.phrases.Phrases’ parameters were set to min_count
= 2 (only for bigrams), threshold = 10 (for bigrams) and 2
(for trigrams). The rest were left at default.

Table 1: Some topics generated by our first LDA Model

Topic 1 Topic 2 Topic 5 Topic 7
lot feel work school

grow well job friend
also year school feel
poor school year make
well know graduate other

company most first connect
good push well never
career mom family work

industry only hard change
do student get tool

to num_topic = 10, chunksize = 2000, passes = 20,
iterations = 400, and eval_every = 0. Besides the
input parameters, the rest were either set to ‘auto’
or left at default.

Table 1 presents the top ten terms for four se-
lected topics after the model has been trained. For-
mally, the terms listed under the same topic in LDA
Modelling are quite similar, and we observe the
same trend in our model. For instance, Topic 1
seems to be about growing up poor and yearning
for a good career in some industry and Topic 7 is
about making connections with others at work and
school. When using topic coherence to evaluate the
semantic similarity between the top 10 words in
the topics, our model had a score of 0.44. We used
this score as a baseline for optimizing our model in
the section below.

Model Optimization and Tuning: We have de-
veloped two different models. Our first model only
used Gensim’s inbuilt version of the LDA algo-
rithm that uses Variational Bayes sampling method.
Although fast, Variational Bayes Sampling method
falls short in terms of precision, especially when
compared to the LDA Mallet’s Gibbs Sampling.
Initially, our goal was to replace our first LDA
model with the LDA Mallet model. However, we
decided against replacing our model for two tech-
nical reasons: (1)Third party wrappers in Genism,
which LDA Mallet was one of, were removed in the
Gensim 4.0 release, and we fear that rolling back to
older versions could introduce performance prob-
lems; and (2)The LDA Mallet model retains the
mallet path and prefix path of the exact system it
was trained on which makes it practically hard for
us to test the model on different a system that the
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model wasn’t initially trained on. 56

Instead of our initial optimization approach of re-
placing our Gensim LDA model with LDA Mallet,
we decided to tune the parameters to get better co-
herence scores. The two parameters we optimized
for were eval_every (for minimizing log per-
plexity), and num_topics (to improve coherence
scores while acquiring more subtopics).

Minimizing Perplexity: When minimizing the
perplexity score, we noticed that increasing the
parameter by just one factor, increased the train-
ing time by 2X and made it impractical to pursue.
However, we found that setting eval_every =
1 substantially improved the generalization perfor-
mance of the model (Blei et al., 2003). Therefore,
we decided that the value ‘1’ for eval_every
would be a good performance and output quality
compromise.

Optimal number of topics: To find the opti-
mal number of topics, we generated multiple LDA
models with varied number of topics ‘n’ and chose
the one with the highest coherence score to iden-
tify the ideal number of topics. This approach
was adopted from Prabhakaran’s article titled Topic
Modeling with Gensim (Python) (Prabhakaran,
2018). As in Prabhakaran’s approach, we used the
function compute_coherence_values that
trains multiple models and returns the models with
their respective coherence scores. Contrary to their
approach, we decided against using LDA Mallet
for the reasons mentioned above. We also modified
the parameters to match our previous model with
the modified eval_every value, and all other
parameters were left at default. 7

The number of topics ‘n’ marked at the peak of-
fers the best results, in our case this was 10 topics
with a coherence score of 0.47. Coincidentally, this
is the same number of topics we picked for our un-
optimized model by trial and error. As documented
by Prabhakaran, picking a higher ‘n’ value could
provide deeper insights with detailed subtopics, but
that wasn’t the case for us as the trend tends to drop
off as shown in the line graph above. We belive
this is because of the small number of data points
we used to train our model.

Comparing the topics generated by our topic-
5https://groups.google.com/g/gensim/c/

vVO0_t9jRUo/m/ZYFdq9_TBgAJ
6https://groups.google.com/g/gensim/c/

_VO4otCV6cU?pli=1
7compute_coherence_values parameters were set to start

= 2, limit = 40, step = 4, chunksize = 2000, passes = 20,
iterations = 400, and eval_every = 1

Figure 1: Coherence Score versus Number of Topics

number optimized model to our previous model,
the coherence score improved by 6.38%. The dif-
ference in coherence scores might not be as sub-
stantial, but the terms produced by each model
within a specific topic cluster are quite different:
not only in terms of shared words within a topic
cluster, but also in terms of how meaningful the
terms in the topic cluster were to our corpus. This
will be explored more in the results section.

4.2 S-V-O Triple Extraction

We used Stanford CoreNLP Open Information Ex-
traction tool to get S-V-O relation triples from each
narrative. Stanford CoreNLP has a tendency to
produce repetitive triples, therefore, we filtered the
triples using the SpaCy library (Honnibal et al.,
2020).

Triples extraction with CoreNLP: To get
the S-V-O triples from our data, we annotated
the content of the story line by line using the
client.annotate(line) function of Ope-
nIE. We then used the line[‘Subject’] +
line[‘Relation’] + line[‘Object’]
feature to get the triples of each sentence as a
string.

Triples filtering with SpaCy: To remove
the repetitive triples that we received from our
coreNLP model, we lemmatized the triples and
removed the stop words, and then compared pairs
of all the triples to check their similarity using the
Cosine similarity feature of SpaCy. If the similarity
score exceeds 0.8, the pair is added to a list of sim-
ilar pairs. Then we addressed the index of the first
triple in the pair and removed it. We repeated this
process using recursion until there are no duplicate
triples left.
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4.3 String Matching

Finding the triples that best capture the context of
the student’s difficulties and their solutions is our
ultimate objective, and finding the relevant topics
is the first step in accomplishing it. However, when
we examine the topics, we see that the majority of
them represent the contexts we are interested in.
We think this is as a result of the small size of our
corpus and the little number of topics produced.
Besides, the coherence score of the LDA model
is low, and therefore, all of the terms in a specific
topic are not much related to each other. So, if we
do not consider a specific topic, we increase the
chances of excluding related information. Thus, we
decided to consider all of the topics and compare
them with the triples extracted from the narratives.
We repeatedly went through each triple, looking
for any term that matched a topic on the list. If a
match is found, the triple is taken into account for
inclusion in the output list.

5 Results and Discussion

In order to evaluate our model, we first removed
the S-V-O triples that did not include any elements
related to low-SES, the issues that these students
face, or solutions to those issues. Then, we made
some inferences by comparing the triples we ob-
tained from our model with these filtered triples.
The detailed results are shown in Table 2 and a
sample output is shown in Table 3 generated by our
model from one of the narratives.

We showed the results of two different models,
one with a coherence score of 0.44 and the other
0.46. We expected to get better results from the
second model, but it turns out that our first model
outperformed the second. As our corpus contains
only 16 narratives, the generated triples from the
narratives are less in number. Therefore, with a
high coherence score, our model extracted gener-
alized topics which were not very helpful to filter
contextual triples from the narratives compared to
the first one. Additionally, we weren’t able to gen-
erate more useful topics without compromising the
relevance of topic clusters because of the small
number of data that our model was trained on.

If we look at Table 2, we see that in Model 1,
the matched triples are higher, more than 50% for
the most of the narratives. The highest matched
triples we found for narrative 6 which is 80% and
the lowest is for narrative 3 which is 37.5%. On
the other hand, the number of missed triples is also

lower for this model, lowest is 20% for narrative
6 and the highest if 62.5% for the narrative 7. Al-
though the number of missed triples is lower for
the first model when compared to the second, the
number of additional triples here are higher, 86 in
total for the 16 narratives. We notice that the first
model extracts more triples than the second one;
this is why we get more informative triples as well
as more additional triples than the other model.

Additionally, we notice that there are more
missed triples than matched triples in Model 2. The
lowest matched triples are for story 8, which had a
percentage of 20%. And the story with the highest
missed triples is story 8, with a percentage of 80%
missed triples. This model produces less additional
triples compared to the first model, which 77 in
total.

If we look at the sample output of our model in
Table 3, we see that our model successfully gen-
erated the triples that contain common struggles
of a student with low SES, for examples, having
an alcoholic mother, coming from a low income
family, and running out of money. Besides, some
triples provided information of how that student
improved his socio-economic status, for example,
saving money, working full time, and applying for
jobs.

6 Error Analysis and Future Work

Error analysis of the results found some issues and
limitations of within our methodology. These were
based on limitations of the tools and the quantity
of the data we utilized in our approach.

6.1 Data quality and quantity

We believe that the biggest constraint within our
present work is the quantity of narratives we used as
data points for our model. As mentioned in the (§3)
section, we found it difficult to manually search for
narratives that qualify as valid data points in our
research: we only had 16 data points to train our
models on. Many narratives we initially found were
either too short or strayed towards being informa-
tional posts instead of topically relevant narratives.
We believe the small quantity of data points con-
tributed negatively to the generalizability of our
LDA model.

Admittedly, all of our data hunting methods were
manual and were therefore subject to human biases,
were inefficient, and time consuming. We chose
to manually search Reddit instead of using a Web
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Model 1 Model 2
Narrative Matched Matched Missed Missed Addi- Matched Matched Missed Missed Addi-

Count % Count % tional Count % Count % tional

1 8 61.50 5 38.50 12 5 38.50 8 61.50 6
2 3 75.00 1 25.00 0 3 75.00 1 25.00 3
3 6 50.00 6 50.00 5 3 25.00 9 75.00 3
4 5 41.70 7 58.30 3 4 33.30 8 66.70 2
5 5 62.50 3 37.50 8 4 50.00 4 50.00 6
6 8 80.00 2 20.00 12 7 70.00 3 30.00 10
7 3 37.50 5 62.50 3 3 37.50 5 62.50 3
8 2 40.00 3 60.00 7 1 20.00 4 80.00 6
9 3 60.00 2 40.00 3 4 80.00 1 20.00 4
10 19 52.00 17 47.20 14 13 36.10 23 63.90 10
11 4 50.00 4 50.00 6 4 50.00 4 50.00 7
12 13 40.60 19 59.40 4 13 40.60 19 59.40 3
13 10 76.90 3 23.10 3 7 53.80 6 46.20 5
14 10 71.40 4 28.60 2 7 50.00 7 50.00 2
15 4 66.70 2 33.30 6 4 66.70 2 33.30 5
16 4 57.10 3 42.90 1 4 57.10 3 42.90 2

Average 6.7 57.7 5.4 42.3 5.6 5.4 49.0 6.7 51.0 4.8

Table 2: Performance of Model 1 and Model 2. ‘Matched’ denotes how many triples matched with the originally
annotated triples, ‘Missed’ denotes how many triples did not match with the originals, and ‘Additional’ denotes how
many triples are not present in the original annotated triples, but our model addressed them.

Sample output from Model 1
My mom struggling alcoholic
My mom was unable
My mom help out high school
residence halls was last minute option
I go to college
I come from low income family of substance abusers
it ’s headed my freshman year of college
me feel like I did not belong in school
I was working full time trying
My GPA was at time less than 2.3
I work to save
I work for year
my bachelor ran out money
I applied at_time past year with pandemic
my sober mom is in audience
I walking at_time time
you push through anything life

Table 3: The triples obtained from the first version of
our model

Scraping tools, such as Selenium 8 or Scrapy 9, for
two main reasons: (1) since narratives are unstruc-
tured in nature, we lacked data samples that we
could use as references for our filtering parameters
during web scraping; and (2) even with the use of
general keywords as filtering parameters, we don’t
have enough people on our team to go through
and check the qualifications and relevance of the

8https://www.selenium.dev/
9https://scrapy.org/

narratives presented to us by the scraping tool.
We now believe, however, that the results of our

primary work, after addressing some limitations in
our current approach, could provide us with sam-
ples or keywords that we could use to automate our
data collection methods. We also intend on using
the Pushshift Reddit API10 as a tool to search for
Reddit posts and comments, because it offers more
search and filter features as compared to Reddit’s
search bar. As mentioned before, a major reason
we did not automate our data collection process
was because of the problem of relevance, “How ap-
propriate are the narratives for our kind of work?”.
Sure, a web scraping bot could find posts and com-
ments with keywords that pertain to low-SES stu-
dents, but the posts and comments it finds might
not be as useful to us. To address this problem, we
propose using an LDA modelling as an additional
filtering layer that we could use for managing the
relevance problem.

6.2 Topic Modelling

6.2.1 Pre-Processing Limitations
To begin with, there are obvious limitations with
our preprocessing techniques that ought to be ad-
dressed, particularly with the tf-idf algorithm. The
most obvious constraint of tf-idf is that it does not
capture semantic relationships between words and
is also unable to check for co-occurence of words,

10https://github.com/pushshift/api
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given that it is based on a Bag of word model. To
improve the performance of our tf-idf model in
future iterations of our work, we plan to imple-
ment modified tf-idf weighing schemes used in text
classification such as Decision Trees, Rule-based
classifiers, Support Vector Machine (SVM) classi-
fiers and Neural Network Classifiers (Kumar et al.,
2015). Also, Dai’s work reveals the limitation of
a classic tf-idf approach when dealing with non-
uniform text. We attempt to address this in our
future work by using relative frequency algorithms
(Dai, 2018/05) and incorporating Naïve Byes for
improved class relationship classification (Fan and
Qin, 2018/05)(Qaiser and Ali, 2018).

We are also considering using Dynamic Word
Embeddings as a replacement for tf-idf as a weight-
ing algorithm. This will be dependent on the results
we get from modifying our current tf-idf model and
comparing it to how a language model such as
Google’s BERT (Bidirectional Encoder Represen-
tations from Transformers) will perform.

6.2.2 LDA Modelling
A key limitation of our LDA model is that it as-
sumes that no correlation exists between the words
and treats them as independent entities in a corpus.
In addition to this, LDA modelling lacks built-in
semantic analysis, which negatively affects the co-
herence score of our models. A good approach
to solve this problem would be to use knowledge
graphs such as Wikipedia 11 or ConceptNet 12 to
link correlated topics with each other. Synonym
relationships and name entity recognition could
also be helpful to encourage that similar words be
categorized in the same topic cluster.

An approach we are interested in implement-
ing was suggested by Xie et al. in their study
addressing the limitation of LDA models in de-
tecting word similarities. They attempt to over-
come this constraint by implementing a Markov
Random Field (MRF) regularized Latent Dirichlet
Allocation (LDA) model that incorporates word
correlations knowledge within a topic while still
providing flexibility for a word to be placed in
different topic clusters. Their work addresses the
topic relevance questions and importance questions
raised in research that attempt to tackle the same
word correlation problems of LDA.

Finally, we would also like to address the debate
between text classification vs LDA topic modelling

11https://www.wikipedia.org/
12https://conceptnet.io/

as a way to obtain insights from our corpus. In
essence, this is almost an argument between super-
vised versus unsupervised learning as our approach.
Without getting into the weeds of this debate, we
chose an unsupervised approach for the following
reason:

• Unsupervised learning is much less resource
intensive as compared to a supervised ap-
proach. Due to the lack of personnel on our
team to label each of the data points in the
corpus, a less resource intensive approach
in unsupervised learning seemed the most
appropriate—especially once we obtain more
data points to train our topic model.

6.3 S-V-O Triples

Although we filtered the repetitive triples generated
by Stanford CoreNLP, Stanford CoreNLP often
produces insignificant and less important triples.
We believe that using a better Open IE library can
result in better triples and better performance for
our model. And to expand the amount of mean-
ingful triples we get from our model, a possible
way would be to use a tool like WordNet (Fell-
baum et al., 1998) to get synonyms of the topics
we generated from our LDA model.

7 Contribution

This paper makes four contributions. First, we de-
velop a model that can generate relational triples
from narratives of the students with low SES;
which are important to get the insights of the life
experiences of the students, specifically their strug-
gles and strategies to overcome those struggles.
Second, we make a conclusion that we can employ
NLP tools and technologies to understand the un-
structured narratives of the students from low SES
background. Third, we make our code public to
the community. Finally, to the best of our knowl-
edge, there is no prior work done in NLP about low
SES students, our work will pave the way for other
possible NLP research in this area of study.
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Abstract

Social media has become an important informa-
tion source for crisis management and provides
quick access to ongoing developments and crit-
ical information. However, classification mod-
els suffer from event-related biases and highly
imbalanced label distributions which still poses
a challenging task. To address these challenges,
we propose a combination of entity-masked
language modeling and hierarchical multi-label
classification as a multi-task learning problem.
We evaluate our method on tweets from the
TREC-IS dataset and show an absolute perfor-
mance gain w.r.t. F1-score of up to 10% for
actionable information types. Moreover, we
found that entity-masking reduces the effect of
overfitting to in-domain events and enables im-
provements in cross-event generalization. Our
source code is publicly available on GitHub.1

1 Introduction

Messages on social media during disaster events
have become an important information source in
crisis management (Reuter et al., 2018). In contrast
to traditional sources (e.g., official news), social
media posts immediately provide details about de-
velopments, first-party observations, and affected
people in an ongoing emergency situation (Sakaki
et al., 2010). Having access to this information is
crucial for developing situational awareness and
supporting relief providers, government agencies,
and other official institutions (Kruspe et al., 2021).

One key challenge poses the information refine-
ment of high-volume social media streams which
requires automatic methods for reliable detection
of relevant content (Kaufhold, 2021). Most re-
cent work has focused on binary, multi-class, and
multi-label text classification techniques to clas-
sify posts into coarse (e.g., Relevant, Irrelevant) or
fine-grained (e.g., InfrastructureDamage, Missing-

1https://github.com/th-nuernberg/
crisis-tapt-hmc

Rapidly rising water overtook dams and forced
evacuation of 10,000 people in central Michigan
https://... 

Philippines rocked by 6.3-magnitude earthquake
sparking mass evacuations. https://...

MANDATORY EVACUATION IN ORDER! Please
head to Mac Island or Noralta Lodge. #ymmfire

Wildfire
2016

Earthquake
2019

Dam Failure 
2020

Entities:   Location    Hashtag    Number    Url 

Figure 1: Example tweets of several disasters over time,
annotated with entitites. The short posts are mostly
biased towards specific events.

People) categories composed of flattened or hierar-
chical structures (Alam et al., 2018b, 2021; Buntain
et al., 2021).

Another challenge in Natural Language Process-
ing (NLP) is the nature of data prevalent in social
media and microblogging platforms. For example,
most works in the crisis-related domain focus on
Twitter data (Kruspe et al., 2021) which inherits
properties such as short texts (280 characters limi-
tation per tweet), less contextual information, hash-
tags, and noise (e.g., misspellings, emojis) (Wieg-
mann et al., 2020; Zahera et al., 2021). According
to Sarmiento and Poblete (2021), different types
of disasters (e.g., flood, wildfire) can be identified
by only a few text-based features. However, event-
related biases and entities as shown in Figure 1
prevent models from generalizing to unseen disas-
ter events and therefore degrade w.r.t. detection
performance.

To circumvent this problem, approaches such
as adversarial training (Medina Maza et al., 2020),
domain adaptation (Alam et al., 2018a), and hier-
archical label embeddings (Miyazaki et al., 2019)
have been proposed but suffer from mixed event
types, assume unlabeled data or require semantic
label descriptions. Contrary to this work, we aim
to enhance the detection of rare actionable infor-
mation for unseen events by masking out entities,
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Train Test
Event Ids 1 - 52 53 - 75
# Events 51 21
# tweets 50,412 22,003
Upper classes
# Report (14) 30,389 16,059
# Other (5) 32,105 10,709
# CallToAction (3) 1,458 389
# Request (3) 683 144

Table 1: Overview of the dataset split; the values within
the brackets of the upper classes corresponds to the
number of unique low-level information types.

applying adaptive pre-training, and incorporating
the hierarchical structure of labels.

Contributions Our main contributions are as fol-
lows: (1) We introduce an adaptive pre-training
strategy based on entity-masking. (2) We incorpo-
rate the hierarchical structure of labels as multi-task
learning (MTL) problem. (3) We empirically show
that our approach improves generalization to new
events and increases detection performance for ac-
tionable information types.

2 Related Work

Crisis Tweet Classification Besides conven-
tional detection approaches such as filtering (Ku-
mar et al., 2011) or crowdsourcing (Poblet et al.,
2014), machine learning has received much atten-
tion in this area. Researchers experimented with
several methods such as Naive Bayes, Support Vec-
tor Machines, and Decision Trees either with term-
frequency features (Habdank et al., 2017) or static
embeddings (Kejriwal and Zhou, 2019). More re-
cently, the combination of Word2Vec (Mikolov
et al., 2013) with Convolutional and Recurrent Neu-
ral Networks achieved remarkable improvement in
this field (Kersten et al., 2019; Snyder et al., 2019).
Due to the success of Transformers (Vaswani et al.,
2017) and the follow-up language models (Devlin
et al., 2019), most works have been built upon this
and outperformed previous approaches (Alam et al.,
2021; Wang et al., 2021).

Adaptive Pre-Training Transfer learning with
language models essentially contributes to state-
of-the-art results in a variety of NLP tasks (De-
vlin et al., 2019; Liu et al., 2019; Clark et al.,
2020). Typically, such language models follow the
three training steps (Howard and Ruder, 2018; Ben-

David et al., 2020): (1) Pre-training on massive
corpora; (2) Optional pre-training on task-specific
data; (3) Supervised fine-tuning on target tasks.
However, the second step is often neglected due
to computational constraints whereby adaptive pre-
training has shown to be effective (Howard and
Ruder, 2018). Hence, Gururangan et al. (2020) in-
troduced domain-adaptive pre-training (DAPT) and
task-adaptive pre-training (TAPT) which cover con-
tinual pre-training on corpora tailored for a specific
task. Moreover, strategies such as adding special
tokens for tweets (Nguyen et al., 2020; Wiegmann
et al., 2020) or additional masked language mod-
eling (MLM) approaches (Ben-David et al., 2020)
have been proven beneficial.

Hierarchical Multi-Label Classification Hier-
archical multi-label classification (HMC) covers
local and global approaches and the combination
of both worlds (Wehrmann et al., 2018). A popular
categorization of local methods is the subdivision
into local classifier per parent node (LCPN) (Du-
mais and Chen, 2000), local classifier per node
(LCN) (Banerjee et al., 2019), and local classifier
per level (LCL) (Wehrmann et al., 2018). Hybrid
approaches integrate the global part as a particular
constraint such as hierarchical softmax (Brinkmann
and Bizer, 2021) or combine multiple local and
global prediction heads (Wehrmann et al., 2018).
Recent work in information type classification in-
troduced label embeddings which utilize the hier-
archical structure (Miyazaki et al., 2019). Finally,
the classification can also be viewed as MTL by
combining certain loss functions (Yu et al., 2021;
Wang et al., 2021).

3 TREC-IS

In this work, we mainly focus on the dataset of
the shared-task TREC-IS, which represents a col-
lection of annotated crisis-related tweets (Buntain
et al., 2021). Each tweet belongs to a disaster event
and is annotated with high-level information types
which are derived from an ontology composed of hi-
erarchical stages. However, information type labels
are only shipped as a two-level hierarchy with four
upper classes LT and 25 lower classes LB . Thus,
both hierarchy levels represent a multi-label classi-
fication task. Following the TREC-IS track design,
we split the dataset into train and test events which
corresponds to the TREC-IS 2020B task. This split
poses a challenging setup due to the requirement of
cross-event generalization (Wiegmann et al., 2020).
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Transformer Encoder

manufacturer[NUM] people killed in explosion at [LOC]

manufacturer2 people killed in explosion at Houston

NER

[MASK][CLS] T1 T5 [MASK] TN...

EMASKECLS E1 E5 EMASK EN...

FCMLM FCMLM [LOC][NUM]

(a) Entity-masked language modeling

ECLS

Pooler Pooler Pooler

PoolerLT

LB

LT

LB-1 LB-4...

LCL LCPN HMCNlocal

LB LT

ECLS ECLS

+

Pooler

Pooler

HMCNglobal

LB

LT

ECLS

+

+

LG

+

(b) Multi-task classification heads

Figure 2: Illustration of the concepts E-MLM with named entity recognition (NER) and MTL. FCMLM represents
the prediction head for MLM. The classification heads will be placed on top of the pre-trained encoder. The building
blocks Pooler, LT , LB and LG are fully connected layers and use the CLS token as sentence embedding.

Table 1 gives an overview of each split; obviously,
the information type distribution is highly imbal-
anced. For example, information types with low
criticality such as MultimediaShare (31.7%) and
News (25.4%) are prevalent. In contrast, the highly
critical information types MovePeople (0.9%) and
SearchAndRescue (0.4%) occur only rarely (Mc-
Creadie et al., 2019).2

4 Method

As depicted in Figure 2 our approach combines
the two concepts entity-masked language modeling
(E-MLM) and MTL. In the following, we briefly
describe our method as a combination of those two.

4.1 Entity-Masked Language Modeling
Based on adaptive pre-training, we extend on
masked language modeling of a transformer en-
coder pre-trained on a large corpus such as BERT
(Devlin et al., 2019). Here, the mitigation of event-
related biases is facilitated by replacing entities –
which are prone to be event-specific – with spe-
cial tokens (see Figure 2a). This way we intend
to capture disaster-related language patterns inde-
pendently of the concrete entities. Following Ben-
David et al. (2020), we further introduce a masking
probability α tailored to entities in addition to the
standard word masking with probability β. That
is, with a typically higher probability α we select
random entity-tokens such as locations and lower
probability β random standard subword-tokens. Fi-
nally, these selected tokens will be replaced by

2We provide an overview of the labels with some example
posts in Appendix A.

[MASK], random tokens or the unchanged tokens
in order to learn the linguistic patterns related to
those entities. For the rest of this paper, we rely on
the pre-trained BERTBASE as the encoder model
and the corresponding default MLM setup for pre-
training ([MASK] with 80%, random tokens with
10%, and unchanged tokens with 10%).

4.2 Multi-Task Learning
The next step represents the fine-tuning of a classifi-
cation head. We implement four basic hierarchical
multi-label classification approaches as shown in
Figure 2b. The LCL classification head jointly
trains a flattened classification layer for each of
the two hierarchy levels. In contrast, the LCPN
model consists of a classification layer for each
parent node. The hierarchical multi-label classifica-
tion network (HMCN) is adapted from Wehrmann
et al. (2018) and introduces a pooling layer on
top of the preceding pooling layer. We experi-
ment with a local and a global variant, whereas
the global one additionally consists of a global
classification layer. All pooling and classifica-
tion layers are composed of a single feed-forward
layer with tanh and sigmoid as activation func-
tions, respectively. Finally, we minimize the binary
cross-entropy LMTL = λLLT

+ (1 − λ)LLB
as

a weighted loss function whereby LLT
represents

the upper classes and LLB
the lower classes loss.

5 Experiments

5.1 Evaluation Metric
We follow the TREC-IS evaluation scheme: macro-
averaged F1-score across information types for the
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Model LT LB AIT
Single-Task
TF-IDF+LR 0.657 0.499 0.462
BERTBASE 0.717 0.531 0.513
BERTMLM 0.714 0.551 0.546
BERTE−MLM 0.701 0.481 0.444

Table 2: Overall results on the development set.

two hierarchy levels in addition to the actionable
information types (AIT) (McCreadie et al., 2019).
The latter include rare information types with high
priority consisting of: MovePeople, EmergingTh-
reats, NewSubEvent, ServiceAvailable, GoodsSer-
vices, and SearchAndRescue.

5.2 Named Entity Recognition

As event-specific entities, we use the special to-
kens hashtag, url, person, location, organization,
event, address, phone number, date, and number.
All entities except the tokens hashtag and url are
extracted with the Natural Language API of the
Google Cloud Platform.3 We manually annotated
300 tweets and calculated a strict F1-score (Segura-
Bedmar et al., 2013) of 0.692 which represents a
reasonable good result for tweets.

5.3 Baseline and Hyper-Parameters

As baseline, we use TF-IDF with Logistic Regres-
sion (TF-IDF+LR) and BERTBASE with a single-
task classification head. Furthermore, we apply
the standard MLM of BERT in contrast to E-MLM
in order to validate the effect of masking entities.
Lastly, we train the MTL model (MTLprio) from
Wang et al. (2021) which combines lower classes
as classification and priority scores as regression
task. We choose the best hyper-parameters for each
model based on a stratified split with a ratio of
90% for train and 10% for development data, re-
spectively. In terms of hyper-parameters, we set
α = 0.5 and β = 0.1 for E-MLM; other param-
eters were set according to other work, including
learning rate of 5e−5, batch size of 32, and λ = 0.1
for fine-tuning. The detailed hyper-parameter se-
lection process is shown in Appendix B.

5.4 Results

In the following, we report the performance for
the upper classes LT , lower classes LB , and AIT.
However, for our evaluation we do not focus on

3We extracted the entities on 29 March 2022.

Model LT LB AIT
MTL∗

prio - 0.278 0.279
Single-Task
TF-IDF+LR 0.460 0.201 0.168
BERTBASE 0.553 0.269 0.236
BERTMLM 0.524 0.245 0.229
BERTE−MLM 0.553 0.307 0.306
Multi-Task
LCL 0.548 0.314 0.309
LCPN 0.548 0.305 0.307
HMCNglobal 0.546 0.310 0.320
HMCNlocal 0.558 0.312 0.335

Table 3: Overall results of information type classifica-
tion; bold and underlined values indicate the best and
second-best results, respectively. ∗We fine-tuned the
approach of Wang et al. (2021) with BERTBASE and
without ensembling.
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Figure 3: Absolute performance differences w.r.t. F1-
score between the single-task and HMCNlocal model.

LT since the experiments did not show large differ-
ences across all BERT models. The MTL models
are only reported with BERTE−MLM .

E-MLM Table 3 displays the results of all single-
task and MTL runs. For E-MLM, we observe an
absolute performance gain w.r.t. F1-score for both
LB and AIT by up to 4% and 7%, respectively. To
validate the event-generalization effect, we addi-
tionally analyzed the development set, as a proxy
to estimate the in-domain event performance as
shown in Table 2. Contrary to the test set, standard
MLM increases the absolute LB performance by
2% whereas the E-MLM approach drops by 5%
which is a confirmation of our assumption about
event-related overfitting.

Multi-Task Learning In terms of MTL, the
HMCNlocal model achieved the best results for
AIT. Overall the MTL classification outperforms
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Figure 4: Comparison across event types w.r.t. F1-score
between the BERTBASE and HMCNlocal model. We
plot the mean and standard deviation for multiple events
within a event type.

the single-task models for actionable categories and
in addition the LB classes except for LCPN. We
assume that the LT classification objective implic-
itly clusters the internal representation w.r.t. the
high-level information types and therefore miti-
gates overfitting towards the major classes. As de-
picted in Figure 3, the HMCNlocal model improves
the detection of rare actionable information types
over the single-task model while at the same time
decreasing the performance on the category with
the most information types. This can be caused
by the ambiguous label definitions and semantic
similarities with other information types (Mehrotra
et al., 2022).

5.5 Analysis of Events

In Figure 4 we illustrate the model performance
for LB across different event types. For multiple
events, we report the mean and standard deviation,
respectively. We observe an increase in perfor-
mance for the event types covid, shooting, typhoon,
storm, tornado, and flood and a small decrease for
the event types fire, hostage, and explosion. As
shown by the variance for multiple events, the per-
formance highly differs across specific events. Sur-
prisingly, the event type covid achieved the worst
performance for both models despite the existence
of three covid events within the train data. These
results indicate that even regional differences about
the same global event predominantly affect the gen-
eralization performance across events.

Method LT LB AIT
HMCNlocal 0.558 0.312 0.335
- Hierarchy 0.548 0.314 0.309

- Multi-Task 0.553 0.307 0.306
- MLM 0.529 0.276 0.242

- Entities 0.553 0.269 0.236

Table 4: Overall results of the ablation study.

5.6 Ablation Study
As ablation study we removed several proposed
components to assess the performance impact of
our model. Thereby, the component entities rep-
resents the additional special tokens and replace-
ment within the input text. As shown in Table 4,
we started with the HMCNlocal model and demon-
strate that entities, MLM and MTL contribute to an
increase w.r.t. F1-score for both LB and AIT. The
results indicate that the variant which removes the
hierarchical component only degrades the perfor-
mance for the low-resource actionable information
types. Removing the E-MLM mechanism degrades
the model’s performance most in our experiments.

6 Conclusion and Future Work

In this work, we identified shortcomings in the field
of crisis tweet classification for unseen events. For
the TREC-IS data, we found contrasting effects
in terms of pre-training and observed an absolute
improvement of up to 3% w.r.t. F1-score for action-
able information types by incorporating the hier-
archical structure. Furthermore, we confirmed the
effectiveness of our method based on the shared-
task TREC-IS. Future work includes pre-training
on a larger corpus, the mitigation of the trade-off
between major and minor classes performances,
and to analyse the influence of label semantics.

Ethical and Societal Implications

Open Source Intelligence (OSINT) has become a
significant role for various authorities and NGOs
for advancing struggles in global health, human
rights, and crisis management (Bernard et al., 2018;
Evangelista et al., 2021; Kaufhold, 2021). Follow-
ing the view of OSINT as a tool, our work pursues
the goal to support relief providers, government
agencies, and other disaster-response stakeholders
during ongoing and evolving crisis events.

We argue that NLP for disaster response can
have a positive impact on comprehensive situa-
tional awareness and in decision-making processes
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such as coordination of particular services or phys-
ical goods. In the context of this work, positive
impact means to supplement traditional informa-
tion sources with social media streams that enable
faster access to ongoing developments, first-party
observations, and more fine-grained information
content. For example, NLP for social media can en-
rich the information with the public as co-producers
which may reveal critical subevents like missed or
trapped people (Li et al., 2018). Retrieving this
kind of information could positively affect disas-
ter management strategies and relief efforts during
natural and human-made disasters.

In contrast, relying on social media as an infor-
mation source runs the risk of introducing mis- and
disinformation. This can cause adverse effects on
relief efforts and requires tailored strategies and
particular care before the deployment of such mod-
els. Furthermore, data privacy issues may arise due
to the inherited properties of social media data. Var-
ious anonymization processes should be taken into
account for identifying and neutralizing sensitive
references (Medlock, 2006). In this work, the use
of entity tokens as categorization can be seen as
one kind of anonymization procedure. However,
model training with such entities could be task-
specific and prone to error propagation by named
entity recognition systems.
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corresponding labels were assigned. Table 6 dis-
plays example tweets for various events with the
corresponding labels from the TREC-IS dataset.

B Hyper-Parameters

The search space for TF-IDF+LR included ngram-
range, max features and regularization strength.
In terms of BERT fine-tuning, we manually ex-
perimented with the same parameters as in Wang
et al. (2021) and selected in line with this work
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et al. (2020). Similar to Ben-David et al. (2020),
we experimented with the MLM probabilities α ∈
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form best. This is in line with Ben-David et al.
(2020) which empirically show good results. For
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library.
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Id Upper Class (LT ) Lower Class (LB) Actionable (AIT) # tweets
RQ 01 Request GoodsServices ✓ 194
RQ 02 Request InformationWanted 395
RQ 03 Request SearchAndRescue ✓ 274
CTA 01 CallToAction Donations 986
CTA 02 CallToAction MovePeople ✓ 679
CTA 03 CallToAction Volunteer 242
O 01 Other Advice 3,277
O 02 Other ContextualInformation 4,583
O 03 Other Discussion 5,303
O 04 Other Irrelevant 23,053
O 05 Other Sentiment 11,101
RP 01 Report CleanUp 493
RP 02 Report EmergingThreats ✓ 6,930
RP 03 Report Factoid 10,224
RP 04 Report NewSubEvent ✓ 2,806
RP 05 Report FirstPartyObservation 5,290
RP 06 Report Hashtags 15,787
RP 07 Report Location 23,676
RP 08 Report MultimediaShare 22,976
RP 09 Report News 18,374
RP 10 Report Official 2,836
RP 11 Report OriginalEvent 4,148
RP 12 Report ServiceAvailable ✓ 2,184
RP 13 Report ThirdPartyObservation 17,223
RP 14 Report Weather 7,655

Table 5: Information types and hierarchical structure of labels.

Event Labels Tweet
Wildfire Colorado 2012 Irrelevant From the train, showing the smoke filled

sky from the #Lithgow #nswfires
Bushfire Australia 2013 ThirdPartyObservation,

Factoid, Advice
FIRE UPDATE: Families told to be ready
to run as a massive 300km wall of fire
sweeps through Blue Mtns. #nswfires

Earthquake Chile 2014 News New this morning: At least 6 people are
dead after the massive M8.2 quake in
#Chile

Explosion Beirut 2020 Location, Factoid, Origi-
nalEvent, ContextualInfor-
mation

At least 25 dead and more than 2,500 in-
jured as a result of the Beirut Port ex-
plosion according to the Lebanese Health
Ministry

Flood Colorado 2013 Factoid 5 people confirmed dead in Colorado
flooding, and 1,254 people unaccounted
for statewide, official says

Hurricane Florence 2018 Weather, Location, Hash-
tags

We have 2.5 inches here 2.6 miles north-
west of Downtown awake Forest. #Flo-
renceHurricane2018

Table 6: Example tweets and labels for different events.
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Abstract
Creating classifiers of disinformation is time-
consuming, expensive, and requires vast effort
from experts spanning different fields. Even
when these efforts succeed, their roll-out to pub-
licly available applications stagnates. While
these models struggle to find their consumer-
accessible use, disinformation behavior online
evolves at a pressing speed. The hoaxes get
shared in various abbreviations on social net-
works, often in user-restricted areas, making
external monitoring and intervention virtually
impossible. To re-purpose existing NLP meth-
ods for the new paradigm of sharing misin-
formation, we propose leveraging information
about given texts’ originating news sources to
proxy the respective text’s trustworthiness. We
first present a methodology for determining the
sources’ overall credibility. We demonstrate
our pipeline construction in a specific language
and introduce CNSC: a novel dataset for Czech
articles’ news source and source credibility
classification. We constitute initial benchmarks
on multiple architectures. Lastly, we create
in-the-wild wrapper applications of the trained
models: a chatbot, a browser extension, and a
standalone web application.

1 Introduction

With the never-ending growth of the internet user
base and its impact on our day-to-day lives, a sig-
nificant portion of our work and leisure nowadays
happens online. For many internet users, a substan-
tial part of their time online, if not most, takes place
on social media platforms (Paliszkiewicz et al.,
2017; Riehm et al., 2019). Herein, most are con-
stantly exposed to the information overload phe-
nomenon. This means that the users are met with
an unprecedented mass of posts, articles, images,
and comments, which makes orienting within this
space strenuous. Constantly verifying truthfulness
of each presented information becomes virtually
incompatible with the quick scrolling through time-
lines of new posts.

At the same time, the assessment of online me-
dia’s trustworthiness is becoming more critical than
ever. We could already see disinformation (i.e., de-
liberately constructed false information with the
intention of someone’s manipulation) being em-
ployed during critical social events, such as but not
limited to elections, refugee crises, and controver-
sial trials.

As a result, we observed an immense interest
in methods that could automatically assess vari-
ous aspects of credibility online in the literature
throughout recent years. These include stance de-
tection, automated fact-checking, or specific disin-
formation detection (also referred to as fake news
detection). Tasks analyzing constituent attributes
of disinformation, such as hate speech, stereotyp-
ization, or logical fallacy detection, have also been
studied. Research in this field is not only restrained
to text analysis: studies of visual disinformation
detection, namely deepfake classification, are also
often visited.

Despite being around for years, the rollout
of such methods to real-world applications stag-
nates (Nicas, 2020; Achimescu and Chachev,
2020). Moreover, as disinformation gets scruti-
nized by extensive public interest and threatened by
improved education about the problem, it evolves
rapidly, making itself harder to spot and moni-
tor. Many hoax campaigns have moved to access-
restricted parts of the internet, such as closed Face-
book groups, Telegram channels, and e-mail, mak-
ing external monitoring and tailored debunking
campaigns virtually impossible. Consequently, de-
signing new tasks for machine learning models to
combat these phenomena is challenging, as the rel-
evant input and desired predictions become less
definite. In the Czech Republic, for instance, many
hoax websites started sharing augmented versions
of their articles on these exact channels.

We thus set out to investigate whether existing
tools and data resources from the domain of Nat-
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(a) per individual news sources (b) per news source labels

Figure 1: Statistics of the article counts in the CSNS dataset. In Subfigure (a), the individual news sources are
highlighted with the colors of their respective trustworthiness label.

ural language processing could be modified into
generic tools, which would help assess the trust-
worthiness of various texts online. We chose the
field of Czech media space as our proof-of-concept
field. The problem framing seemed ambiguous at
first – we wanted to analyze whether a given news
text observed on social networks, blogs, or general
websites seems trustworthy or not. We know that
many of the subjected texts will likely be abbre-
viations of standard news articles, but the model
should be resilient to arbitrary texts, too.

As we show in the review of related work, we
later realized that many existing fake news classi-
fiers’ methodologies use only a single news source
per class as their training reference. Such mod-
els are, hence, trained to classify originating news
sources. While this may seem like a design flaw or
a result of minimizing annotation complexity, we
use it to our advantage. By training classifiers of
a given article’s originating source, we can utilize
the trustworthiness associated with that medium’s
brand as a proxy for the reliability of the analyzed
text. This way, eventual users interacting with the
models’ predictions will be able to use their exist-
ing experience and quickly recall their trust for the
respective medium.

Additionally, we hypothesize that when the users
are exposed to familiar labeling (in the form of
likely originating news sources), getting accus-
tomed to the application’s framework and termi-
nology may become more effortless than learning
a completely new assessment system. We believe
that internet users could benefit from accessing

these models’ predictions in-the-wild and thus as-
sess their possible wrapper applications. We de-
velop a chatbot, a browser extension, and a stan-
dalone web application.

To demonstrate the feasibility of this in-the-wild
application of disinformation classifiers, we fol-
low the process of developing such a tool from
scratch. All of the artifacts produced in our study
are open-source so that entities wishing to create
similar projects can reproduce our results for their
regional context effortlessly. Our contributions can
be summarized as follows:

• We collect a novel Czech news article dataset
with more than 22, 000 articles from 9 sources,
along with a methodology for their credibility
categorization.

• We fine-tune multiple language models for
the restated tasks of news source classifica-
tion and source credibility label classification,
whose results are reported in Section 4.1.

• We create three example in-the-wild wrappers
(applications) of the newly trained models: a
Messenger chatbot, a browser extension, and
a standalone web application.

• We open-source the dataset, the training
code, model weights, and code for all three
wrapper applications under the Creative Com-
mons CC BY-NC 4.0 license 1 at https:

1https://creativecommons.org/licenses/
by-nc/4.0/
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//github.com/matyasbohacek/
misinfo-detection-wild-emnlp22.

2 Related work

In this section, we review other works which pre-
sented datasets for the task of disinformation clas-
sification. For a survey of the disinformation clas-
sification or automated-fact checking methods as
such, we refer the reader to Oshikawa et al. (2020)
and Guo et al. (2022) respectively. Apart from
classification methods that use articles’ full text
at the input, numerous works have studied utiliz-
ing granular manipulative techniques (Zhang et al.,
2018) or associated metadata instead (e.g., authors,
hyperlinks) (Sitaula et al., 2020).

Most of the disinformation classification datasets
in the public domain have emerged after
2017 (D’Ulizia et al., 2021). The most promi-
nent and intensively studied ones have become
the LIAR, FEVER, r/Fakeddit, and FakeNewsNet
datasets.

Wang (2017) have proposed the LIAR dataset
consisting of shorter excerpts of political speeches
and quotes across six trustworthiness classes. The
dataset includes over 10, 000 instances in total.
Similarly, Shu et al. (2020) have introduced the Fak-
eNewsNet, which holds over 20, 000 instances and
distinguishes two basal classes (fake or real). These
texts are primarily political quotes and speech ex-
cerpts, too.

Next, Thorne et al. (2018) have presented the
FEVER dataset, which includes nearly 200, 000
instances of concise texts with respective links to
Wikipedia. The annotations include whether the
statements dispute or not, and thus this dataset has
a larger basis in the task of stance detection. Lastly,
we mention the r/Fakeddit dataset by Nakamura
et al. (2020), which contains Reddit posts automati-
cally annotated with a trustworthiness label derived
from the overall credibility of the originating sub-
reddit.

We also wish to highlight that many recent works
focus on languages other than English. Resources
for disinformation detection have been introduced
for Arabic (Khalil et al., 2022; Bsoul et al., 2022),
Danish (Derczynski et al., 2019), French (Meddeb
et al., 2022), and others. For a detailed survey of
other datasets with less traction in the literature, we
refer the reader to D’Ulizia et al. (2021).

While the listed datasets are usually referred to
as the best training and evaluation resources for

disinformation (or fake news) classification, none
actually hold news articles’ data. In fact, most
contain just shorter texts or excerpts. Moreover,
all of these infer the individual items’ class based
on the overall source credibility while providing
little or no methodology that would support their
approach in terms of media sciences.

3 CNSC Dataset

Herein we present the Czech news source classi-
fication dataset (CNSC). In the latter subsections,
we review the technical details of the data acquisi-
tion, the methodology for news source credibility
categorization, and lastly, present statistics of the
data.

3.1 Technical details

We have selected 9 Czech news domains for the
collection of our dataset. To first obtain URLs of
sites with individual articles from those domains,
we used the Commoncrawl API 2. We specified
for the API to include only articles discovered be-
tween January 2019 and September 2021. Once
these were obtained, we manually reviewed a ran-
dom set of the data to find any undesired data points
that also inhabit the respective domains (such as
discussion forums or pages about the authors) and
set up general flags to filter for these. We then
scraped structured data of these articles using the
Newsplease library (Fhamborg). After looking at
the lengths of the texts, we noticed outliers that had
as many as 25, 000 characters in length. These of-
ten included articles, for which the scraping library
incorrectly yielded user discussions as parts of the
text. We hence filtered any articles that would have
more than 10, 000 characters.

This process resulted in a dataset of 22, 001 arti-
cles with the following textual attributes for each
article item: title, text, URL, source name, author,
and metadata description.

3.2 Methodology

To provide additional information about the news
sources contained in the dataset, we created a
methodology for their overall credibility catego-
rization. Note that one cannot straightforwardly
derive the truthfulness of all articles from any given
source solely by the respective credibility class. It

2Commoncrawl library, https://commoncrawl.
org/
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Source Source label CNSC article examples

ČT24 Credible

(Original Czech version:)

Title: Přibývá žen s rakovinou plic. Hlavní příčinou jsou cigarety
Text: „Nejvýznamnějším rizikovým faktorem bezpochyby je aktivní kouření, které

podle střízlivých odhadů je odpovědné za 30 až 40 procent všech úmrtí na rakovinu.

V případě rakoviny plic je podíl na vzniku onemocnění dokonce až

devadesátiprocentní,“ upozornil primář kliniky pneumologie nemocnice Na Bulovce

Norbert Pauk. . . .

(Translated into English:)

Title: More women are getting lung cancer, cigarettes being the main
cause
Text: "The most significant risk factor is undoubtedly active smoking, which is

responsible for 30 to 40 per cent of all cancer deaths, according to sober estimates. In

the case of lung cancer, the contribution to the disease is as high as 90 per cent," said

Norbert Pauk, head of the pneumology clinic at Na Bulovce Hospital. ...

Blesk Tabloid

(Original Czech version:)

Title: Kadeřávková o návratu do Ulice: Takovou smršt’ nelidskosti
nečekala!
Text: Vážné zdravotní problémy donutily herečku Annu Kadeřávkovou (21), aby

zpomalila a některé věci ve svém životě přehodnotila. Dokonce i svůj konec v

nekonečném seriálu Ulice. Do něj se ted’ vrací po dlouhých dvou letech. Jak svůj krok

vysvětlila fanouškům? Když se minulý týden objevila zpráva, že v Ulici budeme moci

opět přivítat Rozinu v podání Kadeřávkové, strhla se na herečku lavina různorodých

reakcí. (. . . ) HALÓ! . . .

(Translated into English:)

Title: Kadeřávková on her return to Ulice: She didn’t expect such a
storm of inhumanity!
Text: Serious health problems forced actress Anna Kadeřávková (21) to slow down

and rethink some things in her life. Even her ending in the endless series Ulice. She is

now returning to it after two long years. How did she explain her move to her fans?

When the news broke last week that we will be able to see Rozina again in Ulica,

played by Kadeřávková, an avalanche of different reactions came to the actress.

Zvědavec Disinformative

(Original Czech version:)

Title: Kdo ovládá Ameriku? III.
Text: Dva ze čtyřech největších mediálních konglomerátů (Disney a Viacom) jsou v

židovských rukou. Židovští manažeři řídí mediální podnik NBC Universal. Židé tvoří

velké procento na vedoucích postech v Time Warner. Je nepravděpodobné, že by tak

velká míra židovského vlivu v této oblasti nastala bez cílené, záměrné snahy ze

židovské strany. . . .

(Translated into English:)

Title: Who controls America? III.
Text: Two of the four largest media conglomerates (Disney and Viacom) are in Jewish

hands. Jewish executives run NBC Universal’s media business. Jews make up a large

percentage of the top positions at Time Warner. It is unlikely that such a large degree

of Jewish influence in this area would occur without a focused, deliberate effort on the

Jewish side. ...

Table 1: Example items (articles) from the CNSC dataset spanning all three credibility source labels, which were
assigned according to our methodology (described in Subsection 3.2).

82



Model Architecture Classification task F-1 score Precision Recall
Czert BERT

NSC (source)
0.94 0.95 0.94

Small-E-Czech ELECTRA 0.87 0.88 0.86
RobeCzech ROBERTA 0.95 0.96 0.95
Czert BERT

SCLC (source label)
0.96 0.97 0.96

Small-E-Czech ELECTRA 0.93 0.94 0.93
RobeCzech ROBERTA 0.97 0.97 0.97

Table 2: Top-1 macro F-1 score, precision, and recall of the individual fine-tuned models on the NSC and SCLC
tasks, as further described in Subsection 4.2.

should serve as a general, indicative flag of the pre-
vailing trend and with which level of caution the
author should read its articles.

For most languages and regions, open-source
studies on the state of credibility of the individual
media houses, newspapers, and news sites are avail-
able. These are often published by journalism ac-
tivists, social scientists, and other involved figures.
As one of the primary motivations of this work
is to make the process less financially and organi-
zationally demanding, we propose to re-use one
of these works. When choosing the determinative
one, we suggest preferring those of more diverse
stakeholders and authors and whose methodology
quantifies the overall assessments. This way, di-
viding individual credibility groups (labels) will be
more exact.

We built upon the metrics and rankings of the
Czech Endowment Fund for Independent Journal-
ism (EFIJ) 3, but reduced the complexity of their
final scale. The authors study various parameters of
each source on a sample counting 100 of its articles
and score them with detailed grades to maximize
the objectiveness of the study. The parameters de-
termining the source rating include:

• Publication attributes: Presence of authors
by each article, transparent structure, and po-
tential ownership conflicts (such as the owner
being a politician);

• Individual article attributes: Usage of click-
bait, stereotypization, hyperlinks, and more.

• Editorial attributes: Clear distinction be-
tween news reporting and commentaries, flag-
ging of advertisement.

Each attribute is weighted and disposes of a spe-
cific prevalence reference. For instance, if less than

3The Endowment Fund for Independent journalism,
https://www.nfnz.cz/en/

15 % of articles in a given source’s sample contain
a clickbait headline, the medium still receives a full
score in the ’relevant headline’ category. It receives
half the score for a prevalence between 15 % and
30 % and no points for a clickbait rate above 30 %.
Finally, the total of scores received across attributes
determines the source’s class. The category ranges
are delineated as even portions of the scale for the
given number of classes. In our case, these are
three portions of the range between 0 and the max-
imal potential score. Each encompasses 33 % of
the scale.

We arrived at three general classes of credibility.
We provide their list with general descriptions be-
low (for detailed description and analyses for each
respective news source, we refer the reader to the
EFIJ’s website4):

• Credible news sources: Established and re-
liable news sources that are generally honest
and truthful. Their articles contain hyperlinks
to further sources of information, present ar-
guments of all involved parties, distinguish be-
tween facts, speculations, and commentaries.
(e.g., public media, objective press)

• Tabloid news sources: News sources one
cannot rely on as generally honest and truth-
ful. These sources often present speculations
as facts or do not present arguments of all
involved parties. (e.g., gutter media, press
owned by political figures, press with strong
political bias)

• Disinformative / non-credible news sources:
News sources whose texts generally have no
basis in fact but present themselves as be-
ing factually accurate. Such sources are of-
ten linked to (e.g., owned or funded by) en-
tities intending to influence general political

4https://www.nfnz.cz/rating-medii/
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views. (e.g., fake news media, state propa-
ganda press)

Representative examples of the articles from
our dataset are located in Table 1. These articles
originate from 3 distinct news sources spanning
all our source credibility labels. We can observe
apparent differences in their topics and narrative
styles: while the credible article deals with a fac-
tual description of a political event, the tabloid one
presents news about a celebrity in a very sensation-
seeking manner. Lastly, the disinformative report
covers a conspiracy theory and disposes of a very
constrained argumentative style.

3.3 Statistics

Herein, we present the statistics of the dataset. The
complete set contains 22, 001 articles. We have cre-
ated training, validation, and testing splits counting
17, 600 (80%), 2, 200 (10%), 2, 201 (10%) articles
respectively. To constitute the splits, we sorted
the articles by their publishing date and found two
dates that would partition them into three tempo-
rally exclusive time windows of desired propor-
tions. The distribution of articles by their source
of origin is depicted in Figure 1a. As you can see,
all of the sources except for ČT24, Extra.cz, and
Zvědavec have a comparatively similar number of
instances. The outliers result from our effort to
preserve the overall trends in the volume of arti-
cles published by these sources every day and yet
not develop significant margins. We have hence
reduced the number of articles in most sources to
compensate for the meager per-day publication rate
of Zvědavec. As this source falls into the category
of Disinformative / non-credible news sources, it
can provide insight into how frequently such me-
dia publish instead of the conventional ones. The
dataset class distribution for when the articles are
grouped by their credibility label is shown in Fig-
ure 1b.

We have also evaluated the text lengths of the
articles in the dataset. We used the NLTK library 5

for tokenization and filtering of punctuation. The
articles from credible sources are, on average, 291
words long, while the tabloid and disinformative
media have a mean of 379 and 551 words per arti-
cle, respectively. The large margin between these
counts for the credible and disinformative sources
(almost double the value) caught our attention. We

5NLTK library, https://www.nltk.org/

later reviewed the data manually and confirmed
that this was not a mistake in scraping.

Overall, we can observe that while the disinfor-
mative sources tend to publish less frequently, their
articles are, on average, recognizably longer. Dur-
ing the manual analysis of these articles, we also
observed a trend of mentioning many seemingly
unrelated topics from different areas at once. We
hypothesize that this may be caused by the conspir-
atory nature of such sources, in which they draw
false links and causations between uncorrelated
events. Nevertheless, this calls for a thorough anal-
ysis of its own. We believe our dataset can serve as
the first reference for further studies on such news
patterns in the central European regional context.

4 Baseline experiments

In the following section, we present the baseline
results for the two newly formulated tasks on the
CNSC dataset:

• News source classification (NSC): the task is
to classify the originating news source of an
article based on its title and body texts from a
pre-defined set of media,

• Source credibility label classification
(SCLC): the task is to classify the news
source credibility label to which the article’s
originating news source belongs based on its
title and body texts from a pre-defined set of
media.

In this particular case, the number of classes for
NSC corresponds to the number of news sources
present in the dataset (9). The number of classes
for the SCLC task corresponds to the number of
credibility labels (3), as outlined in Subsection 3.2.

4.1 Experimental setting

We fine-tune three language model architectures
for this purpose: Czert (Sido et al., 2021) (based on
BERT (Devlin et al., 2019)), Small-E-Czech (Ko-
cián et al., 2021) (based on ELECTRA (Clark
et al., 2020)), and RobeCzech (Straka et al.,
2021) (based on ROBERTA (Liu et al., 2019)).
We use the HuggingFace Transformers library
for implementation and train the models using
a learning rate of 2e − 5 for 4 epochs. When
obtaining the embeddings for all the examined
models, we concatenate the article’s title with its
text as if it were the first sentence of the body. To
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(a) per individual news sources (b) per news source labels

Figure 2: Confusion matrices of the fine-tuned Small-E-Czech’s predictions on our CNSC dataset test split. The
architecture and training configuration details can be found in Subsection 4.1.

prevent the models from learning other undesired
correlated artifacts, which may be left in the
article (such as names of the source occurring
at the beginning), we delete any occurrences
of the article’s originating news source name
in the body. We also remove common rubric
identifiers from the title (e.g., ’Commentary:’,
’Interview’). We open-source our training scripts at
https://github.com/matyasbohacek/
misinfo-detection-wild-emnlp22.

4.2 Results

We present the results in Table 2. The F-1 score,
precision, and recall on the testing set are included
for each model and task. We can observe that
the tested models managed to learn the individ-
ual news sources’ characteristics in writing for
both tasks and generally achieved reasonable per-
formance, with the F-1 scores around 0.9. We
found RobeCzech to be performing best in both
tasks by reaching 0.95 and 0.97 F-1 scores on the
NSC and SCLC tasks, respectively. On the other
hand, Small-E-Czech has performed the worst by
resulting in respective F-1 scores of 0.87 and 0.93.
We presume this is caused by the model’s size,
as Small-E-Czech is dramatically smaller than the
other two models in parameter counts. Lastly, we
also evaluated the fine-tuned Czert, which scored
under the best RobeCzech with 0.94 and 0.96 re-

spective F-1 scores on the two tasks.
We further depict the confusion matrices of the

Small-E-Czech’s predictions for both tasks on the
test split in Figure 2. As can be observed in Fig-
ure 2b, most erroneous predictions mistake the
trustworthy and tabloid labels, while there are only
a few false positives predictions of the fake label.
We argue that this may be caused by the unique and
highly distinctive vocabulary used in conspiracies.
Trustworthy and tabloid articles, on the other hand,
dispose of differences in their narratives that our
models can also capture, but often share the topics
of general public discourse, and therefore have less
distinguishing vocabulary.

5 In-the-wild wrapper applications

We construct and open-source three in-the-wild
wrappers of the just-described models. We do so
to support future studies of such interventions’ effi-
cacy and associated user behavior. As the primary
motivation of our work lies in enabling internet
users to gauge the perceived trustworthiness of var-
ious texts online, we want the tools to be easily
reachable from different workflows. The applica-
tions thus include:

1. Standalone web application. Created using
Gradio 6, we present a simple website that

6Gradio library, https://gradio.app
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(a) Messenger chatbot companion (b) Browser extension

Figure 3: Screenshots of the end-customer model wrappers with mock data, as described in Section 5.

enables users to insert text and quickly see the
top 3 predicted classes by both models.

2. Browser extension. As depicted in Fig-
ure 3b, we build a standard Chromium-based 7

browser extension, letting users infer the mod-
els with any highlighted text on the screen.
The extension shows the most likely originat-
ing source and its respective trustworthiness
class.

3. Chatbot. To serve mobile users, too, we
create a Facebook Messenger chatbot, which
wraps the inference of both models in a sim-
ple prompt heuristic. Apart from the inference
features, the chatbot comes with additional ex-
planatory phrases and links built in. A mock
conversation is shown in Figure 3a.

6 Ethical Discussion and Limitations

In this section, we review the limitations of our
solution and discuss the ethical aspects of its use.
As already mentioned, one must bear in mind that
the overall credibility of a given news source does
not deduce all of its articles’ trustworthiness or fac-
tual correctness. Still, different studies (Cone et al.,
2019; Pehlivanoglu et al., 2021) found the source
trustworthiness to be an effective indicator of its ar-
ticles’ credibility (especially when other coverage

7The Chromium Projects, https://www.chromium.
org

or context are limited). The literature on machine
learning identification has mainly built classifiers
on this premise. We believe this approach offers a
reasonable trade-off between the annotation com-
plexity and overall performance. In our solution,
the originating news source serves as a proxy of
credibility. While writing in a style of a particular
outlet does not, once again, conclusively derive the
text’s eventual trustworthiness, detecting patterns
used in fraudulent and hoax outlets can provide a
helpful warning flag for potentially deceptive and
harmful texts. Any publicly available application
of this technology should clearly state this informa-
tion at the very beginning and provide its users with
additional resources about the methodology. More-
over, the users should be aware that the analysis is
automatic. We include examples of best practices
(with short descriptions easily understandable by
the general public) in our wrapper applications.

The technology could be misused by falsely
labeling misinformation as trustworthy and ma-
nipulating its users according to the agenda of
the service provider. Therefore, we believe only
trusted, independent institutions (e.g., university-
affiliated centers and non-governmental organiza-
tions) should assume the role of operators. We
advise prospective providers to disclose the source
labeling methodology and the samples used fully.
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7 Conclusion

We show that when appropriately adapted and
wrapped, the existing methods for disinformation
detection can serve as supportive tools for the new
form of disinformation contexts online. We present
an open-source CNSC dataset with over 22, 000
Czech news articles spanning 9 sources across the
credibility spectrum, the first of its kind in such
a small language. We build on top of a detailed
methodology for news trustworthiness assessment
in the Czech Republic and establish 3 credibility
classes for the news sources. We train baseline
models for the news source and source credibility
label classification and achieve F-1 scores of 0.95
and 0.97, respectively. Lastly, we introduce three
in-the-wild wrapper applications of our models,
whose code we are making public.

In our future work, we want to conduct focus
group studies analyzing the efficacy and user behav-
ior of the intervention tools we introduced. We also
intend to propose better metrics and benchmarks
for detecting the ever-evolving disinformation.

Acknowledgements

I would like to thank Kateřina Lesch for the in-
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Abstract

It is important to understand how people use
words to persuade each other. This helps under-
stand debate, and detect persuasive narratives
in regard to e.g. misinformation. While com-
putational modelling of some aspects of per-
suasion has received some attention, a way to
unify and describe the overall phenomenon of
when persuasion becomes undesired and prob-
lematic, is missing. In this paper, we attempt to
address this by proposing a taxonomy of com-
putational persuasion. Drawing upon existing
research and resources, this paper shows how
to re-frame and re-organise current work into
a coherent framework targeting the misuse of
rhetorical appeals. As a study to validate these
re-framings, we then train and evaluate models
of persuasion adapted to our taxonomy. Our re-
sults show an application of our taxonomy, and
we are able to detecting misuse of rhetorical
appeals, finding that these are more often used
in misinformative contexts than in true ones.

1 Introduction

People are exposed to a large amount of online text
that is quickly scrolled through, but which may
have an inherent agenda to persuade or convince
the reader. As a mitigation strategy, we hypothe-
sise that automatic detection of persuasion in a text
can help the reader navigate more critically online:
like a skilled rhetorician spotting how something is
trying to persuade and how an argument might be
faulty (Rapp, 2022). With this social motivation,
we study how to computational model persuasion
in text. Computational modelling of persuasion
techniques and strategies is a raising field in the
area of computational argumentation. We estab-
lish the working term ’undesired persuasion’ to
be when the execution of persuasion in a text is

1https://www.mvrhs.org/englishdept/shark/
links/General%20Information/Rhetorical%
20Fallacies%20U.%20Texas%20@%20Austin.pdf

Fallacy of Pathos
Appeal to Fear: "’Without this additional insurance, you
could find yourself broke and homeless"

Appeal to Pity: "I know I missed assignments, but if you
fail me, I will lose my financial aid and have to drop out."

Appeal to Popularity: “Nine out of ten shoppers have
switched to Blindingly-Bright-Smile Toothpaste.”

Fallacy of Ethos
False authority:"Dr. X is an engineer, and he doesn’t
believe in global warming."

Ad Hominem:"Why should we think a candidate who re-
cently divorced will keep her campaign promises?"

Name-calling:“These rabble-rousers are nothing but femi-
nazis.”

Fallacy of Logos
False dilemma:"Either we pass this ordinance or there will
be rioting in the streets"

Circular argument:“This legislation is sinful because it is
the wrong thing to do.”

Red Herring or Smoke Screen:“My opponent says I am
weak on crime, but I have been one of the most reliable
participants in city council meetings.”

Table 1: Examples of fallacy types grouped into fallacies
of ethos, pathos, and logos. These are from two sources
of educational material 1and Kashyap (2022)

unsound, e.g by using fallacies or tricks. Prior re-
search in this directions has, among others, focused
on propaganda techniques (Martino et al., 2020a),
logical fallacies (Jin et al., 2022), and personal at-
tacks (Zhang et al., 2018; Habernal et al., 2018).
The field of persuasion detection consists of a vari-
ety of focuses and different classification schemes.
However, prior work shares commonalities, and we
argue that the problem can be tackled in a more
unified way and thereby benefit the computational
modelling and understanding of persuasion. In this
work, we propose to model problematic and unde-
sired persuasion by targeting rhetorical appeals –
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or rather, misuse of rhetorical appeals. Rhetoric
is the discipline of persuading or influencing oth-
ers through speech or text. Rhetorical appeals are
described by Aristotle as the three modes of persua-
sion through writing or speaking, where: Ethos is
to persuade through the credibility of the speaker,
pathos through the emotions of the listener, and
logos through the soundness of the argument it-
self (Rapp, 2022). We will use the working-term
misuse of rhetorical appeals to denote when an
appeal becomes unsound or exaggerated in its rea-
soning, e.g using fallacies – with fallacies under-
stood as making a reasoning seem better than it
is (Hansen, 2022). Table 1 shows examples of dif-
ferent logical fallacy types grouped into the broader
categories of fallacies of logos, ethos and pathos.
Based on such a framework, we will discuss how
to re-frame existing resources and on the basis of
this, develop models to detect misuse of rhetorical
appeals.

Following our social motivation, we hypothesise
that misusing rhetorical appeals to argue or present
some evidence is correlated with misinformation
in broader terms. Therefore, this paper examines
whether the misuse of rhetorical appeals are more
often used in, e.g., mis/disinformation. This is
carried out by applying the models for detecting
misuse of rhetorical appeals on a variety of data
sets targeting this. At the same time, misusing the
appeals may be correlated with losing arguments.
We, therefore, test our models on a dataset from
a debate forum where users upvote and downvote
comments (Chang and Danescu-Niculescu-Mizil,
2019). In this paper, we:

• Propose modelling persuasion through rhetor-
ical appeals,

• Re-frame existing resources and reorganise re-
sources to target misuse of rhetorical appeals:
ethos, pathos and logos,

• Experiment with developing models for de-
tecting misuse of rhetorical appeals and link
it to misinformation,

• Find a tendency showing that misuse of rhetor-
ical appeals appears more frequently in mis-
information, but also that a notable amount
of fallacies of ethos and pathos are used in
reliable news as well.

In general, we hope with this work to increase
the focus on using rhetorical appeals in computa-

tional modelling persuasion, both on desired and
undesired persuasion.

2 Computational Persuasion

This section sets the background of computational
modelling of persuasion. We first outline the broad
spectrum of different ways of understanding and
modelling persuasion, to both map the field and to
clarify concepts. From here the scope is reduced to
existing classification schemes, focusing on their
connections to rhetorical appeals.

2.1 Mapping Persuasion Modelling

The literature takes different perspectives and dis-
tinctions to model persuasion in text. To create
an overview, we group the approaches in three di-
rections and discuss connections and overlappings.
The first direction is on text units linguistic defined.
The second on pre-defined categories driven by the
intention behind persuasion. The third direction is
based on an audience’s response to a text.

In the first direction, we have rhetorical figures
treated as linguistic style units. These are relevant
as they aim at producing a rhetorical effect, or in
other words, to persuade an audience by e.g. util-
ising cognitive bias in humans e.g. with rhythm
and repetition. Studies include the detection of
repetitive figures (Dubremetz and Nivre, 2018), ex-
aggeration (Troiano et al., 2018; Kong et al., 2020)
and of syntax figures (Al Khatib et al., 2020).

In the third direction, research is trying to cap-
ture what people perceive as persuasive, without re-
sorting to predefined style units or other predefined
concepts of persuasion. For example, one study
attempts to answer what makes a text persuasive by
extracting a lexicon based on people’s responsive
action to a text (Pryzant et al., 2018). Another ex-
ample is the discipline of automatic argument qual-
ity assessment, which could, for example, include
a dimension of rhetorical quality with a score of
how persuasive an argument is (Wachsmuth et al.,
2017).

In the second direction, work is dealing with
what is denoted as persuasion techniques or persua-
sion strategies using predefined categories. This
line of research focuses more on the intention be-
hind persuasion than on linguistic style units. For
example, some studies for propaganda detection
did not treat repetition and exaggeration as style
units as seen above but instead as propaganda tech-
niques (Martino et al., 2019, 2020a).
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This direction can be subdivided into two since
studies often makes a distinction between whether
the intention or execution of persuasion is ’desired’
or ’undesired’.

The desired persuasion line covers topics such as
rhetorical strategies (Yang et al., 2019; Shaikh et al.,
2020), convincing and winning arguments (Tan
et al., 2016; Habernal and Gurevych, 2016) and
‘persuasion for social good’ (Wang et al., 2019).
Under undesired persuasion, papers talk about pro-
paganda (Martino et al., 2020a; Vorakitphan et al.,
2021; Da San Martino et al., 2021), logical falla-
cies (Habernal et al., 2017; Jin et al., 2022) and per-
sonal attacks (Habernal et al., 2018; Sheng et al.,
2020). Propaganda can be seen as the intention
to persuade in a political context with opposing
groups (Guess and Lyons, 2020). Propaganda tech-
niques can therefore overlap with e.g logical fal-
lacies and emotional appeals as in (Martino et al.,
2020a). Different classification schemes in this
direction of pre-defined categories are further out-
lined in subsection 2.2.

In addition, research frequently distinguishes be-
tween whether the persuasion is mediated through
monologue or dialogue.

2.2 Classification Schemes

Prior research on desired and undesired persuasion
applies a variety of different annotation schemes
and denotations for (respectively) persuasion tech-
niques and strategies. The following attempts to
summarise it by focusing on the relation to rhetori-
cal appeals. We start with desired persuasion.

Various classification schemes have been ap-
plied to rhetorical strategies. Several papers have
proposed to use schemes guided form social psy-
chology on persuasion (Young et al., 2011; Yang
et al., 2019; Chen and Yang, 2021). Chen and Yang
(2021) argue that their taxonomy can be used to
unify the modelling of persuasion strategies. Their
scheme uses the following labels: Commitment,
Emotion, Politeness, Reciprocity, Scarcity, Credi-
bility, Evidence and Impact (Chen and Yang, 2021).
The strategy labels “credibility” and “emotion” are
linked to respectively ethos and pathos. Other la-
bels correspondence to rhetorical appeals are seen
in Iyer et al. (2017) where among their 14 labels is
VIP Appeal to Authority (ethos), Empathy and pop-
ularity (pathos). The rhetorical appeals are specifi-
cally targeted in Wang et al. (2019) but on the same
terms with a list of more domain-specific strategies

for convincing others to donate to charity. Lastly,
the Hidey et al. (2017) also annotated rhetorical
appeals; here on the premise in arguments posted
in the discussion forum, Change My View.

There is less research on problematic and unde-
sired persuasion with persuasion techniques and
fallacies. Habernal et al. (2017) was the first within
NLP research to work with fallacies, using a crowd-
sourcing game to create different types of fallacious
arguments. Martino et al. (2019) created a corpus
for detecting propaganda in news with 18 differ-
ent techniques. This evolved into a shared task at
SemEval 2020 (Martino et al., 2020a) with 14 cate-
gories. Two datasets for Logical fallacy detection
were created in Jin et al. (2022) with 14 categories.
The first is crafted by collecting logical fallacy ex-
amples from online educational materials, and the
second is crafted by annotating real discussions
on climate change. In addition to these, attention
has especially been paid to Ad Hominem Falla-
cies, which are to attack the person instead of the
stand. For example, Habernal et al. (2018) studied
Ad Hominem Fallacies in an online debate forum
with data from Change My View, and Sheng et al.
(2020) studied it in Twitter responses, and Zhang
et al. (2018) in Wikipedia talk pages where edi-
tors discuss article content. The different resources
mentioned above are outlined in Table 2. The next
section discusses whether undesired persuasion can
be addressed in a more unified way by re-framing
existing resources to target rhetorical appeals.

3 Re-framing Persuasion

We discuss how to computationally model persua-
sion through the lens of a framework detecting
rhetorical appeals. By this we examine whether
problematic and undesired persuasion can be ad-
dressed in a more unified way by re-framing exist-
ing resources (Table 2). We propose that persuasion
techniques should be grouped with respect to the
rhetorical appeals they rely on, as it is outline in e.g.
the educational material on rhetoric from Kashyap
(2022).

As we focus on problematic persuasion, we
group fallacies based on whether they are making
a faulty appeal to logos, ethos or pathos (Kashyap,
2022). Examples of fallacies are presenting some-
thing as a false dilemma, making an appeal to
fear or attacking the person instead of the argu-
ment. Table 1 shows examples of fallacies related
to rhetorical appeals. However, this grouping is
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Corpus Labels Grouped to
Martino et al. (2020a) Black-and-white fallacy, causal oversimplification

Doubt, Appeal to authority, Name calling or labelling,
Flag-waving, Bandwagon & reduction ad hitlerum
Loaded language, Appeal to fear/prejudice, Thought-
terminating cliché
Repetition, Exaggeration or minimization, (mixed cate-
gory: Whataboutism, straw man, red herring), slogans

Misuse of logos
Misuse of ethos

Misuse of pathos

Others

Jin et al. (2022) Intentional fallacy, faulty generalization, fallacy of rele-
vance, deductive fallacy, false causality, fallacy of exten-
sion, false dilemma, circular claim
Fallacy of credibility, Ad Hominem
Appeal to emotion, Ad populum
Equivocation

Misuse of logos

Misuse of ethos
Misuse of pathos
Others

Habernal et al. (2017) Red herring, hasty generalisation
Irrelevant authority
Appeal to emotion

Misuse of logos
Misuse of ethos
Misuse of pathos

Zhang et al. (2018) Personal Attack Misuse of ethos
Sheng et al. (2020) Ad Hominem Misuse of ethos
Habernal et al. (2018) Ad Hominem Misuse of ethos

Table 2: Re-framings of different labels from varies sources into the taxonomy of misuse of rhetorical appeals.

not straightforward, for multiple reasons. There
is no absolute or final list of fallacies types. This
is reflected in the variety of labels used in differ-
ent prior works (Table 2). Some types might be
a subcategory of others or contain a mix. At the
same time, a type of fallacy can be argued to be
a mix or use a different appeal depending on the
utterance. Our over-arching principle is to group
fallacies based on their fallacy type, along with a
discussion of the noise it creates in the data. To cre-
ate an overview of the grouping proposed by this
paper, a colour scheme is applied to the categories
from the different studies in Table 2. The Other
category contains different linguistic or rhetorical
devices that, based on their labels, cannot directly
be grouped into appeals of logos, ethos and pathos.
In the following, the grouping is discussed, starting
with ethos.

Misuse of Ethos Ethos is an instrument of per-
suasion by appealing to credibility or authority.
The fallacy of ethos is to unjustly strengthen one’s
own or associate’s character or credibility, or to un-
fairly undermine or attack the opponent’s character
or credibility (Kashyap, 2022). From the previous
resources listed in Table 2, we map the following
fallacies to ethos: Appealing to irrelevant authority.
Name-calling or labelling, which is to use nega-
tive connotations in relation to the opponent in an

attempt to undermine her. Doubt, which is to ques-
tion somebody’s credibility (Martino et al., 2020a).
The fallacy of flag-waving is a corner case, as it
can both be an attempt to call upon authority in
the form of a country, or disparages another coun-
try, while, on the other hand, it could also relate
to pathos e.g. with an appeal to the emotion of
national feeling. Lastly, we consider Ad Hominem,
which is to make a personal attack. The annotation
of Ad Hominem fallacy or personal attack category
might be a source of noise, since it might target
rude behaviour in general and not specific attacks
on credibility.

Examples of positive cases tagged with the Ad
Hominem fallacy that contain a faulty appeal to
ethos: Fine be that way, just to let you know you
are very rude and So only Falun Gong practitioners
are allowed to edit on this board is that right?, and
one example where it is rude but where it does
not attack credibility directly: The article clearly
sucks (Zhang et al., 2018).

Misuse of Pathos Pathos is an instrument of
persuasion by appealing to emotion in the audi-
ence. To misuse it is to use it excessively or un-
fairly, e.g. creating strong positive emotions for
one’s stand or negative emotions associated with
the opponent’s argument (Kashyap, 2022). In the
resources listed in Table 2, we argue that the follow-
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ing fallacies types belong to the broader category
of fallacies of pathos: Appeal to emotion. Appeal
to fear/prejudice. Loaded language which is to
use strong emotional words or phrases (Martino
et al., 2020a) to create an emotional effect. Ad
Populum is the fallacy of making something ap-
pear more real or better because more people think
so (Jin et al., 2022), and can therefore be thought of
as waking emotions, for example belonging. The
thought-terminating cliché is perhaps a mixed cate-
gory that could contain different appeals; however,
in Wikipedia, it is described as a form of loaded
language 2, and we map this to pathos.

Some positive examples from existing resources:
Because if this crisis continues, many people will
go to hell, Appeal to fear / prejudice (Martino
et al., 2020a) and How could someone oppress our
women? They are our mothers, our lovers, our
everything.. nobody would be so cruel, Appeal to
emotion (Habernal et al., 2017), and "Everyone is
wearing the new skinny jeans from American Eagle.
Are you?" Ad populum (Jin et al., 2022).

Misuse of Logos Logos is concerned with the
nature of the argument itself. It appeals to logic
by following valid reasoning and presenting of ev-
idence. In this regard, a misuse of logos is to use
faulty logic by e.g drawing a conclusion that is not
supported by the premise. In that sense, this cat-
egory is distinct from pathos and ethos which are
in its definitions drawing attention away from the
argument itself. An example is the fallacy of Red
Herring which is to present irrelevant or misleading
information to avoid the real issue (Kashyap, 2022)
- this could often be the case by using an emotional
appeal and it could therefore be grouped as a fallacy
of pathos3 and not logos. Nevertheless, we map it
as logos along with the following fallacies from the
previous resources in Table 2: Black-and-white fal-
lacy, Casual oversimplification, Intentional fallacy,
faulty or hasty generalisation, deductive fallacy,
false causality, fallacy of extension, false dilemma,
or circular claim.

One example of Red Herring that uses faulty
logos: You might be correct. The best era for Eu-
ropean economy was 60s and 70s when there were
practically no immigrants (Habernal et al., 2017).

2https://en.wikipedia.org/wiki/
Thought-terminating_clich%C3%A9

3https://www.mvrhs.org/englishdept/shark/
links/General%20Information/Rhetorical%
20Fallacies%20U.%20Texas%20@%20Austin.pdf

4 Detecting Rhetorical Appeals

This section relates experiments on detecting mis-
use of rhetorical appeals. We develop models for
detecting misuse of ethos, pathos and logos in
English, based on the re-framing of existing re-
sources discussed in Section 3. We then examine
how misuse of rhetorical appeals links to misin-
formation. We understand misinformation as the
working-definition from Guess and Lyons (2020):
as constituting a claim that contradicts or distorts
common understandings of verifiable facts. We
posit the following hypotheses:

First, we hypothesise that misuse of rhetorical
appeals appears more often in losing arguments –
since a faulty argument only has a persuasive ef-
fect if it is not spotted, cf. Section 1. The second
hypothesis is that in misinformation, not only in-
correct information but also persuasive language
are used, and so misuse of rhetorical appeals may
appear more frequently in misinformative contexts.

In the following, we present training details on
the machine learning models we develop, describe
the datasets we experiment on along with results,
and discuss limitations and uncertainties.

4.1 Training Details: Appeal models

This subsection describes how models are devel-
oped to detect misuse of ethos, pathos, and logos.
Three binary transformer models are fine-tuned
independently on the RoBERTa architecture (Liu
et al., 2019) based on the implementation and pre-
trained RoBERTa-base model provided by Hug-
gingFace. (Wolf et al., 2020) Each model is fine-
tuned based on a re-constructed dataset built on
some of the resources discussed in Section 3 and
reformulated into a binary task - based on the labels
re-grouped in Table 2. The labels not responding
to the current task at hand are used as negative
examples. The datasets for the re-framing are cho-
sen based on accessibility and length of utterances.
With these limitations, the data used to develop the
models, comes from: Habernal et al. (2017), Mar-
tino et al. (2020a), Jin et al. (2022) (only the part of
educational examples), and in addition, for detect-
ing ethos the data from Zhang et al. (2018). Each
of the three constructed binary datasets are split
into train, validation and a hold-out test set. The
hold-out test sets consist of 1.6K data points for the
ethos dataset, 1.2K for pathos and 1.2K for logos.
The training dataset for ethos contains of 4.7K pos-
itive and 8.8K negative examples, for pathos; 3.5K

93

https://en.wikipedia.org/wiki/Thought-terminating_clich%C3%A9
https://en.wikipedia.org/wiki/Thought-terminating_clich%C3%A9
https://www.mvrhs.org/englishdept/shark/links/General%20Information/Rhetorical%20Fallacies%20U.%20Texas%20@%20Austin.pdf
https://www.mvrhs.org/englishdept/shark/links/General%20Information/Rhetorical%20Fallacies%20U.%20Texas%20@%20Austin.pdf
https://www.mvrhs.org/englishdept/shark/links/General%20Information/Rhetorical%20Fallacies%20U.%20Texas%20@%20Austin.pdf


Accuracy Micro-F1
Ethos_model 85.14 (0.47) 85.12 (0.49)
Pathos_model 80.51 (0.35) 80.48 (0.41)
Logos_model 88.32 (0.36) 88.25 (0.39)

Table 3: The hold-out test set accuracy and Micro-F1
score avaraged over five runs. Standard deviation in
brackets.

positive and 6.9K negative examples, and for logos;
2K positive and 8.4K negative examples. Oversam-
pling is used to balance the datasets. All training
parameters are kept equal to the standard used in
the implementation by HuggingFace.4 The mod-
els are fine-tuned with five different seeds and the
averaged results on the hold-out test set are shown
in Table 3. Note the hold-out test set is also on
the re-framings. The best model in terms of F1 on
the positive class for respectively ethos, pathos and
logos is chosen for the misinformation experiments.
For short, in the following, the models will be just
denoted as ethos-, pathos- and logos-model though
they are detecting what we with the re-framing
have denoted misuse of rhetorical appeals.

4.2 Losing Arguments
We experiment on one dataset containing indica-
tions of good versus bad argumentations from the
user’s perspective:

• Change My View (CMV) is a forum in Red-
dit featuring good-faith debates on various
topics with the aim of changing the opinion
of the original poster. In the forum, users
have the option of upvoting or downvoting
utterances. An extraction of these data is pro-
vided in Chang and Danescu-Niculescu-Mizil
(2019) and distributed by ConvoKit 5 with the
voting on each utterance turned into a score
(upvoting minus downvoting). We remove
outliers in the score if the score exceeds 3
times the standard deviation. The data con-
tains around 40K utterances.

As the data is from a forum with the purpose of
changing other users’ views through good argumen-
tation, we expect that the argument is well evalu-
ated and that this is reflected in the score. Hence,
we expect users to dislike utterances using a faulty

4https://github.com/huggingface/transformers/
tree/main/examples/pytorch/text-classification

5https://convokit.cornell.edu/documentation/
awry_cmv.html

Predicted Not predicted
Misuse of score support score support
Ethos 8.51 33558 5.98 8923
Pathos 8.15 37550 6.63 4931
Logos 8.6 33183 5.73 9298

Table 4: Change My View dataset: The average score
on comments i.e. up-vote minus down-vote from users.
The comments are grouped by whether the models have
found a fallacy or not.

appeal. The hypothesis is, therefore, that utterances
which contain a misuse of appeal should be less
liked by the users resulting in a lower score.

We apply the three models for detecting misuse
of ethos, pathos and logos described in Subsec-
tion 4.1 on each utterance from the dataset Change
My View. Based on each model’s predictions, the
utterances are divided into groups of whether they
contain a misuse of appeal or not, separately for
the three models. The mean score is calculated for
each group and is reported in Table 4. It shows for
all three models, that the utterances where a mis-
use of appeal is detected on average have a lower
score. To validate these differences, we conduct
a statistical test. The data fails the normality test
of Shapiro-Wilks (Shapiro and Wilk, 1965), and,
therefore, we use the nonparametric Mann Whit-
ney U test (Mann and Whitney, 1947). In all three
cases, we can reject the null with a p-value < 0.01.
We can conclude that the distribution of the scores
regarding whether an appeal is predicated on the
utterance or not is different. Hence, we can say that
the utterance is less liked by users when it contains
a misuse of appeal.

4.3 Misinformation

Misinformation and manipulation are rife on the
web (Derczynski et al., 2015). We apply our
models on to misinformation datasets to examine
whether the misuse of appeals appears more fre-
quently in the category of false claims than genuine
ones. We use the following datasets, which contain
both text and false/true annotations for veracity.

• ISOT Fake News Dataset (Ahmed et al.,
2018) is a collection of news articles distant
labelled with fake or true based on the sources.
The unreliable news sources were flagged
by Politifact.com or Wikipedia and the reli-
able news was crawled from Reuters.com. It
counts 21K articles labelled real and 23K arti-
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Fallacies of Ethos
True False

ISOT Fake News Dataset 35.45 49.96
Liar 15.34 19.75
FakeNewsNet 13.62 16.49
COVID19-FAKE 2.14 19.15
PUBHEALTH 17.72 16.69

Table 5: The percentage of examples predicted by the
ethos model to contain a misuse of ethos in different
datasets grouped by the dataset’s labels of false or true.
The highest percentage is marked in bold. The sizes
of the datasets are specified in the list describing each
dataset.

cles labelled false. In the experiments of this
paper, the title is used to predict on.

• Liar (Wang, 2017) is a dataset for claim ver-
ification consisting of short utterances taken
from Politifact.com and manually annotated
into six fine-grained labels of truthfulness:
pants-fire, false, barely-true, half-true, mostly-
true, and true. We follow Upadhayay and
Behzadan (2020) at convert it to binary labels
with mostly-true and true in true (3.6K train-
ing data) and the rest in false (6.6K training
data).

• FakeNewsNet (Shu et al., 2018) is a resource
for claim verification with a set of metadata
from Social Media. The news is fact-checked
mainly by gossipcob.com. We use the title
of the news article and labels for fake or real,
and work with 23K examples imbalanced in
labels, with around 6K labelled fake and 17K
labelled real.

• PUBHEALTH (Kotonya and Toni, 2020) is
a corpus on fact-checking of public health-
related short claims enriched with explana-
tions. It originally uses four labels, but we use
only the annotations for False (3K) and True
(5K).

• COVID19-FAKE (Patwa et al., 2021) is a
manually annotated corpus of news tweets
related to the Covid19 pandemic with fake
or real. We use the fairly balanced train part
of about 6K posts.

The three models for detecting misuse of ethos,
pathos and logos described in Subsection 4.1 are
applied to the misinformation datasets. Results

Fallacies of Pathos
True False

ISOT Fake News Dataset 22.27 57.81
Liar 15.75 16.39
FakeNewsNet 42.32 40.80
COVID19-FAKE 21.93 24.90
PUBHEALTH 22.59 18.66

Table 6: The percentage of examples predicted by the
pathos model to contain a misuse of pathos in different
datasets grouped by the dataset’s labels of false or true.
The highest percentage is marked in bold. The sizes
of the datasets are specified in the list describing each
dataset.

are reported on how many percentages in each pre-
defined group of either ’false’ or ’true’ in each
misinformation dataset contain a predicted misuse
of the appeal in question. For ethos, the results are
reported in Table 5, for pathos in Table 6 and for
logos in Table 7. In general, we see a tendency
for more cases of misuse in the false columns than
in the true - regarding all three appeals. However,
there are some variations.

Regarding the ethos-model, we see large differ-
ences in COVID-19-FAKE and in the ISOT Fake
News Dataset, but in the rest of the datasets, the dif-
ferences between false and true are less distinct. In
the PUBHEALTH dataset, we even see more cases
of misuse of ethos in the true-labelled group than
in the false-labelled group, although the numbers
are quite close.

The pathos-model also spots a notable distinc-
tion in the ISOT Fake News Dataset with more
cases of misuse of pathos among misinformation
than in true news. In fact, the pathos model dis-
tinguishes the data to a degree that it obtains an
accuracy on the true/fake labels on 0.6731. This
can be compared to the dummy baseline of a ma-
jority vote on 0.5230. However, in contrast, the
difference in pathos appeals between false and true
in the remaining datasets is quite smaller. The
PUBHEALTH and FakeNewsNet datasets have a
few more cases of misuse of pathos among the true
statements.

Both the pathos- and ethos-model find a notable
amount of misuse in true news as well: e.g. over
40% of the titles in the FakeNewsNet are predicted
to contain a fallacy of pathos and around 35% in
the ISOT Fake News Dataset to contain a fallacy
of ethos.

The misuse of logos-model detects much fewer
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Fallacies of logos
True False

ISOT Fake News Dataset 0.11 0.62
Liar 16.52 14.65
FakeNewsNet 2.00 2.36
COVID19-FAKE 9.94 11.41
PUBHEALTH 4.69 11.83

Table 7: The percentage of examples predicted by the
logos model to contain a misuse of logos in different
datasets grouped by the dataset’s labels of false or true.
The highest percentage is marked in bold. The sizes
of the datasets are specified in the list describing each
dataset.

cases of misuse in the datasets, in general, than the
two other models. It predicts less than 1% of the
cases in the ISOT Fake News Dataset and around
2% in FakeNewsNet. However, a few more cases
are found in the remaining datasets. In addition,
this stands in contrast to the experiments on the
Change My View dataset, where the logos model
found more cases than the two other models.

4.4 Discussion of Results

The models themselves are expected to be noisy as
there are fine-tuned on re-framed resources with
expected noise in the labels and without gold-
annotations. However, we can see from the hold-
out-test on reorganised datasets (Table 3) that the
models learn to some degree to separate the re-
grouped examples. Applying the models, we see
the expected tendency: Misuse of appeal appears
more often in misinformation than in reliable news,
but with variations.

We notice a notable amount of fallacy of ethos
and pathos in the true news. An explanation for
this could be that even reliable news e.g. with their
titles also aims at capturing the readers’ attention:
and doing so might appeal to the emotions of the
reader or the credibility of the sources. At some
point, this might be overdone and become faulty,
related to the discussion: that it might at times
be a thin line of when an appeal to emotions or
credibility becomes faulty.

Another explanation for the different distribu-
tions of ethos and pathos across the datasets could
be rooted in different topics the news is covering.
One speculation is that some topics relate more
easily to the use of e.g. pathos than others.

We expect some uncertainties in the results:
There is a domain shift between the different mis-

information datasets and the training data - despite
the training data also containing data from news
articles, it also contains data from dialogues and
educational examples of fallacies. Concretely, a
mismatch in the data distributions could be caused
by the representation of negative examples in the
training data. To examine the robustness of the
prediction on the misinformation datasets, a pathos
model on a different seed than previously reported
is used for predictions. This causes some relatively
large variation in the results in some of the misin-
formation datasets. For example, a pathos-model
on a different seed captures more cases in the ISOT
Fake News data set. But it does so both for the
fake-labelled and the true-labelled group, respec-
tively 63.15% versus 57.81% and 24.78% versus
22.27% . The models differ a bit in recall and preci-
sion. But this variation might also be explained by
a large uncertainty in some of the model predictions
in some of the examples, i.e. for some examples,
the probability scores lie close to the decision bor-
der on 0.5, which might explain why the prediction
is subject to shift with a similar model just fine-
tuned on a different seed. This uncertainty might
be caused by the domain shift and the sources of
error in the distribution of negative data examples,
but these are speculations.

5 Societal Impact

It is said we live in an information age; even
WHO Director-General Tedros Adhanom Ghe-
breyesus has called the Covid19 epidemic an in-
fodemic (García-Saisó et al., 2021). In general,
people are exposed to a lot of text that has an in-
herent agenda of convincing, persuading, or mis-
leading readers, seen in websites (Mathur et al.,
2019), political debates (Addawood et al., 2019)
and news (Barrón-Cedeno et al., 2019; Martino
et al., 2020b). In this paper, we follow the assump-
tion that language use plays a role in how infor-
mation and arguments are perceived. We already
know that, for example, the stances people adopt
in conversation can relief their belief in underlying
claims (Dungs et al., 2018; Lillie et al., 2019). Our
vision is that automatic detection of undesired per-
suasion can help an online reader navigate more
critically in the vast amount of information online,
e.g by surfacing or flagging such text. This relates
to the discussion that a person skilled in rhetoric
posits the competences to spot how and when a text
is persuasive (Rapp, 2022).
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At the same time, automatic analysis of misuse
of rhetorical appeals could help a writer present
stronger more convincing arguments. As an ex-
ample, one qualitative study manually analysed
the rhetorical tactics and appeals used in vaccine
discussion in the New York Times comments (Gal-
lagher et al., 2020). In the study, they categorised
the arguments in pro-vaccines and anti-vaccines
and analyzed the rhetorical tactics and appeals
in the comments. They found that pro-vaccine
comments more often contained ad hominem argu-
ments, and that this was an ineffective strategy.

While this comes with a dual-use risk – technol-
ogy for highlighting manipulation can e.g. help ma-
nipulative authors better hide their intent – we posit
that putting computational power behind rhetorical
analysis can have a positive impact on the informa-
tion society.

6 Conclusion

In this paper, we unify the modelling on prob-
lematic persuasion by using rhetorical appeals -
or rather misuse of these. We focus on the prob-
lematic use of rhetorical appeals and re-frame and
re-organise existing resources into this taxonomy.
However, it is relevant to spot rhetorical appeals in
all kinds of persuasion, and we speculate that for
future work it might be useful to model pathos and
ethos with less the distinction of misuse.

We link misuse of rhetorical appeals to misin-
formation. We showed that misuse of appeals ap-
peared more often around misinformation than true
claims. However, we also saw that in some con-
texts, reliable news was frequently tagged with
misuse of ethos and pathos. This indicates the rele-
vance of assessing the use of persuasion in a broad
spectrum of text.

Limitations

This paper discusses limitations regarding both
framing and experiments. We summarise the main
points. First, regarding the framing: The idea is
to propose a unifying taxonomy that can utilise ex-
isting work and resources, and hence gives rise to
the idea of detecting misuse of rhetorical appeals.
Still, the re-grouping based on a variety of labels
is noisy, and the definitions themselves have limi-
tations. For example, the misuse of logos is not a
fully disjoint category with pathos and ethos, which
both in their essence draw attention away from the
argumentation. Regarding ethos and pathos, it is

not easy to determine when they are unwarranted
and hence can be classified as misuse. The distinc-
tion in rhetoric between use and misuse, desired
and undesired persuasion is fluid and hence open
for discussion in further work. Regarding limita-
tions of the experiments: Gold-annotations specific
on misuse of rhetorical appeals is lacking to better
verify the trained models. In general, the results are
preliminary, in the sense that e.g. a manual study
could better demonstrate the models’ detection of
misuse of appeals in misinformation.

Ethics Statement

Our work complies with the ACL Ethics Policy. As
discussed in the section on the potential for scien-
tific impact, we believe that battling misinforma-
tion could benefit from taking fallacies of pathos,
ethos and logos into account. By making transpar-
ent the use of such argumentative structures, we
contribute to a fair and transparent discourse.

Acknowledgements

This work was supported by the Danish Data Sci-
ence Academy – which is funded by the Novo
Nordisk Foundation (NNF21SA0069429) and VIL-
LUM FONDEN (40516) – and by the Independent
Danish Research Fund project Verif-AI.

References
Aseel Addawood, Adam Badawy, Kristina Lerman, and

Emilio Ferrara. 2019. Linguistic cues to deception:
Identifying political trolls on social media. In Pro-
ceedings of the international AAAI conference on
web and social media, volume 13, pages 15–25.

Hadeer Ahmed, Issa Traore, and Sherif Saad. 2018.
Detecting opinion spams and fake news using text
classification. Security and Privacy, 1(1):e9.

Khalid Al Khatib, Viorel Morari, and Benno Stein.
2020. Style analysis of argumentative texts by min-
ing rhetorical devices. In Proceedings of the 7th
Workshop on Argument Mining, pages 106–116.

Alberto Barrón-Cedeno, Giovanni Da San Martino, Is-
raa Jaradat, and Preslav Nakov. 2019. Proppy: A
system to unmask propaganda in online news. In
Proceedings of the AAAI Conference on Artificial
Intelligence, pages 9847–9848.

Jonathan P Chang and Cristian Danescu-Niculescu-
Mizil. 2019. Trouble on the horizon: Forecasting the
derailment of online conversations as they develop.
arXiv preprint arXiv:1909.01362.

97

https://www.aclweb.org/portal/content/acl-code-ethics


Jiaao Chen and Diyi Yang. 2021. Weakly-supervised
hierarchical models for predicting persuasive strate-
gies in good-faith textual requests. In Proceedings of
the AAAI Conference on Artificial Intelligence, pages
12648–12656.

Giovanni Da San Martino, Stefano Cresci, Alberto
Barrón-Cedeño, Seunghak Yu, Roberto Di Pietro,
and Preslav Nakov. 2021. A survey on computa-
tional propaganda detection. In Proceedings of the
Twenty-Ninth International Conference on Interna-
tional Joint Conferences on Artificial Intelligence,
pages 4826–4832.

Leon Derczynski, Kalina Bontcheva, Michal Lukasik,
Thierry Declerck, Arno Scharl, Georgi Georgiev,
Petya Osenova, Toms Pariente Lobo, Anna Kolliakou,
Robert Stewart, et al. 2015. Pheme: Computing ve-
racity—the fourth challenge of big social data. In
Proceedings of the Extended Semantic Web Confer-
ence EU Project Networking session (ESCW-PN).

Marie Dubremetz and Joakim Nivre. 2018. Rhetorical
figure detection: Chiasmus, epanaphora, epiphora.
Frontiers in Digital Humanities, 5:10.

Sebastian Dungs, Ahmet Aker, Norbert Fuhr, and Kalina
Bontcheva. 2018. Can rumour stance alone pre-
dict veracity? In Proceedings of the 27th Inter-
national Conference on Computational Linguistics,
pages 3360–3370.

John Gallagher, Heidi Y Lawrence, et al. 2020. Rhetor-
ical appeals and tactics in new york times comments
about vaccines: Qualitative analysis. Journal of med-
ical internet research, 22(12):e19504.

Sebastián García-Saisó, Myrna Marti, Ian Brooks, Wal-
ter H Curioso, Diego González, Victoria Malek, Fe-
lipe Mejía Medina, Carlene Radix, Daniel Otzoy, So-
raya Zacarías, et al. 2021. The covid-19 infodemic.

Andrew M. Guess and Benjamin A. Lyons. 2020. Misin-
formation, Disinformation, and Online Propaganda,
SSRC Anxieties of Democracy, page 10–33. Cam-
bridge University Press.

Ivan Habernal and Iryna Gurevych. 2016. What makes
a convincing argument? empirical analysis and de-
tecting attributes of convincingness in web argumen-
tation. In Proceedings of the 2016 conference on
empirical methods in natural language processing,
pages 1214–1223.

Ivan Habernal, Raffael Hannemann, Christian Pol-
lak, Christopher Klamm, Patrick Pauli, and Iryna
Gurevych. 2017. Argotario: Computational argu-
mentation meets serious games. arXiv preprint
arXiv:1707.06002.

Ivan Habernal, Henning Wachsmuth, Iryna Gurevych,
and Benno Stein. 2018. Before name-calling: Dy-
namics and triggers of ad hominem fallacies in web
argumentation. In Proceedings of the 2018 Confer-
ence of the North American Chapter of the Associ-
ation for Computational Linguistics: Human Lan-
guage Technologies, Volume 1 (Long Papers), pages

386–396, New Orleans, Louisiana. Association for
Computational Linguistics.

Hans Hansen. 2022. “Fallacies”, The Stanford Encyclo-
pedia of Philosophy.

Christopher Hidey, Elena Musi, Alyssa Hwang,
Smaranda Muresan, and Kathleen McKeown. 2017.
Analyzing the semantic types of claims and premises
in an online persuasive forum. In Proceedings of the
4th Workshop on Argument Mining, pages 11–21.

Rahul R Iyer, Katia P Sycara, and Yuezhang Li. 2017.
Detecting type of persuasion: Is there structure in
persuasion tactics? In CMNA@ ICAIL, pages 54–64.

Zhijing Jin, Abhinav Lalwani, Tejas Vaidhya, Xi-
aoyu Shen, Yiwen Ding, Zhiheng Lyu, Mrinmaya
Sachan, Rada Mihalcea, and Bernhard Schölkopf.
2022. Logical fallacy detection. arXiv preprint
arXiv:2202.13758.

Erika Kashyap, Athena ans Dyquisto. 2022. 2.5: Log-
ical fallacies - how to spot them and avoid mak-
ing them. In chapter 2: Writing and the Art of
Rhetoric from Writing, Reading, and College Suc-
cess: A First-Year Composition Course for All Learn-
ers, https://human.libretexts.org.

Li Kong, Chuanyi Li, Jidong Ge, Bin Luo, and Vincent
Ng. 2020. Identifying exaggerated language. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 7024–7034.

Neema Kotonya and Francesca Toni. 2020. Explain-
able automated fact-checking for public health claims.
arXiv preprint arXiv:2010.09926.

Anders Edelbo Lillie, Emil Refsgaard Middelboe, and
Leon Derczynski. 2019. Joint rumour stance and ve-
racity prediction. In Proceedings of the 22nd Nordic
Conference on Computational Linguistics, pages 208–
221.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Henry B Mann and Donald R Whitney. 1947. On a test
of whether one of two random variables is stochasti-
cally larger than the other. The annals of mathemati-
cal statistics, pages 50–60.

Giovanni Da San Martino, Alberto Barrón-Cedeno,
Henning Wachsmuth, Rostislav Petrov, and Preslav
Nakov. 2020a. Semeval-2020 task 11: Detection
of propaganda techniques in news articles. In Pro-
ceedings of the fourteenth workshop on semantic
evaluation, pages 1377–1414.

Giovanni Da San Martino, Shaden Shaar, Yifan Zhang,
Seunghak Yu, Alberto Barrón-Cedeno, and Preslav
Nakov. 2020b. Prta: A system to support the analysis

98

https://doi.org/10.18653/v1/N18-1036
https://doi.org/10.18653/v1/N18-1036
https://doi.org/10.18653/v1/N18-1036
https://plato.stanford.edu/archives/sum2020/entries/fallacies/
https://plato.stanford.edu/archives/sum2020/entries/fallacies/


of propaganda techniques in the news. In Proceed-
ings of the 58th Annual Meeting of the Association for
Computational Linguistics: System Demonstrations,
pages 287–293.

Giovanni Da San Martino, Seunghak Yu, Alberto
Barrón-Cedeno, Rostislav Petrov, and Preslav Nakov.
2019. Fine-grained analysis of propaganda in news
article. In Proceedings of the 2019 conference on
empirical methods in natural language processing
and the 9th international joint conference on natu-
ral language processing (EMNLP-IJCNLP), pages
5636–5646.

Arunesh Mathur, Gunes Acar, Michael J Friedman,
Elena Lucherini, Jonathan Mayer, Marshini Chetty,
and Arvind Narayanan. 2019. Dark patterns at scale:
Findings from a crawl of 11k shopping websites. Pro-
ceedings of the ACM on Human-Computer Interac-
tion, 3(CSCW):1–32.

Parth Patwa, Shivam Sharma, Srinivas Pykl, Vineeth
Guptha, Gitanjali Kumari, Md Shad Akhtar, Asif Ek-
bal, Amitava Das, and Tanmoy Chakraborty. 2021.
Fighting an infodemic: Covid-19 fake news dataset.
In International Workshop on Combating On line
Hostile Posts in Regional Languages during Emer-
gency Situations, pages 21–29. Springer.

Reid Pryzant, Kelly Shen, Dan Jurafsky, and Stefan
Wagner. 2018. Deconfounded lexicon induction for
interpretable social science. In Proceedings of the
2018 Conference of the North American Chapter of
the Association for Computational Linguistics: Hu-
man Language Technologies, Volume 1 (Long Pa-
pers), pages 1615–1625.

Christof Rapp. 2022. “Aristotle’s Rhetoric”, The Stan-
ford Encyclopedia of Philosophy.

Omar Shaikh, Jiaao Chen, Jon Saad-Falcon, Polo Chau,
and Diyi Yang. 2020. Examining the ordering of
rhetorical strategies in persuasive requests. In Find-
ings of the Association for Computational Linguistics:
EMNLP 2020, pages 1299–1306.

Samuel Sanford Shapiro and Martin B Wilk. 1965. An
analysis of variance test for normality (complete sam-
ples). Biometrika, 52(3/4):591–611.

Emily Sheng, Kai-Wei Chang, Premkumar Natarajan,
and Nanyun Peng. 2020. " nice try, kiddo": Inves-
tigating ad hominems in dialogue responses. arXiv
preprint arXiv:2010.12820.

Kai Shu, Deepak Mahudeswaran, Suhang Wang, Dong-
won Lee, and Huan Liu. 2018. Fakenewsnet: A data
repository with news content, social context and dy-
namic information for studying fake news on social
media. arXiv preprint arXiv:1809.01286.

Chenhao Tan, Vlad Niculae, Cristian Danescu-
Niculescu-Mizil, and Lillian Lee. 2016. Winning ar-
guments: Interaction dynamics and persuasion strate-
gies in good-faith online discussions. In Proceedings
of the 25th international conference on world wide
web, pages 613–624.

Enrica Troiano, Carlo Strapparava, Gözde Özbal, and
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Abstract

With the identification of the inequality en-
coded in information acquisition among social
classes, we propose to leverage a powerful con-
cept that has never been studied as a linguistic
construct, "fun", to deconstruct the inequality.
Inspired by theories in sociology, we draw con-
nection between social class and information
cocoon, through the lens of fun, and hypothe-
size the measurement of "how fun one’s dom-
inating social cocoon is" to be an indicator of
the social class of an individual. Following this,
we propose an NLP framework to combat the
issue by measuring how fun one’s information
cocoon is, and empower individuals to emanci-
pate from their trapped cocoons. We position
our work to be a domain-agnostic framework
that can be deployed in a lot of downstream
cases, and is one that aims to deconstruct, as
opposed to reinforcing, the traditional social
structure of beneficiaries (Jin et al., 2021).

1 Introduction

Does a researcher necessarily want to be
surrounded by research-related content
at any time of a day?

Would under-privileged members in soci-
ety be aware if they are consuming enter-
tainment content all the time?

This paper starts with posing the above questions
on two extreme cases, which indicate a misalign-
ment of a (content, concept) pair that members
of different social classes are stuck in, during the
process of information acquisition.

While under-privileged social class is identified
to be trapped in entertainment content (Xu et al.,
2020), which in turn reinforces their social class;
higher social class is prone to content that causes
anxiety, especially during the periods of a day that
members in this class are in urgent need of escaping
from their social roles and mental burdens (Wang,
1999; Oh and Pham, 2022), while trapped in highly

Figure 1: Theoretical Relation between Fun and Social
Class Status Depicted in Social Science (Oh and Pham,
2022; Xu et al., 2020; Wang, 1999)

anxious content due to the preference they have
shown to the algorithms, attributable to their social
roles.

We argue that there exists inequality of infor-
mation acquisition among social classes, through
which a powerful concept we leverage might be
able to help interpret: "fun" – a construct that has
never been studied by the NLP community, or never
studied as a linguistic construct at all, and one that
we try to distinguish from "humor", with the latter
having been heavily investigated in NLP research.

In this work, we draw upon deconstructing the
inequality among social classes, in combat with
the issue that advancements of NLP techniques
are in fact sometimes reinforcing traditional social
structure of beneficiaries (Jin et al., 2021) in society
- an evaluation heuristic proposed recently by Jin
et al. (2021) on aligning NLP with social good.

Moreover, we aim not to only address the in-
equality posed with social groups that are under-
privileged socio-economically. We in turn believe
that every social class is under-privileged in differ-
ent ways, with an example discussed above regard-
ing some social groups that are typically deemed
privileged oftentimes do not actually have the priv-
ilege to liberate from their social roles (Oh and
Pham, 2022). We propose, by understanding a key
concept in interpreting social cocoons - how fun a
social cocoon is - we could facilitate and empower
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members of different social classes to emancipate
from their cocoons based on their needs.

The paper is structured as follows: We first turn
to theories in sociology (Section 2) to draw con-
nection between social class and information co-
coon, through the lens of "fun" - an under-studied
concept, and introduce our NLP framework as an
external regularization to confront the issues in-
volved. Section 3 introduces the first part of our
framework by training an intermediate language
model to understand the concept of fun at a popu-
lation level. Following that, Section 4 shows the
strong utility of the intermediate model in terms
of its transferability in downstream tasks, corrob-
orated respectively in zero-shot and cross-domain
user-aware fine-tuning setups. Moreover, in Sec-
tion 4 we not only propose some real-life cases to
deploy our framework, but also conduct user stud-
ies to align their perception with our intermediate
model. We consider our work to be a framework
that mitigates the Matthew effect of inequality in
information acquisition in traditional social struc-
ture (Jin et al., 2021) and put "NLP for social good"
into practice.

2 "Fun" Framework

In this section, we sketch the thinking heuristics
of our framework by basing it on the grounds of
sociology theories, drawing connection between
social class and information cocoon, through the
lens of "fun".

We theoretically reason that, the measurement
of "how fun a social cocoon is", has been a strong
indicator of the social class, or the under-privileged
position, that an individual is stuck in, and thus is
a metric that shows strong utility toward helping
individuals of different social classes to combat the
ubiquitous inequality in information acquisition.

Lastly, we introduce the "Fun" framework, en-
abling members of a specific social group to escape
to the other side of this metric with an NLP model.

2.1 Concepts

Information cocoon Do we feel at ease after spo-
radically spending a whole day online? A positive
answer may not be easily drawn, for the existence
of algorithms and that big data is increasingly turn-
ing itself from servicing to controlling - a process
in which stands information cocoon as a major con-
sequence.

People are gradually losing their subjectivity and

degrading to complete recipients of information.
The perniciousness comes right from this uncon-
scious process of being besieged by a closed infor-
mation system, making individuals more vulnera-
ble and less adaptable to unfamiliar topics or con-
flicting views (Sunstein, 2007). Thus, it is likely to
incur extremism and political polarization in terms
of mass-level behavior (Barberá et al., 2015), which
is often provocative and incivility-prone (Gervais,
2015).

Under micro-narratives, information cocoon per-
tains to one’s everyday experience and actual so-
cial network. Sociological studies have shown that,
even before the invention of the Internet, humans
had already been unconsciously restricted by ma-
teriality and social relationships in the real world
(Fei et al., 1992). People are largely influenced by
their primary groups, i.e., kinships, close friends,
and neighbors (Cooley, 1955). In extreme circum-
stances, primary groups set the boundary that one
can reach to in their lifetime. Considering the em-
pirical evidence that the stronger the tie connecting
two individuals, the more similar they will be (Gra-
novetter, 1973), primary groups have in fact formed
a pre-Internet information cocoon, where individ-
uals develop their mindsets and habits in similar
ways. However, instead of strong ties, weak ties are
more useful in expanding the flow of information
(Granovetter, 1973, 2018, e.g., job-seeking, polit-
ical mobility) . This further indicates the signifi-
cance of diversity and expansion of relationships
when transferring and acquiring information.

Thus, it is only fair to say that the Inter-
net constructs an unprecedentedly personalized
yet information-intense space through algorithms,
making information cocoon a non-negligible prob-
lem. In the past, it was relatively safe for people
to be immersed in similar ideas, as they were not
likely to build connections beyond their primary
groups and accordingly have less risks confronting
opposition and information overload. By contrast,
the combination of the Internet and recommender
systems nowadays forges a dilemma: users are, on
the one hand, empowered to jump out of their pri-
mary groups, yet on the other hand, thrown into
a digital primary group, in which information is
passively sent, not actively sought.

Retrieved to the earliest definition by Sunstein
(2006), the negative effect of information cocoon
is mainly the illusionary friendliness and comfort
brought by like-minded opinions and homogeneous

102



messages (Sunstein, 2006). We must concede that
digital information acquisition nowadays fails to
keep its technological promises (Harambam et al.,
2018), for accurately identifying users’ needs and
offering customized information. In other words,
a familiar environment, created by the “sorting”
mechanism, cannot guarantee the bottom line of be-
ing harmless to the Internet users (Gervais, 2015).

Fun: A taken-for-granted yet understudied con-
cept To counterpoise the negative feelings caused
by information cocoon and empower individuals
to retrieve their subjectivity, we turn to “fun”, a
taken-for-granted yet understudied concept, for
help, especially during a time when we have seen
the cognitive reduction of fun led by COVID-19
(Oh and Pham, 2022) and the deterioration of on-
line environment1. Fun pertains to almost every
aspect of our life, yet never gets serious attention.
It soothes everyday tension and seasons bland nor-
malcy. However, even among the very little re-
search that mentioned fun as an independent con-
cept, namely psychological investigation of fun
(Oh and Pham, 2022) and physical education stud-
ies (MacPhail et al., 2008; Bengoechea et al., 2004;
Scanlan and Simons, 1992), fun is related to distrac-
tion, reduced to the by-product of other social facts,
or used interchangeably with happiness, well-being,
enjoyment, sense of achievement, deviance, and hu-
mor (Fincham, 2016). The sophisticated crossover
amidst these positive affective states makes it hard
to theorize fun as an independent phenomenon (Fin-
cham, 2016; Blythe et al., 2004).

Besides, though we all crave for fun, it is not
seen as an essential factor as water is to humans.
We tend not to exchange things deemed as more
secularly important for fun. For instance, few par-
ents would allow their kids to stay at home and have
unbridled fun simply because fun is marginalized
by regimentations in schools. Besides, fun is too
contingent to handle, for having too much fun is
sometimes frivolous and frowned upon (Fincham,
2016; Goffman, 1961). Additionally, to theorize
fun sounds contradictory to its quotidian nature.
Consequently, there is no specific and distinctive
branch in sociology that sets its goal to understand
fun theoretically until the advent of The Sociology
of Fun by Ben Fincham in 2016 (Fincham, 2016).

It is worth mentioning that fun is a broader con-
cept compared to humor, in spite of their sim-

1https://www.microsoft.com/en-us/online-safety/digital-
civility

ilarities (Ruch, 2001; Fincham, 2016). Fun is
highly contextual and diverse, while humor is sim-
ply more about making people laugh (Martin and
Ford, 2018). Thus, jokes are important sources for
studies aiming to detect humor (Yang et al., 2021;
Weller and Seppi, 2019). By contrast, laughter is
not necessary to make people feel fun (Fincham,
2016). From a sociological perspective, humor
is more hierarchical, while fun requires equality
to take place (Podilchak, 1991). The semantic ar-
chaeology of fun has shown its intertwining history
with social class, judgement and transgression
(Blythe and Hassenzahl, 2018), revealing its rebel-
lious nature and tendency toward equality. This not
only distinguishes itself from other emotion-related
concepts, but also add up to the legitimacy of using
“fun” as a weapon to combat the inequality caused
by information cocoons. Fun is not that simple but
digs deeper into human’s mental need for participa-
tion and freedom. It is common for both a person
who has just finished a book and a couple playing
badminton to feel fun (Oh and Pham, 2022).

In a word, what really matters is not trying to uni-
versalize people’s experience of fun, but to uncover
the common mechanism of cultivating fun. In order
not to be confused by the countless realizations of
fun in real life, psychological studies become in-
spiring, for they try to offer the fundamental pillars
of the mechanism to produce fun, among which
stands out the definition by Oh and Pham (2022):
an experience of liberating engagement.

2.2 Tackling Inequality of Information
Acquisition through the Lens of "Fun"

To this point, it might have already been clear that
we are to leverage the concept of fun as a concep-
tual weapon to provide individuals with freedom
to move along their information cocoons, which
to different extent, indicates the social classes, or
under-privileged positions that they are in.

By its very nature of geographic space, one can
easily associate information cocoon with semantic
space from the perspective of natural language pro-
cessing. However, it is identified that existing en-
deavors that utilize language models, especially the
state-of-the-art contextualized ones such as BERT
(Devlin et al., 2019) and their variants like Sen-
tence Transformers (Reimers and Gurevych, 2019)
to study information cocoon, mostly concern po-
litical polarization (Jiang et al., 2021), news and
items recommendation (Shi et al., 2021; Song et al.,
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2022), and the spread of Covid-19 misinformation
(Röchert et al., 2021), while few studied informa-
tion cocoons in cultural consumption (Xu et al.,
2020). Xu et al. (2020) leveraged word embed-
ding models to analyze information cocoon in dig-
ital media, with the purpose of studying informa-
tion cocoon as a cultural space and its relationship
with social class, indicating that the disadvantages
of vulnerable groups in the process of acquiring
knowledge may further widen social inequality.

In the quest for information equality among so-
cial classes, we propose that formulating the im-
plicit "geographical space" expressed in the infor-
mation cocoon as a continuous representation of
"fun" is not only capable of addressing the anxiety
issues posed with higher social class but is also a
panacea for helping under-privileged social class
escape from their "knowledge-absent" cocoons,
by adjusting their scale of "fun" to attain/filter
knowledgeable recommendations, instead of being
stuck in entertainment content (Xu et al., 2020).

We introduce a computational framework for
measuring fun in language. This framework can
be understood in a two-step setup: a) intermediate
pre-training at a population level. b) Individual-
level user-aware fine-tuning. We first train an inter-
mediate model to understand fun at a population
level, then use it to serve as a better initialized
point for downstream user-aware fine-tuning. As
we will show, the intermediate model is already
good at making zero-shot inference. Further, it
makes adapting to each individual’s unique percep-
tion of fun much more accurate and stabler, in a
few-shot fine-tuning setting.

3 Intermediate Task: Can Language
Models Understand What Fun is?

Under the current pre-training - fine-tuning
paradigm in solving NLP tasks, we expect further
an intermediate task (Poth et al., 2021) to bridge a
vanilla pre-trained language model to a user with
a few labeled data points that indicate their unique
perception toward fun. To this end, an intermediate
language model that has been fine-tuned to under-
stand what fun generally is at a population level
is needed. Such of an intermediate model allows
faster and stabler adaptation to specific users in
downstream applications as we will show in Sec-
tion 4.

3.1 Dataset Collection
We aim to look for a one-size-fits-all data source
that is targeted toward readers in seek of fun, en-
abling their reactions to be used as a proxy indi-
cator of this concept; while covering as diverse
genres as possible, serving as an inclusive cornu-
copia of human language to learn a generic model
for domain-agnostic perception of fun, instead of
focusing on a specific domain/topic. Extracting
data from one source eliminates cross-dataset an-
notation inconsistency.

Example Data Source In this work, we realize
these above-mentioned heuristics by presenting an
effective data source. We highlight that this is an
example data source that can demonstrate the util-
ity of our designed mechanism and as proof of
concept, yet not an optimal one. Cracked.com is
based on the Cracked magazine, which collects in-
teresting content covering topics from movies, TV,
video games, music, sports, history, science, sex,
tech, news, celebrities, to "weird world". Albeit it
claims to be "the America’s only humor site", we
find that the linguistic connotation of the spirit be-
hind the platform is extremely close to our defined
concept of fun, as the site covers substantial infor-
mative content from a wide range of fields, instead
of the well-perceived definition of humor, which
mostly concerns punchlines and jokes (Mihalcea
and Strapparava, 2005; Yang et al., 2015).

3.2 Automatic Scoring Mechanism
We make the intuitive assumption that readers of
the data source are a specific group of people seek-
ing for fun content. Thus, simple features like #
of comments are intuitively highly correlated with
the measurement of engagement. Further, it is in a
liberating fashion due to the nature of the platform
studied. Therefore, readers’ reactions approximate
how fun the content is - how much liberating en-
gagement is shown at a population level.

We scraped all the posts from the website, from
Jan, 2005 to March, 2022, yielding over 15k arti-
cles on diverse topics. In the same vein as Yang
et al. (2021) who used naturally available user reac-
tions on twitter posts as a proxy to indicate humor,
we novelly define an automatic scoring mechanism
to annotate how fun the content is as follows:

Fun = tanh(
n

α · 1
|Iy |

∑
i∈Iy ni

), (1)

where n denotes the number of comments in
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an observed article; Iy denotes the set of articles
in the specific year that the article falls in, where
Iy ∈ I , with I representing the full set of articles
from 2005 to 2022. We perform a mean normal-
ization over each year by dividing the number of
comments by the sum of all ni in a given year Iy,
since the posts show significantly different average
number of comments every year. Generally, newer
articles get less comments to date. Intuitively, our
defined metric serves as a proxy indicator of the
engagement of a post compared to other posts in
the same year. We further introduce a coefficient
α to denote "non-tolerance toward not fun", which
together with tanh(), could be used to twist the
distribution of fun scores (Figure 2). Mathemati-
cally, a higher α (higher non-tolerance toward not
fun) makes the score distribution right-skewed, as
less posts could receive high fun scores. Notably, α
can potentially be parameterized in later user-aware
fine-tuning of downstream tasks (giving each user
an interpretable non-tolerance score), which is out
of scope of this paper.
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Figure 2: Twisting fun score distribution with α

3.3 In-domain Learning of Fun

To validate the proposed scoring mechanism and
the utility of fun as a universal metric to under-
stand content in a continuous space, we first con-
duct an experiment with three language models:
BERT-base (Devlin et al., 2019), RoBERTa-base
(Liu et al., 2019), and LongFormer-base (Beltagy
et al., 2020). 10% of the data is used as the hold-
out test set. The models are fine-tuned with over
50 epochs (Zhang et al., 2020) for stabler perfor-
mance, with a learning rate of 3e − 5, instead of
the commonly adopted 3 epochs.

The result is shown in Table 1. We observe that,
while early epochs are extremely fluctuating - given
the regression nature of the task and the nuanced

Model F1 R-Squared
BERTbase

+ max seq. 128 0.748 .437
+ max seq. 512 0.751 .460

RoBERTabase
+ max seq. 128 0.753 .448
+ max seq. 512 0.758 .499

LongFormerbase
+ max seq. 2048 0.760 .497

Table 1: In-domain learning

nature of the concept studied, the models can typ-
ically reach to an optima where increased epochs
bring diminished fluctuations. In the later epochs
of training, RoBERTa can stably converge to a per-
formance close to .50 R-squared and an F1 score
over 75% on the test set. To attain an F1 score, we
transform the 0-1 scale in the regression task into a
binary classification using a decision threshold (0.5
by default). Given how "fun" is less of a universal
phenomena compared to "humor", our experiment
demonstrates a surprising result - achieving a per-
formance even better than what Weller and Seppi
(2019) reported on a similar task using Reddit joke
posts and their up-votes, which again in turn proves
the utility of our scoring mechanism to be learned
against by the LMs.

Length matters for fun A linguistic property of
fun we try to validate is the importance of informa-
tive content conveyed, which we hypothesize to be
supported by the length of the text, distinguishing
the concept of fun from existing studies on humor,
with the latter mostly characterized as one-liners
(Mihalcea and Strapparava, 2005; Yang et al., 2015)
that typically have a maximum sequence length of
10-30 words. We run both BERT and RoBERTa
with a maximum sequence length of 128 and 512
tokens. This part of the experiment shows that
length does matter in order for textual content to be
perceived as "fun", corroborated by the R-squared
performance boost by a margin of respetively 5.3%
and 11.4% on BERT and RoBERTa brought by
taking in a longer text. This is further validated
by the on-par performance of Longformer, which
can be thought of as a variant of RoBERTa that
enables computational complexity to scale linearly
with sequence length. For Longformer, we con-
sider a maximum of 2048 tokens. Notably, taking
in texts that are too long brings less pronounced
advantages, which we hypothesize to be due to:
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(1) the limited attention of readers in seek of "fun"
distribute to in-depth reading, and (2) there exists a
certain length that suffices for readers to engage -
512 tokens suffice in our case.

4 Helping Individual Users to Break
through Inequality in Information
Acquisition

When deploying in a user-specific setting, we ex-
pect the in-domain training in section 3.3 to serve
as an intermediate task (Poth et al., 2021). It is thus
of interest to study how well the previous intermedi-
ate pre-training on the in-domain data source could
transfer to users, respectively under (1) zero-shot
inference and (2) further fine-tuning settings.

4.1 Zero-shot Inference

Vanilla RS

+

+

night

DL, NLP, 
Algorithms, 
EMNLP…

tech in general,
jokes about data 
science, linguistics, 
sociology 😆😆😆

day

escape to Support 
pool

Support 
pool

🥸🥸🥸

Fun score
 0.2~0.3

set
Fun score
 0.5~0.6

set

Figure 3: User case: "A day of an NLP researcher", em-
powered by our ‘Fun’ framework. While trapped in the
cocoons of NLP-related content, one is given the option
to turn up the ‘Fun’ range to receive recommendations
from other domains, generated from the vanilla content
pool and borrowed from a supporting pool.

Complementing the example that "an NLP re-
searcher might not be keen to read about NLP be-
fore they go to bed" (Figure 3), we present an inter-
esting case study.

We consider a binary setting, by taking in two tar-
get data sources, Medium2 and Not Always Right3.
We first collect 50 posts from Medium, using an
account that has been "fine-tuned" by an NLP re-
searcher by using the account for a year. The rec-
ommended posts are all about NLP. We then collect
the same number of posts from Not Always Right,
a website dedicated to high-quality fun stories.

2 https://medium.com/
3https://notalwaysright.com/
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Figure 4: Significant distribution discrepancy in zero-
shot cross-domain inference, using RoBERTa check-
point trained in Section 3.3

We then leverage the model checkpoints trained
to understand fun in section 3.3 to infer on them.
Figure 4 shows the predictions yielded on these two
target sources, indicating a significant distributional
discrepancy (p < .001). This further proves that
in an industrial deployed setting, it is possible to
help a specific group of people escape to content
of other genres and domains, by sampling posts of
user-determined fun score from a supporting set.
We further propose a possible way to implement
this framework in Appendix A, through a plug-in
user interface we design.

4.2 Cross-Domain User-aware Fine-tuning
In this section, we study with three human annota-
tors, with the goal of adapting a language model
to their unique perception of fun. We ask them to
annotate 300 posts each from a generic Medium
dataset covering a wide range of genres and topics.
With the annotated dataset we aim to find the best
strategy to adapt to their exact perception, under
this few-shot learning setting (210 posts excluded
30% data as test set). We find that the in-domain
training in Section 3.3 serves as a powerful interme-
diate task that stabilizes the following user-aware
further fine-tuning.

4.2.1 User Annotation
Dataset To perform experiments on cross-
domain fine-tuning, we leverage a 190k Medium
dataset4. As opposed to directly collecting Medium
posts on an account "fine-tuned" by a user in Sec-
tion 4.1, this generic Medium dataset comprises of
high-quality articles of diverse topics and genres.

4https://www.kaggle.com/datasets/fabiochiusano/medium-
articles
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Fun Spectrum Description and Scoring Guidance

Most fun.

Not fun at all.

0.8 < fun score ≤ 1.0: Make you forget surroundings and have inner motives to practice what you see from it.

0.6 < fun score ≤ 0.8: Feel intrigued and devote a great amount of attention to repeat watching or reading it.

0.4 < fun score ≤ 0.6: Start to have revealing happiness (e.g., laughter) and is likely to share or imitate the content.

0.2 < fun score ≤ 0.4: Learn something new or inspiring but require self-supervision to keep concentrated.

0 < fun score ≤ 0.2: Not very interested and reluctant to pay attention to if needed.

0: Feel detested or indifferent, not willing to spend time on.

Table 2: Annotation Instruction for Cross-domain Fine-tuning

We ask 3 annotators to annotate their fun percep-
tion on 300 articles each, based on the annotation
instruction in the next sub-section. To validate
the non-universality of fun perception of different
individuals, we secretly put a same pool of 100 ar-
ticles as the last 100 posts they annotate. Other 200
articles for each annotator are randomly sampled
from the 190k articles.

Annotation Guidelines Given the cruel fact that
creating an unequivocal definition of "fun" is al-
most impossible, for its discursive and subjective
nature, we design a reference instruction (Table 2)
for target groups to annotate fun score.

From game designing to physical education and
leisure studies, fun has gained increasing atten-
tion and revealed some enlightening commonali-
ties: positive emotion and sense of engagement.
When exposed to something fun, some may laugh,
while others are likely to share. Whatever their
actual actions are, these fun moments are engag-
ing and getting people focused. This illustrates the
essential characteristics of fun: a broader ideation
encompassing not only punchlines, but educational
and inspiring content that may have further influ-
ences on individuals, distinguishing it from humor
and funny.

Thus, knowing "how fun manifests in real life"
is what really matters. Correspondingly, based on
previous studies, qualitative descriptions are used
in the instruction sheet as presentation of fun. We
expect respondents to annotate provided content,
referring to the sectional instruction (Table 2), and
give out their fun perception on a specific post.
Scoring could be more granular than the instructed
range (e.g., 0.66) to accord with the diffused feature
of fun in real life.

Non-universality of Fun Perception We further
present the inter-annotator agreement in Table 3,
computed on the secret pool of 100 articles shared

Inter-Annotator Agreement
Pearson’s r

User 1 and 2 0.536
User 1 and 3 0.457
User 2 and 3 0.652

Krippendorff’s alpha
All users 0.405

Table 3: Inter-Annotator Agreement

by the three annotators. It is shown that users have
unique perception toward fun. For instance, user 1
shares lower Pearson’s correlation with the other
two annotators. On top of that, the Krippendorff’s
alpha among the three annotators is not extremely
high, again indicating the non-universality of fun
perception. However, even for the most sophisti-
cated individual, our method yields better results
(Table 4 as described in the 4.2.2) than the baseline
methods, showing the performance boost brought
by the intermediate pre-training and as well prov-
ing the utility of our automatic scoring mechanism
to learn against. However, the sophisticated nature
of some users’ understanding toward fun in turn
necessitates more training data from them.

4.2.2 User-aware Fine-tuning Performance
In this section, we leverage the checkpoints in in-
domain training to learn further in a user-aware
setting.

Table 4 shows the results of different fine-
tuning settings, and the superiority of our meth-
ods. For simplicity, we only present experiments
with RoBERTa (Liu et al., 2019), since it provides
the best result (Section 3.3) and is computationally
cheaper than Longformer (Beltagy et al., 2020) if
the latter takes in a maximum of 2048 tokens.

For the baseline method, we directly take a
RoBERTa pre-trained checkpoint, and fine-tune
it on the user data. For our methods, we define
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Model Avg. R-squared Max. R-squared Min. R-squared Var.
User 1

RoBERTa + ft. .016 .256 -.624 .019
RoBERTafun-shallow (ours) + ft. .053 .248 -.356 .013
RoBERTafun-deep (ours) + ft. .093 .265 -.138 .010

User 2
RoBERTa + ft. .274 .544 -.706 .063
RoBERTafun-shallow (ours) + ft. .412 .626 -.081 .025
RoBERTafun-deep (ours) + ft. .450 .660 -.003 .021

User 3
RoBERTa + ft. .085 .519 -1.551 .225
RoBERTafun-shallow (ours) + ft. .208 .519 -2.816 .191
RoBERTafun-deep (ours) + ft. .407 .520 -.105 .011

Table 4: Cross-domain fine-tuning performance

a RoBERTafun-shallow and a RoBERTafun-deep. For
RoBERTafun-shallow, we first fine-tune a RoBERTa
checkpoint on our in-domain Cracked.com dataset
for 3 epochs, then further fine-tune it on the user-
annotated data. While for RoBERTafun-deep, we
do the same for 50 epochs, then further fine-tune.
The utility of pre-training long enough on our in-
domain dataset is proved as shown in Table 4.

We hypothesize that, this amount of user data is
not sufficient for a pre-trained language model to
understand what is fun from scratch. A language
model is not able to accurately capture which words
and what combinations of them make an article
fun through a few hundred of examples of diverse
genres. Even though some articles show similar
topics and fun scores, it is extremely hard for a
RoBERTa to find the salient areas to put attention
to through a few examples, if it is allowed to look
at the first 512 tokens of an article.

By contrast, our methods mitigate this ineffi-
ciency through providing an extra resource of 15k
articles to indicate what fun is. Albeit being "cross-
domain", words, expressions and language in gen-
eral that express the concept of fun could be quite
transferable. As shown in the result, training long
enough (50 epochs) first on our in-domain dataset
enables the models to attain deeper understanding
of fun, for later stabler transferring.

For each run, we hold out 30% data (90 articles)
as test set for each user. For each setting and user,
we repeat each further fine-tuning 3 times with
50 epochs, with different random seeds and data
splits, yielding 150 unique stages for each combi-
nation, to get a closer look at the training progress
(The results in Table 4 are based on these epoch-

level computations). We again use R-squared as
the evaluation metric which measures how well a
regression model explains the observed data.

The baseline method is extremely fluctuating
throughout the 50 epochs for each run, occasion-
ally "hitting" a not-bad result on the test set and
could drop dramatically in the next epoch, resulting
in extremely high variance. By contrast, our meth-
ods typically "wander" around at a stabler range of
R-squared on the test set throughout the training,
with significantly lower intra-epoch variance. In
real-life deployment, this stability is extremely im-
portant in efficiently adapting to user preferences
without drastically fluctuating performances. No-
tably, the baseline method typically reach and wan-
der around an average training loss of 0.004 in
the last few epochs, while our methods lead it to
an average training loss of 0.0005, meaning that
the pre-training on the in-domain dataset has al-
ready put the training to a better optima. Thus, it
is evident that giving more user-specific data, the
further fine-tuning could be more robust with our
in-domain intermediate training.

Also, we give out a description of attaining user-
specific data and user-aware fine-tuning in a possi-
ble real-life deployment at the end of Appendix A,
on top of the vanilla zero-shot intermediate models
described in the last section.

5 Conclusion

In this work, we identify a misalignment of a (con-
tent, concept) pair existing among social classes -
one’s information cocoon and the corresponding
degree of fun. This passively decided characteris-
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tic might reinforce, as opposed to help deconstruct
the traditional social structure of beneficiaries, and
therefore is originally not a manifestation of the ad-
vancement of AI algorithms contributing to social
good.

In combat with this prevalent issue, we pro-
pose an NLP framework, which is composed of
1) an intermediate language model that could un-
derstand/predict the degree of liberating engage-
ment (the degree of fun) of text at a population
level. 2) further user-aware fine-tuning method to
adapt the intermediate model to each individual’s
unique perception of fun. Moreover, we propose
some possible real-life cases to deploy our frame-
work in a platform-agnostic setup as an external
regularization over recommender systems, such as
a web-based plug-in that could filter content based
on user-defined fun range, without having to explic-
itly interact with or adjust the algorithms behind
the recommender system of a platform.

Limitations

We consider our work to be a framework that miti-
gates the inequality in the traditional social struc-
ture of beneficiaries (Jin et al., 2021), and estab-
lish it to be a work promoting "NLP for social
good". Nonetheless, we envision more detailed
implementations to be studied that regulate its us-
age in practice. As Jin et al. (2021) put it, stage-4
NLP applications should be most careful about
their ethical concerns. Our work can also be posed
with extreme use cases. For instance, what if our
framework in turn helps under-privileged people
to immerse themselves in entertainment content?
- if they are given the complete freedom to do so.
Therefore, we call for more regulated usage of our
proposed framework. However, we position our
framework to be one that provides humans with
dignity, freedom, and fairness (Zeng et al., 2019),
under an era where discriminating AI algorithms
are prevalent.

Moreover, we do notice some biases exist-
ing in the in-domain fun models, brought by
domain-specific content in our scraped dataset
(Cracked.com). For instance, inferring with these
models on a one-word input, "LGBT", gives a
score of around 0.87-0.95, showing the extensive
interest that American people hold for politically
correct-related discussions on controversial issues.
With "sequence length is a domain" (Varis and Bo-
jar, 2021) considered, these biases are significant.

Thus, we highlight that what we present here is a
novel framework, rather than an optimized solu-
tion. The dataset we leverage is a demonstration
of a feasible way of empowering this framework,
rather than an optimal one. We envision more en-
deavors to be made for more generic annotated data
for this concept. Although in this paper we provide
what can be formulated as a "distant-supervised
approach" (i.e. an automatic scoring scheme) for
the sake of studying this concept, annotation can
still potentially provide less bias toward learning on
the concept of fun that is loyal and inclusive (Joshi
et al., 2020) to the perception of a wider audience
from all socio-demographic groups.
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A Industrial Deployment: A Proposal

We also demo a possible case to deploy our frame-
work in real-life scenarios. We design a Chrome
extension (Figure 5) that can filter existing recom-
mended posts based on user-defined fun range. A
Chrome extension allows us to retrieve informa-
tion from the platform pages, as well as injecting
HTML tags to them. We propose it to be a simple
way to deploy our model as an extension backend
to quantitatively score the text data that is captured,

and is generalizable across different platforms with-
out having to explicitly interact with their recom-
mender systems.

Figure 6 shows the working process of the
Chrome extension we develop for Quora.com. Af-
ter users install the fun extension on Chrome and
start it, the extension would start to continuously
capture posts under the current page and check
whether the current posts have been scored accord-
ing to their IDs in the database. If a post ID has not
existed, the text content of that post will be input
to our model for scoring, and the score with the
corresponding post ID will be stored in the Web
SQL Database and display to the bottom of that
post on the page.

Figure 5 shows our framework deployed as an
plug-in that can be applied to Quora.com. As an ex-
ample, when the user selects fun scores between 0.6
and 0.8 and clicks the Search button, the current
page will be filtered based on the selected range
and display the first 50 posts within that range.

Moreover, it is possible for users to modify the
fun scores inferred by the vanilla zero-shot model.
These modified fun scores would be used as ground-
true user-specific fun perception to fine-tune a user-
aware model, making it possible to understand
user’s unique perception for better "escape".
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Figure 6: Fun chrome extension workflow
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Abstract

We present a web application for creating
games and exercises for teaching English as
a foreign language with the help of NLP tools.
The application contains different kinds of
games such as crosswords, word searches, a
memory game, and a multiplayer game based
on the classic battleship pen and paper game.
This application was built with the aim of sup-
porting teachers in rural schools that are teach-
ing English lessons, so they can easily create
interactive and engaging activities for their stu-
dents. We present the context and history of the
project, the current state of the web application,
and some ideas on how we will expand it in the
future.

1 Introduction

This paper presents an ongoing project on devel-
oping a web application that uses NLP tools for
building exercises for teaching English as a foreign
language (EFL). The aim of the platform, called
CINACINA1, is to assist teachers in the creation
of activities based on some topic or text they are
working in the classroom.

As we are a Spanish speaking country, the uni-
versalization of English teaching throughout all
primary schools is one of the objectives of the na-
tional public education administration in our coun-
try. Some of the obstacles for achieving this goal
in rural schools are the lack of qualified special-
ized teachers and the poor Internet connectivity
in rural areas, which renders solutions based on
videoconferencing impractical for these purposes.
Consequently, a program was designed for these
schools where classroom teachers, who may not
have a good command of English, learn in conjunc-
tion with children, with remote support of English
teachers. In this context, the application we are
building is meant to be an aid to rural school teach-
ers, providing exercises that could be used out of

1http://cinacina.fic.edu.uy/

the box, tools for creating new ones, and an interac-
tive platform with exercises and games that helps
to motivate the kids learning the language.

The rest of this document is structured as fol-
lows: section 2 presents related work and important
concepts to understand the context of the project;
section 3 introduces the history of the project, how
and why we began creating it; section 4 describes
the application built so far and its main features;
section 5 presents the interactions we have had with
the community and how it impacted the project;
and finally section 6 shows some conclusions and
future work.

2 Background

The interest in educational applications has been
present in the NLP area since its beginnings (Lit-
man, 2016), being the automatic correction of stu-
dents’ assignments one of the most explored top-
ics. This interest has been increasing in the Com-
putational Linguistics community, leading to the
creation in 2017 of the Association for Computa-
tional Linguistics Special Interest Group for build-
ing EDUcational applications (SIGEDU)2, which
organizes an annual workshop specialized in this
area, BEA: Workshop on Innovative Use of NLP
for Building Educational Applications. The BEA
workshop had its 17th edition3 this year, associated
with the NAACL annual conference.

Within the area of Educational NLP, particular
work has been done on the application of NLP to
language teaching, a sub-area that has received the
name Intelligent CALL or ICALL (CALL: Com-
puter Assisted Language Learning) (Volodina et al.,
2014). There is an annual workshop associated
with this area (NLP4CALL), which will have its
11th edition in 20224. Our work, framed in this sub-

2https://sig-edu.org/
3https://sig-edu.org/bea/2022
4https://spraakbanken.gu.se/en/research/themes/icall/

nlp4call-workshop-series/nlp4call2022
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area of NLP for language teaching, focuses on the
development of a platform of educational activities
to support the teaching of English as a second lan-
guage. An example of such an application for creat-
ing English exercises is Language Muse (Burstein
et al., 2013), which allows to select a text from a
catalog, or use own texts, and generate from them
exercises that evaluate morphological, syntactic or
semantic concepts. A similar application but for
multiple languages, REVITA, is presented in Katin-
skaia et al. (2018). In Agirrezabal et al. (2019), the
development of activities for vocabulary learning
from transformations of children’s stories using
NLP tools is described. A work that has an ap-
proach closely related to ours is Fenogenova and
Kuzmenko (2016), which builds English exercises
of different types, but mainly focused on learning
collocations in English for more advanced students.

2.1 English teaching in our country
For several decades English and other foreign lan-
guages have been taught in secondary education. In
2006, the National State Education Administraion
(ANEP) set the goal of teaching English to primary
school children nationwide5. However, the main
problem was the lack of qualified teachers.

In 2007, the country adopted the One Laptop
per Child (OLPC) program6, which is developed
under the umbrella of Ceibal7. In 2012, a new
program was developed to teach English via video-
conferencing with qualified teachers teaching re-
motely and students using laptops and Internet-
based resources under the guidance of the class-
room teacher (Brovetto, 2015).

However, many rural schools could not introduce
the teaching of English due to access or connectiv-
ity issues in rural areas. Rural schools represent
almost half of the schools in the country8. Of 1040
rural schools, 60% do not have a stable Internet
connection or are accessible for teachers of English
to come to teach at the school9.

Consequently, a new program was designed in
2018 (Romano, 2019), in which the classroom

5https://www.anep.edu.uy/sites/default/files/images/
Archivos/publicaciones-direcciones/
Politicas-linguisticas/documentos/
comisionpoliticaslinguisticaseducacion%20publica.pdf

6https://laptop.org/
7https://www.ceibal.edu.uy/es/institucional
8https://www.anep.edu.uy/15-d/m-s-17000-ni-y-ni-os-

asisten-escuelas-rurales-en-todo-el-pa-s
9https://www.anep.edu.uy/15-d-noticias-pol-ticas-ling-

sticas/programa-anep-ingl-s-sin-l-mites-se-implementar-
en-paraguay

teacher is regarded as a professional trained to fa-
cilitate learning. Classroom teachers may not have
a good command of English, but the program is
designed to allow teachers and students to learn in
conjunction. Technology plays a crucial role in this
program.

Most importantly, this English teaching program
can be adapted to the distinct multigrade and multi-
serviced pedagogy necessary for teaching in rural
schools. Presently, over half of rural schools use it.
Also, it is worth pointing out that it is also used in
42 special needs schools. As a result, it is expected
that the country will soon be able to reach the goal
of teaching English to all primary school children.

2.2 University extension

The concept of university extension, especially in
Latin American universities, refers to an activity
in which university and non-university actors col-
laborate to solve problems that affect a community,
particularly with a focus on often neglected popu-
lations. During an extension project, it is expected
that all the actors contribute with their respective
knowledge, so that all can share to and learn from
the rest in order to create new knowledge (Arocena,
2010). This has points in common with other con-
cepts such as university outreach and engagement,
although it is not exactly the same. Notice that the
focus on often neglected populations implies that
this kind of projects will generally be related to
social good, and try to make a positive impact.

In our university in particular, extension is con-
sidered one of the three main functions of the uni-
versity, together with teaching and research. The
current trend is to try to create spaces that articu-
late the three functions, where researchers (often
teachers), students, and members of the community
interact in order to come up with a solution to a
problem. These spaces are called integral training
spaces. In this project, our target community are
the teachers and students at rural schools. Through-
out the years tens of undergraduate students have
collaborated in this project, interacting with the
community in very enriching ways, which comple-
ments their training as professionals.

3 History of the project

In 2016 we worked on a prototype system for auto-
matically building crosswords from news text. The
system would first extract suitable definitions from
the news and then create the crosswords puzzle (Es-
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teche et al., 2017). The national public education
authorities saw that work and considered it had
the potential to be applied in teaching. They were
starting a project for trying to universalize English
teaching at elementary schools, with special focus
on bringing English classes to rural schools that
were far away from the urban areas and had con-
nectivity issues. Because of this, one constraint
was that the tools we built had to use minimal band-
width and should ideally run on the OLPC laptops.

Beginning in 2018, we started creating a series
of prototypes of different tools and games that
could be used in the context of teaching English to
schoolchildren. Our aim was to bring NLP tools
into the classroom that would help teachers create
exercises and activities for their classes. The first at-
tempts included: a prototype for a game application
that created crosswords, word search puzzles, and
a version of the battleship game adapted to prac-
ticing English oral skills (Percovich et al., 2019);
and a prototype for a tool that built classic English
practice exercises such as multiple choice, fill in
the blanks, and joining definitions (González et al.,
2021). These prototypes were tested in three rural
schools during 2018, obtaining very positive feed-
back that helped to keep us going. However, we
noticed two important things: the prototypes were
still too raw to be used in a classroom without as-
sistance, and more importantly the level of English
needed to solve the exercises in the system was too
high, we needed to simplify them.

In 2020, more researchers with background in
linguistics and teaching English as a foreign lan-
guage joined the team. They started analyzing the
tool and the content we had created, trying to adapt
it and also to build new content for a more begin-
ner level based on texts provided by the Education
Administration. This helped improve the contents
of the prototypes, and further visits to rural schools
showed that this was very useful. However, we
must note that using only manually curated content
was not one of the objectives we had in mind when
we started working on this: we want to use NLP
tools to facilitate the teachers’ jobs. So at the same
time we continued to explore ways to improve the
tools, and create new types of games and exercises.
For example some teams worked on generating QA
exercises for reading comprehension automatically
generated from texts (Morón et al., 2021; Berger
et al., 2022), while others focused on automatic
correction of texts and automatic simplification.

So far, the prototypes we had been building were
all separate tools, which complicated their use in
the classroom. In 2021 we were granted funding
from our country’s National Research and Innova-
tion Agency (Agencia Nacional de Investigación
e Innovación - ANII10), and we could hire a web
developer that would create a unified platform to
integrate the different prototypes. The aim was to
create a web tool that could integrate the different
games and exercises we had built. The platform
would let the users quickly fix the errors that the
NLP tools introduced, and also would serve as an
environment to develop and deploy new tools and
exercises.

Furthermore, since 2019 we have created sev-
eral instances of extension workshops, which are
small courses in which undergraduate students can
get credits for participating in extension related
projects. In our case, the students participated in
the design and prototyping of new games or exer-
cises, and also had to participate in a visit to a rural
school where they could show the work and inter-
act with the teachers and children. These activities
are very enriching for the undergraduate students,
because they can get out in the field to know other
contexts and ways of working that they are not used
to, which helps in their training.

4 Description of the application

We developed a web application that can be ac-
cessed by teachers and students. So far there are
three types of users: students (with limited access),
teachers (with more permissions like creating and
managing games and exercises), and superusers
that could also do administrative tasks.

Our intention is to make the application open
source under the CC BY-NC-SA 4.0 license. Since
the application is rapidly evolving as we regularly
add new features and content, we are waiting to
reach a stable version before releasing the code.
For now the application is available to use and we
are open for any suggestions. In the following
sections we will describe only the most relevant
content that is currently included.

4.1 Words and Definitions

The platform has a database of words and defini-
tions. These <word, definition> pairs can be added
manually on demand, but they can also be extracted
using automatic processes, so it is important that

10https://www.anii.org.uy/
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in the platform all words and definitions can be
edited. Each word belongs to one or more cate-
gories, which can also be defined and assigned on
demand. This base of words and definitions are
used throughout the platform for generating the dif-
ferent games, e.g they are used as clues for cross-
words, or as words to search in the word search
puzzles.

In the first games application prototype (Per-
covich et al., 2019) we included a simple automatic
definition extraction process. That process was
rule-based and was very simple, so the number
of <word, definition> it could extract from arbi-
trary text was very limited. The extractor was run
over all of Simple English Wikipedia11 content, ob-
taining an initial set of definitions, but these had
two main problems: Sometimes the definition was
too complex (even coming from Simple English
Wikipedia); and often the definition obtained was
not usable in the context of a crossword intended
for children (e.g. obtaining a definition for the sur-
name ‘Brown’ instead of the color ‘brown’). This
set of pairs were used as the first word base for the
platform, and they were later on manually curated
and simplified.

During the development of the first prototype,
the Education Administration provided us with a
list of English words that should be learned by kids
at the beginners level, together with their simple
categories such as ‘animals’, ‘colors’ and ‘family’.
This initial list was expanded using word embed-
dings (Mikolov et al., 2013) based technique: try-
ing to find the closest words to the starting set that
still belonged to the original category. Then we
manually inspected the resulting words to see if
they belonged to the correct category.

4.2 Games and exercises

The current version of the platform includes five
games and exercises that can be built automatically.
They all use the words and definitions base, and
some can also take an input text, such as a story or
article a teacher wants to work in class, to generate
the exercise.

The crossword game (Fig. 1) can build cross-
words using the definitions base for the clues.
Teachers or students can create crosswords ran-
domly or by selecting a category of words. As
mentioned above, the initial process for extract-
ing definitions was not comprehensive enough, so

11https://simple.wikipedia.org/

Figure 1: Crosswords game, words are selected from
the ‘animals’ category.

the feature for creating crosswords by extracting
clues from free text is currently disabled. We are
currently working on the integration of a new defi-
nition extractor based both on rules and on a def-
inition generation model that uses the T5 archi-
tecture (Raffel et al., 2020), which showed very
promising results in our initial tests.

However, a teacher has another functionality for
creating a static crossword from the word cate-
gories. They can then manually edit its definitions
in case there are any errors, and save it. This cre-
ates a URL that can be accessed by their students,
so all the classroom can solve the same crossword.

The platform can also build word search puzzles
with words selected from the categories (Fig. 2).
Originally the easy mode showed the textual words
as clues, and the hard mode only displayed the

Figure 2: Word search game using the pictures mode,
words are selected from the ‘animals’ category.
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Figure 3: Language practice game in easy mode, the
student must select the picture that represents a word.

category. But after some visits to schools, many
school teachers requested we added also a game
mode that shows pictures of the words to search.

The language practice game (Fig. 3) is a more
classical type of exercise, where the students must
select the picture that corresponds to a word (easy
mode) or the correspondence between definitions
and pictures (hard mode).

The story game is a game (Fig. 4) in which the
students must first read a short story, and then they
are shown a shuffled list of sentences extracted
from the story that they must put in the correct
order. The process obtains lemmas and named enti-
ties from the text, and calculates a score for each
term based on how frequent it is and if it is included
in the title, as children stories often include promi-
nent entities in the title. Then it selects sentences
that are the most salient based on the inclusion of

Figure 4: Story game with sentences shuffled, the stu-
dent must put them in the correct order.

Figure 5: Memory game in easy mode using words
selected from the ‘body’ category.

the main terms of the text. It is also possible to
create a story game based on a free text input by
the teacher.

The memory game (Fig. 5) is a simple game of
cards where students must try to match a word to
an image (easy mode), or a definition (hard mode).
Although this game does not use any advanced NLP
tools, it was greatly sought after by the teachers at
rural schools.

The Sea Animals (Fig. 6) game is the only multi-
player competitive game in the platform. Probably
because of this, it is the game that is enjoyed the
most by the kids in the classroom. The game is
based on the classical battleship pencil and paper
game, adapted to practice oral English skills in
the classroom: instead of encoding the coordinates
as letters and numbers, the map displays subjects
and predicates. One player must read aloud the
subject and predicate they want to target, and the
other player must understand it in order to correctly
play the game, which encourages practicing oral
skills. The subjects and predicates are extracted
automatically from the parse trees of a collection

Figure 6: Sea Animals, inspired in the battleship game,
the players must read aloud sentences (subject + predi-
cate) to indicate coordinates in the grid.
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of texts, and they are categorized so that they form
grammatical sentences for the same map.

4.3 Expected use case
We will describe an expected interaction between
users for this application. In this example the idea is
that the teacher wants to use a custom crossword in
their class, based on a text they are already working
with.

1. A teacher logs in the application and uses the
“Create crossword” functionality.

2. They paste a text they want to work with dur-
ing class.

3. The application extracts as many clues as it
can from the text, and creates a crossword us-
ing those clues and completing with preloaded
clues.

4. The teacher checks the resulting crossword,
fixing any errors that could be introduced by
the process.

5. When the crossword is ready, the app returns
a URL that the teacher can distribute among
their students, so that everyone can work on
the same crossword.

5 Contact with the community

As mentioned in section 2.2, an extension project
involves many actors, and it must include an in-
teraction, a dialogue between the university and
the target community. It is expected that all ac-
tors are impacted in some way by the project. Our
main ways of interacting with the community in
this project have been the visits to rural schools and
the training sessions with rural school teachers.

5.1 Visits and impact
Between 2018 and 2022, we have made 18 visits to
a total of 14 rural schools from all over the country,
each school had between 5 and 30 students. Only
one of the visits had to be done remotely using
videoconferencing tools, due to the sanitary situa-
tion in 2020 caused by the COVID-19 pandemic.
Around 50 undergraduate students of the Engineer-
ing and Communications careers have participated
in the project since its beginning.

There are 1600 rural school teachers, and 800
work in schools where they are the only teacher in
charge. 100% of rural schools follow a multigrade

Survey 2019 Survey 2022
Memory game Improve difficulty man-

agement
Improve difficulty
management

Games for speech and lis-
tening

Improve texts and
definitions

More multiplayer games

More games Graphical and usability
improvements

Offline mode Accessibility improve-
ments
Social media features
Offline mode
Keep open source and free
Unique users for teachers

Table 1: Main highlights and requests for improvements
to the tool according to a teachers’ survey in 2019 and
in 2022.

pedagogy. This is not only because some have very
few students but also because multigrade pedagogy
gives room to a particular circulation of knowl-
edge (Santos, 2016). This model does influence
the learning of English in the way students interact
with one another. Our classroom observations sup-
port this, where children of different ages (from 4
to 12 years old) interacted and helped each other to
play the games on the platform. We noticed a great
level of engagement with the tool, especially with
the Sea Animals game but also with the rest of the
games.

We have offered two training sessions for teach-
ers: one via videoconferencing (30 participants)
and one face-to-face (40 participants) in a city far
away from the capital city and within easy access
to teachers in the region. In these sessions we pro-
vided a quick introduction to NLP and the project,
and the teachers had the chance to experiment with
the platform and provide feedback. Table 1 shows
the main requests that the teachers had for the tool.
The left side shows the main improvement ideas
mentioned in 2019 (an earlier version of the tool)
and the right side shows the results for the latest
survey in 2022.

We note that some of the topics brought up in
2019 were solved, such as creating the memory
game, and others remain. For example, we took
steps towards managing the language difficulty in
the games. Most of the content has been curated
and preloaded since many rural school teachers are
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not proficient in their knowledge of the English lan-
guage. However, more language-proficient teach-
ers will be able to edit the tool’s results in order to
fix issues or to tailor them to their needs. We strive
to ensure the project will adapt to the language pro-
ficiency of most teachers. Another frequent request
is that we add more games to the tool, but upon
analyzing the suggested game ideas and other re-
quests, we noticed that the suggestions made this
year generally ask for more complex features. This
could mean the teachers are starting to understand
the potential of the tool and want to push the limits
of what it can do.

One interesting point that was mentioned in both
surveys is the possibility of “offline mode”. As
mentioned before, the connectivity in rural areas
is not the best. In 2019 the prototype worked in a
completely offline mode, and this was highlighted
in the surveys as a nice feature. However, as the
platform grew, we needed to move much of the
heavy processing to a server, while still trying to
use as little bandwidth as possible. Thus, in 2022
there is a new request to bring back some offline
functionalities, for example solving crosswords or
other games offline once they are already created.

In all our school visits and teacher workshops,
there was agreement on the need for a web plat-
form for games and activities adapted to the EFL
national curricula. Further insights into the na-
ture of NLP, and access to manipulate them to suit
teachers’ needs, are exceptionally relevant for En-
glish language teachers. NLP developments have
posed the language teaching field unprecedented
challenges.

Further proof of the web application’s positive
impact is that we have been contacted by material
writers and authorities from one of the other two
existing English teaching programs, Department
of Second Languages (Departamento de Segundas
Lenguas12), which is a face-to-face program that
works with 10% of schools and heavily relies on
the use of technology as well. Much of their inter-
est lies in the fact that using this application can
free them, to a certain extent, from relying on paid
websites. The department has informally agreed to
help the project collect data to develop a tool for
the automatic correction of texts. This is hugely
relevant to the project and a healthy signal of the
interest it sparks.

For undergraduate students, the project provided

12https://www.dgeip.edu.uy/departamentos/lenguas/

them with an invaluable and unique opportunity to
gain insights into education in rural areas.

During the course of the project, our team be-
came more interdisciplinary. The work of engi-
neers, linguists, and specialists in education and
in the field of communication studies opened new
horizons to the project. Some of them have already
been identified and submitted for funding, namely,
the need to cater for accessibility and improve the
graphic design and user interface.

5.2 Issues

In the first prototypes, we found out during the vis-
its that the English level of the exercises was too
high. On top of this, the initial hands on experi-
ences with teachers showed that the performance
of the NLP tools, such as the definition extractor,
was not good enough or comprehensive enough for
the types of texts a school teacher might use. We
want to highlight this potential mismatch between
what we tried to build and what the teachers and
students wanted: We started the project with the
idea of bringing NLP tools that would help teach-
ers and students to engage with activities in the
classroom, but we found out that in the first iter-
ations they needed something simpler, with less
automatic processing and more preloaded content.
Because of this, special care had to be taken to
curate the content of the platform, so that better
suited exercises could be created from scratch in
the classroom.

The platform and the activities can be adapted
to work with students with different levels of com-
mand of the language. We are currently working
on expanding the content to cater for this. Now that
the platform has a wider content base, and many of
the more basic features are covered, the teachers
are starting to ask for more complex functionalities,
so we can start to develop and introduce new tools
that require more use of NLP.

6 Conclusions

We presented an ongoing research and extension
project that uses NLP tools for aiding English teach-
ing in rural schools. We described several activ-
ities that are integrated in the web application: a
tool for building crosswords, one for building word
searches, a language practice game, a memory
game, and a story game. There is also a multiplayer
game inspired in the well-known battleship game,
dubbed Sea Animals, which lets students practice
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oral skills. More activities are still in development
or in a prototype phase and are not included in the
platform yet.

As future work we plan to incorporate more NLP
in the existing activities, as well as create more
activities that can exploit this processing better. For
example more games that use plain text (such as
stories or articles) as an input, because those are
typically the most useful for the teachers working
on a particular topic.

We will plan our school visits to receive more
structured teacher feedback and a more precise
analysis of student interaction with the games. In
addition, we have outlined a plan to do a three-visit
observation of teachers who are proficient speakers
of English to see how they manage the tools. We
are also planning to provide access as teachers to a
group of teachers willing to work closely with the
project in order to understand their needs and how
they work with the system.

Current state of the art in many NLP tasks al-
lows us to increase the complexity of some games
as a way of improving its mechanics, e.g. the story
game could try to solve the chronological graph
of events and use this order instead of the narra-
tive one. The BookNLP library13 has interesting
features that can enrich the story game in different
ways. We also have a generator of QA exercises for
reading comprehension which is being integrated
in the tool, allowed by recent advances in methods
for question generation.

We also look for developing more multiplayer
games, since those are the most engaging for the
students. This vision was also shared by the teach-
ers that answered our survey. In this line, the story
game could be extended as a multiplayer game us-
ing mechanics inspired in the Timeline board game,
where two or more players compete putting events
in the correct order to win.

Lastly, we also plan to include a model for auto-
matic correction of texts. This would help teachers
to reduce the amount of work required to detect
common mistakes of Spanish-speaking English stu-
dents.
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Abstract
Providing the right amount of explanation in an
employment interview can help the interviewee
effectively communicate their skills and experi-
ence to the interviewer and convince that she/he
is the right candidate for the job. This paper
examines natural language processing (NLP)
approaches, including word-based tokenization,
lexicon-based representations, and pre-trained
embeddings with deep learning models, for de-
tecting the degree of explanation in a job inter-
view response. These are exemplified in a study
of 24 military veterans who are the focal group
of this study, since they can experience unique
challenges in job interviews due to the unique
verbal communication style that is prevalent in
the military. Military veterans participated in
mock interviews with industry recruiters and
data from these interviews were transcribed
and analyzed. Results indicate that the feasi-
bility of automated NLP methods for detect-
ing the degree of explanation in an interview
response. Features based on tokenizer analy-
sis are the most effective in detecting under-
explained responses (i.e., 0.29 F1-score), while
lexicon-based methods depict the higher per-
formance in detecting over-explanation (i.e.,
0.51 F1-score). Findings from this work lay
the foundation for the design of intelligent as-
sistive technologies that can provide personal-
ized learning pathways to job candidates, es-
pecially those belonging to sensitive or under-
represented populations, and helping them suc-
ceed in employment job interviews, ultimately
contributing to an inclusive workforce.

1 Introduction
Artificial intelligence (AI) can empower a plethora
of assistive tools for enhancing one’s visual,
hearing, communication, cognitive, and motor
skills (Zdravkova, 2022). By automating natural
language processing (NLP) and understanding, AI
technologies can enable individuals who belong to
sensitive populations, to better express themselves
or better understand the world around them. In-
telligent interview training is one such technology

that can facilitate training in a safe environment
on specific verbal and nonverbal behaviors and can
help individuals effectively adapt to cognitively
demanding and socially challenging interview situ-
ations (Hemamou et al., 2019b). This technology
can further contribute to an inclusive workforce.
Since the employment interview comprises the first
step of the job hiring process, intelligent interview
training augmented with NLP can detect linguistic
and semantic communicative behaviors that might
jeopardize candidates’ performance in the inter-
view, suggest the exact modifications needed to
effectively communicate their skills, and facilitate
access to training material and information in a
personalized manner (Marienko et al., 2020).

Military veterans is a group that can particularly
benefit from assistive interview training technolo-
gies. In many countries around the world, mili-
tary veterans face major barriers to participating
in the civilian workforce after separation from ac-
tive duty (McAllister et al., 2015; Ahern et al.,
2015). The military background and training of
most veterans is significantly different compared to
the general job candidate population, who usually
comprise of relatively younger fresh college gradu-
ates. Military veterans often find it challenging to
clearly articulate their strengths and “brag" about
their achievements in the civilian employment in-
terview setting. Particularly, they can experience
unique verbal communication gaps, such as ineffec-
tive translation of relevant military experience and
technical skills, over-explaining their responses,
and excessive use of military jargon, that hamper
them from successfully obtaining a job in the civil-
ian workforce (Roy et al., 2020). Intelligent job in-
terview training systems can potentially track these
linguistic behaviors of interest and provide military
veterans the right feedback at the right time.

We conduct a linguistic analysis of veterans’ re-
sponses in civilian interview settings. We focus
on the degree of explanation in the response, since
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this construct is particularly relevant to the inter-
view success and unexplored by previous work,
and particularly we investigate a range of NLP sys-
tems to detect over/under-explained, succinct, and
comprehensive responses (Hagen et al., 2022). To
accomplish this task, we examine NLP systems that
rely on text tokenization, lexicon-based analysis,
and deep learning methods. These are evaluated
on transcripts from mock interviews between 24
military veterans and 5 industry recruiters. A total
of 163 responses provided during the interviews
were coded by third-party annotators with respect
to the degree of explanation. Results indicate the
feasibility of automated NLP analysis for detect-
ing the outcome of interest. Particularly, features
based on tokenizer analysis are the most effective
in detecting under-explained responses (i.e., 0.29
F1-score), while lexicon-based methods depict the
higher performance in detecting over-explanation
(i.e., 0.51 F1-score). Challenges that were met dur-
ing data analysis, namely, the small data sample,
subjectivity in coding, and uneven class distribu-
tions, are described. Discussion of these results
further provides ways in which the proposed NLP
analysis can contribute to the design of assistive
technologies for interview training.

2 Related Work
Prior work in assistive technologies for interview
training has focused on helping users demonstrate
effective social skills and positive personality cues.
The TARDIS project, for example, designed a game
simulation platform through which interviewees in-
teracted with a virtual agent in an effort to improve
social cues and affective expressions during the
interview (Anderson et al., 2013; Gebhard et al.,
2018). The system automatically detected and an-
alyzed smiles, head nods, and body movements,
which were used by a machine learning algorithm
to classify the mental state (e.g., stressed, bored,
hesitant) and affective state (e.g., positive/negative
mood) of the user. During the virtual interview, the
user received credits in the game when depicting
behaviors that were deemed as effective for the in-
terview. At the end, users received a series of statis-
tics for each of the focal behaviors, which were
also visualized over time. MACH—My Automated
Conversation coacH is another automated interview
training system that provided feedback to the user
regarding their performance based on the analysis
of facial expressions, speech, and prosody (Hoque
et al., 2013). Similarly, Hartholt et al. designed a

virtual reality system that simulated various inter-
view settings, including the interviewer’s propen-
sity toward the interviewee (i.e., friendly, neutral,
unfriendly) and the physical space of the interview
(e.g., break room, office) (Hartholt et al., 2019).
A user would interact with the training system by
starting from easy to more challenging scenarios.
No additional feedback was provided to the user.

Another line of work has evaluated interviewees
based on multimodal data that were mostly col-
lected in an asynchronous manner. Chen et al.
estimated applicants’ personality traits based on
the audiovisual analysis of monologue job inter-
views (Chen et al., 2017). Linguistic analysis was
conducted with a Bag-Of-Words text representa-
tion. Hemamou et al. designed a hierarchical at-
tention model, called “HireNet" that predicted the
hirability of an interviewee based on asynchronous
video interviewing. HireNet relied on multimodal
information from text, audio, and video (Hemamou
et al., 2019a,b). Similarly, Ngugen & Gatricia-
Perez and Muralidhar et al. analyzed acoustic and
visual cues of video resumes and examined their
effectiveness in estimating the candidate’s hireabil-
ity and social and communication skills (Nguyen
and Gatica-Perez, 2016; Muralidhar et al., 2016).
Finally, Naim et al. analyzed interviewees’ per-
formance in mock job interviews using their fa-
cial expressions (e.g., smiles, head gestures, facial
tracking points), language (e.g., word counts, topic
modeling), and prosodic information (e.g., pitch, in-
tonation, and pauses). Results presented in the MIT
Interview Dataset suggest that the use of unique
words and personal pronouns, and the degree of
speech fluency significantly affect one’s interview
performance (Naim et al., 2016).

The contributions of this paper in comparison to
prior work are: (1) While previous work focuses on
global characteristics of the interviewee (e.g., per-
sonality, social/communication skills) and overall
descriptors of the interview outcome (e.g., hire-
ability, performance), this paper provides a closer
study to turn-level behaviors that can affect the job
interview outcome, thus laying out the foundation
toward intelligent assistive technologies that can
analyze micro-level data and provide users with
detailed feedback at the turn-level; (2) In contrast
to the majority of prior work, this paper analyzes
data from synchronous interactions between an in-
terviewer and an interviewee, which are more dy-
namic and diverse; and (3) Prior work has mostly
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focused on college students or fresh college gradu-
ates, while this research investigates a unique pop-
ulation that comprises of military veterans facing
unique challenges when preparing for a job inter-
view, thus outlining unique design characteristics
when it comes to creating assistive technologies for
this population.

3 Data
3.1 Data Collection
We use data from an ongoing research study with
U.S. military veterans who participated in a mock
job interview conducted by experienced interview-
ers from the industry. Currently, 24 participants
completed the study. Data from one participant is
excluded from this paper due to technical issues
in pre-processing. The average age of participants
was 36.4 years (stand. dev. = 10.6 years), and two
out of the 24 participants were female. The study
was conducted in a hybrid format, where the in-
terviewees (i.e., military veterans) were present in
the lab, and the interviewers (i.e., industry experts)
were connected via Zoom video conferencing. In
order to obtain naturalistic conversational data in
the mock job interview, we created customized
job postings tailored to each participant’s résumé,
which were shared with both the interviewees and
the interviewers. Interviewees were instructed to
think that they applied for the aforementioned job
and they were participating in the corresponding
job interview. The interviewers were instructed to
conduct the interview based on the job posting, and
ask questions in a similar fashion as they would
normally do as part of their job role. The aver-
age length of the interviews was about 18 minutes
(stand. dev. = 6.4 minutes). Audio and video
of the interviews were recorded, while the tran-
scripts of the interviews were obtained by the au-
tomatic speech recognition functionality provided
via Zoom. Transcripts were manually checked for
errors, such as spelling mistakes, incomprehensible
words, disfluencies, and non-verbal vocalizations.
Next, interviews were checked manually to mark
the start and end timestamps of each question and
their corresponding responses. If the interviewer
provided any prompts or asked for additional in-
formation after a response, these turns were con-
sidered as a part of the response to the original
question. In total, 163 responses to the interview
questions from the participants were recorded and
were used for further analysis. This study has been
approved by the institutional review board of the

Degree of Explanation No. of Samples
Under-explained 16
Succinct 67
Comprehensive 58
Over-explained 17
Total Samples 158

Table 1: Distribution of classes characterizing the degree
of explanation to an interview question.

authors’ university.

3.2 Behavioral Annotation
In order to label the degree of explanation in the
responses to the interview questions, behavioral
annotation was performed by three third-party an-
notators, who were undergraduate students in psy-
chology and had previous experience in behavioral
coding and annotation tasks. Consistently with
previous work (Busso et al., 2016; Lefter et al.,
2014), annotators were asked to watch the individ-
ual questions and the corresponding responses from
the interview and rate the degree of explanation in
each response into the following four possible cate-
gories. Under-explained (Class 0): Short response
that does not fully answer the interviewer’s ques-
tion. Such responses might end abruptly; Succinct
(Class 1): Concise and to-the-point responses that
answer the interviewer’s question fully and briefly;
Comprehensive (Class 2): Detailed response that
answers the fully answers the question; and Over-
explained (Class 3): Very long response to the
question with excess verbiage and too much detail
that potentially affects the coherence of the answer.

The numerical labels are assigned based on the
expected increasing order in response length for
each of these categories (i.e., succinct responses
are expected to be shorter compared to compre-
hensive ones). The annotation process resulted in
a moderate annotator agreement of Fleiss’ κ =
0.437 (Fleiss, 1971; Hallgren, 2012). After the
annotation, five responses yielded labels with com-
plete disagreement. These were excluded from
the rest of the analysis, which renders the sample
size, N = 158. The final labels were obtained by
aggregating annotations through majority voting.
Table 1 shows the distribution of labels obtained
from this aggregation. It is to be noted that both
“Under-explained” and “Over-explained” classes
are minority classes, although they are the classes
of interest, since these types of responses tend to
contribute most to perceived hireability and job
interview performance.
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4 Methods

Since the numbers of samples belonging to the
classes of interest (i.e., “Under-explained”, “Over-
explained”) is much lower compared to the major-
ity classes, it would be counter-productive to for-
mulate the target problem as a 4-way classification
task. To resolve this issue, we examine the associa-
tion between the response length and the explana-
tion labels. Intuitively, we anticipate that responses
belonging to the “Under-Explained" and “Suc-
cinct" classes will have significantly shorter length
compared to the ones belonging to the “Compre-
hensive" and “Over-Explained" classes. Response
length is measured in terms of word count (i.e., the
number of words in the response) and response du-
ration (i.e., the duration of the response in seconds).
Both these measures exhibit significantly high Pear-
son’s correlation coefficients with the explanation
labels (i.e., r = 0.68, p < 0.01 for word count,
r = 0.66, p < 0.01 for response duration). This
suggests that the shorter responses tend to fall into
“Under-explained” and “Succinct” categories, while
the longer responses belong to the “Comprehen-
sive” and “Over-explained” classes. To further con-
firm this, a binary classification task is conducted
to identify whether a response falls into the short
(i.e., “Under-explained”, “Succinct”) or long (i.e.,
“Comprehensive”, “Over-explained”) category. For
this purpose, a logistic regression model with re-
sponse length as feature and with leave-one-subject-
out cross-validation is used, which resulted in an
macro-average F1-score of 0.87. This suggests that
we can simply classify the responses into the short
(i.e., “Under-explained”, “Succinct”) or long (i.e.,
“Comprehensive”, “Over-explained”) category be-
fore estimating the original classes. Therefore, to
estimate the degree of explanation, in the follow-
ing analysis, we formulate two binary classification
problems (i.e., “Under-explained” vs. “Succinct”,
“Comprehensive” vs. “Over-explained”) instead of
a 4-class problem.

We pursue three different approaches for these
binary classification tasks. The first approach em-
ploys a tokenizer that breaks text into word tokens,
followed by a decision tree that conducts the binary
classification task. The second approach utilizes
a lexicon-based model of psycholinguistic speech
attributes, followed by a decision tree. The third
approach leverages a transformer-based model pre-
trained on a large corpus of English text in self-
supervised manner. Since the classes of each of the

binary classification tasks are unbalanced, the F1-
score is used as evaluation metric for the following
systems. F1-score is reported for each class using
a leave-one-subject-out cross-validation. Accord-
ing to this, the responses from one interviewee are
included in the test set and the responses from the
remaining interviewees are included in the train set,
with this procedure repeating until all interviewees
are part of the test set.

4.1 Tokenizer
We extract the linguistic information from the par-
ticipants’ responses to the interview questions us-
ing NLTK tokenizer (Bird et al., 2009). The NLTK
tokenizer breaks each response into chunks at the
word-level that can be considered as discrete el-
ements. Tokens are generated from the response
text without any truncation and padding. A total
of 510 tokens with frequency more than three are
selected as features for conventional machine learn-
ing models. The frequency of the corresponding
tokens serves as the feature vector of length 510
to a decision tree model that conducts the binary
classification tasks.

4.2 Lexicon-based method
In order to identify the psycholinguistic content of
the participants’ responses to the interview ques-
tions, we employ the Linguistic Inquiry and Word
Count (LIWC) toolbox (Pennebaker et al., 2015).
This tool measures the count (or percentage) of
words from several constructs, known as LIWC
categories. The LIWC categories include gen-
eral descriptors (e.g., word count, words per sen-
tence), summary variables (e.g., analytical think-
ing, clout), standard linguistic dimensions (e.g.,
pronouns, verbs), psychological constructs (e.g., af-
fect, cognition), personal concern constructs (e.g.,
work, leisure), informal language marker (e.g.,
filler words, assents), and punctuation (e.g., pe-
riods, commas). Overall, we obtain 93 LIWC fea-
tures from each sample, that comprise the input
features of a binary decision tree.

4.3 Deep learning method
We further explore the use of deep learning mod-
els for the considered binary classification tasks.
We use the RoBERTa-base (Liu et al., 2019) as the
backbone network, a popular transformer-based
model (Vaswani et al., 2017) pre-trained on a large
corpus of English text in self-supervised manner.
The input of this model comprises of the segments
resulting from the Tokenizer (Section 4.1), namely,
the first 510 tokens. The input is connected to two

125



fully connected layers with 768 nodes each, ReLU
activation, and dropout, following by the final out-
put layer. As the dataset is highly unbalanced, we
perform undersampling on the majority class and
oversampling on the minority class. In addition,
we freeze the initial 75% layers of the RoBERTa
base pre-trained model. The model is trained for
20 epochs with a learning rate of 10−5.

5 Experiments
Results obtained by the different NLP systems are
summarized in Table 2. The F1-score for the “Suc-
cinct” and “Comprehensive” classes is significantly
higher than the other two, since these are the major-
ity classes. The deep learning method that relies on
the RoBERTa model further achieves higher score
than the Tokenizer and Lexicon-based methods for
the “Succinct” and “Comprehensive” classes. This
is anticipated as these two classes have a relatively
high number of samples, thus the deep learning
model can effectively learn their linguistic repre-
sentation. Meanwhile, the lexicon-based features
achieve the highest performance for the “Over-
explained" class, which might be due to the fact that
these two types of responses can be effectively dif-
ferentiated via psycholinguistic dimensions. Statis-
tical analysis via t-tests between the two classes of
interest indicates that comprehensive responses de-
pict significantly more positive emotional tone com-
pared to over-explained responses (µ3 = 56.83%,
µ4 = 44.47%, p < 0.05), where µ3 and µ4 are
the mean values of the comprehensive and over-
explained responses, respectively. This might be
attributed to the fact that over-explained responses
merely report content without depicting one’s af-
fective view. Comprehensive responses also in-
clude a significantly larger percentage of long
words (i.e., words greater than six letters) com-
pared to over-explained responses (µ3 = 17.14%,
µ4 = 13.67%, p < 0.01) and significantly more
work-relevant words (µ3 = 4.88%, µ4 = 3.39%,
p < 0.05). This indicates that comprehensive re-
sponses are characterized by more complex expres-
sion (Smith-Keiling and Hyun, 2019) and commu-
nicate one’s work-related experiences. On the con-
trary, over-explained responses have a significantly
larger number of male references compared to com-
prehensive ones (µ3 = 27.24%, µ4 = 67.55%,
p < 0.05) and include more past tense verbs
(µ3 = 3.87%, µ4 = 5.39%, p < 0.05), poten-
tially because over-explained responses are overly
focused on one’s immersion to past military experi-

ences which are typically associated with male ref-
erences. Finally, the Tokenizer method achieves the
highest F1-score for the “Under-explained” class,
potentially because these types of responses depict
distinctive patterns with respect to the frequency of
tokens compared to the “Succinct" class.

6 Discussion
The increasingly complex and demanding employ-
ment market and future workforce requires ma-
ture handling of content and emotions by the job
candidates, therefore failing to explain one’s skills
or over-sharing information can be detrimental to
succeeding in the employment interview (Cismas,
2021). Results from this study indicate that various
types of NLP techniques can be effective in auto-
matically identifying the degree of explanation in
job interview responses, which can be particularly
valuable when designing training technologies to
prepare candidates for future employment. While
previous work has focused on behavioral impres-
sions that can affect the overall outcome of the
interview (Anderson et al., 2013; Gebhard et al.,
2018; Hoque et al., 2013; Hartholt et al., 2019), this
paper focuses on linguistic behaviors at the turn-
level, which can serve as the foundation for provid-
ing tangible low-level feedback to the interviewee.
Training technologies that rely on automated NLP
systems, such as the ones examined in this paper,
can help pinpoint exact turns in the dialog that ef-
fectively serve the job interview outcome (i.e., suc-
cinct, comprehensive responses), as well as turns
that might hurt the interview outcome (i.e., under-
explaining, over-explaining). Intelligent cognitive
enhancement technologies can potentially assist job
candidates in helping them effectively communi-
cate their skills to the interviewers. Such technolo-
gies need to rely on robust NLP approaches, that
are adequately generalizable to unseen users and
new contexts and depict reliable performance, espe-
cially for the detection of classes of interest, such as
the under-explaining and over-explaining classes in
our case. In addition, NLP technologies need to be
effectively meshed with human-computer interac-
tion (HCI) interfaces, in order to provide feedback
in the right form (e.g., visual, tactile) and the right
time (e.g., during practice, post-practice). In addi-
tion to detecting points of improvement, explaining
their role in interview performance and suggest-
ing appropriate changes to those responses would
pave the way for personalized learning pathways.
It is also essential to consider the degree of expla-

126



Methods F1-score
Under-explained Succinct Comprehensive Over-explained

Tokenizer 0.29 0.81 0.74 0.26
Lexicon-based method 0.22 0.78 0.83 0.51
Deep learning method 0.27 0.89 0.84 0.39

Table 2: F1-score for each class of interest obtained by the considered methods.

nation in the context of other linguistic behaviors
(e.g., excessive use of military jargon, ineffective
translation of military experience to the civilian job
context), gestures (e.g., rigidity in posture), and
vocal expressions (e.g., voice loudness), which will
allow us to design technologies that can assist vet-
eran interviewees in a holistic manner. User studies
are needed to be conducted so that we can better un-
derstand the effectiveness of these technologies in
the overarching goal of assisting military veterans
to succeed in civilian job interviews.

7 Conclusion
We examined linguistic behaviors of military vet-
erans that are indicative of the degree of explana-
tion in job interview responses. We investigated
different types of linguistic descriptors, ranging
from word-based tokenization and lexicon-based
representations, to pre-trained embeddings with
deep learning models. Our results indicate that pre-
trained embeddings are effective in detecting suc-
cinct and comprehensive responses, which contain
the majority of samples. Lexicon-based features
can reliably detect over-explained responses, po-
tentially because of their unique psycholinguistic
characteristics related to affect, work experience,
and complex expression. Finally, under-explained
answers are best recognized via the token-based ap-
proach, which might be due to the fact that these are
characterized by significantly different frequency
of tokens compared to the succinct responses. Re-
sults from this study lay the foundation toward
intelligent interview training technologies that pro-
vide personalized learning by detecting verbal be-
haviors important for the job interview, explaining
their role to the user, and suggesting appropriate
changes that can effectively help users secure their
desired job.

Limitations
The results of this work should be considered in the
light of the following limitations. First, while it is
difficult to obtain large-scale corpora from real-life
interpersonal interactions, the relatively small size
of the dataset prevents results of this study from

adequately generalizing to other individuals and
populations. In addition, due to the demographics
of the region from which the data was sampled, the
current dataset is highly skewed toward White male
participants. As part of our future work, we will be
verifying those findings with additional data that
will include more diverse participants, which will
allow us to make these technologies truly inclusive
to all people. Second, the moderate agreement level
(i.e., κ = 0.437) will be addressed via adjudica-
tion meetings. Third, this work takes into account
the interviewee’s response in isolation without con-
sidering the content of the question. Future work
will incorporate the interview context, turn-taking
between interviewer and interviewee, and acous-
tic information from speech, which is expected to
yield improved performance.
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Abstract

Patronizing and condescending language is
characterized, among others, by its subtle na-
ture. It thus seems reasonable to assume that de-
tecting condescending language in text would
be harder than detecting more explicitly harm-
ful language, such as hate speech. However,
the results of a SemEval-2022 Task devoted
to this topic paint a different picture, with the
top-performing systems achieving remarkably
strong results. In this paper, we analyse the sur-
prising effectiveness of standard text classifica-
tion methods in more detail. In particular, we
highlight the presence of two rather different
types of condescending language in the dataset
from the SemEval task. Some inputs are conde-
scending because of the way they talk about a
particular subject, i.e. condescending language
in this case is a linguistic phenomenon, which
can, in principle, be learned from training exam-
ples. However, other inputs are condescending
because of the nature of what is said, rather
than the way in which it is expressed, e.g. by
emphasizing stereotypes about a given com-
munity. In such cases, our ability to detect
condescending language, with current methods,
largely depends on the presence of similar ex-
amples in the training data.

1 Introduction

Patronizing and Condescending Language (PCL)
has been a topic of interest across a wide range
of disciplines, including Politics, Journalism and
Medicine (Huckin, 2002a; Chouliaraki, 2006;
Draper, 2005; Oldenburg et al., 2015). The use of
PCL implies a position of superiority of the author
regarding the person or community they are refer-
ring to, suggesting an imbalance in terms of power
or privilege (Foucault, 1980). Especially when di-
rected towards vulnerable communities, PCL fuels
discrimination and perpetuates inequalities (Ng,
2007; Mendelsohn et al., 2020), feeds stereotypes
and misinformation (Fiske, 1993), and makes it

more difficult for underrepresented groups to over-
come social difficulties (Nolan and Mikami, 2013).

The NLP community has recently also turned its
attention to the study of PCL, focusing on the task
of detecting and categorizing this kind of harmful
discourse. For instance, Wang and Potts (2019)
introduced the Talk Down dataset, which is focused
on condescending language in social media, while
Perez-Almendros et al. (2020) introduced the Don’t
Patronize Me! (DPM) dataset, which is focused on
the way in which vulnerable communities are de-
scribed in news stories. From the NLP point of
view, the study of PCL is interesting because it is
more subtle, and therefore presumably harder to
detect, than other forms of harmful language, such
as hate speech (Basile et al., 2019) and offensive
language (Zampieri et al., 2019, 2020). Moreover,
identifying PCL often seems to require a deep com-
monsense understanding of human values (Pérez-
Almendros et al., 2022). Consider the following
example from the DPM dataset:

"People across Australia ordered piz-
zas to be delivered on Saturday night,
with the ample leftovers donated to local
homeless shelters."

We can understand that, although donating food
can be socially valuable, the impact of this par-
ticular action is painted in an excessively positive
light (e.g. as evident in the phrase ample leftovers).
Moreover, this seems to refer to a campaign to in-
crease the consumption of pizzas with the excuse to
help homeless people, which as humans we might
also find condescending. However, an NLP model
might struggle to infer such connotations.

Based on the premise that PCL detection would
present unique challenges, SemEval-2022 featured
a task devoted to PCL detection and categorization
(Perez-Almendros et al., 2022). The top-ranked
submissions for this task achieved a remarkably
strong performance, which seems to somewhat
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undermine the assumption that the subtle nature
of PCL would make its detection inherently hard.
Moreover, even the best systems (Deng et al., 2022;
Wang et al., 2022; Hu et al., 2022), relied on a judi-
cious use of more or less generic text classification
techniques, improving on the RoBERTa (Liu et al.,
2019) baseline by addressing the class imbalance,
adding a contrastive learning loss, using ensembles
of language models, etc. In particular, there was
little evidence of the presumed need to focus on
commonsense understanding of human values.

In this paper, we present an analysis of the
SemEval-2022 PCL detection dataset, in light of
the aforementioned observations. Our central argu-
ment is that the dataset contains examples of two
rather distinct types of condescending language,
and that the difference between the two is funda-
mental to understanding why the task, as it has
been formulated, might be significantly easier than
the task of detecting condescending language in
general. We argue that a deeper understanding of
these two phenomena might lead to a better perfor-
mance on PCL detection, which in turn can miti-
gate the discourse of condescension towards vul-
nerable communities. We will refer to these two
types as Linguistic PCL and Thematic PCL.

Linguistic PCL Some instances of PCL are re-
lated to the way in which a given claim is expressed.
Consider the following example:

"...we must rally together as humans, un-
derstanding that we have a responsibility
to help the world’s most vulnerable to
survive and rebuild their lives [...]"

In this sentence, we can see two common aspects
of PCL. First, expressions such as we must or we
have a responsibility, indicate an authority voice
and attitude (Simpson, 2003). Second, the sentence
evokes the idea of a saviour and a victim. Note how
the condescending tone of the sentence is related
to linguistic aspects that are relatively easy to iden-
tify (e.g. the presence of modal verbs such as must)
and largely independent of the community being
referred to. We will refer to such cases as linguis-
tic PCL. Our hypothesis is that detecting linguistic
PCL is relatively straightforward for language mod-
els, as this is ultimately about learning to detect a
particular writing style (Iyer and Vosoughi, 2020).

Thematic PCL There are also examples of PCL
where the message itself is condescending, irrespec-
tive of how it is formulated. We will refer to such

cases as Thematic PCL. Consider the following
example:

"The problem of what to do about
the Dreamers, as the immigrants are
known[...]"

Calling young immigrants Dreamers has conde-
scending connotations, as it implies that the author
is in a privileged position which the immigrants as-
pire to reach. To recognize this, we need a deeper
understanding about the nature of condescending
language, and we need access to particular world
knowledge. For instance, we need to know that
the author refers to the DREAM Act1 and that this
tries to protect young immigrants brought to the
US as children and fulfill their aspiration to live in
America as a dreamed life. Our hypothesis is that
detecting themed PCL often requires a level of un-
derstanding about human values, and the world in
general, that goes above what we can expect to be
captured by standard language models. However,
the training and test data from the SemEval task is
focused on a small number of vulnerable communi-
ties, with the same communities being covered in
the training and test data. As such, the model may
detect instances of PCL by identifying that they ex-
press a similar argument as some training example,
rather than by developing an understanding of the
underlying reasons why a given example is conde-
scending. In this case, we can expect the model to
fail to detect PCL towards communities that are not
seen in the training set. Similarly, the model may
struggle to adapt when the themes appearing in
PCL towards previously seen communities change.

Overview In this paper, we present an analysis
of the SemEval-2022 dataset, aimed at testing the
aforementioned hypotheses about linguistic and
themed PCL. First, we carry out two experiments
in which models are trained such that they are pre-
vented, to some extent, from learning about conde-
scending themes associated with individual com-
munities. Our experiments show that there are
some communities for which this leads to a dra-
matic drop in performance, while for other com-
munities there was no negative impact at all. This
suggests that there is indeed considerable overlap
in the kinds of themed PCL that can be found in the
training and test sets of the SemEval dataset, but
only for some communities. We then complement

1www.americanimmigrationcouncil.org/research/dream-
act-overview
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these results with a qualitative analysis based on
ideas from critical Discourse Analysis (CDA), a
technique which emerged from Critical Linguis-
tics in the 1970s (Fowler et al., 2018; Fairclough
and Chouliaraki, 1999; Fairclough, 2013; Wodak,
2004; Van Dijk, 2015; Huckin et al., 2012). CDA
looks at the relation between power and language,
and how discourse expresses social hierarchy and
inequalities. This qualitative analysis provides fur-
ther suppors for the idea that (i) PCL detection
models can identify Linguistic PCL even if they
have not seen similar cases during training while
(ii) their ability to detect instances of themed PCL
is much more dependent on the training examples.

2 Related Work

The Study of PCL The discourse of condescen-
sion has been widely studied in disciplines such as
Sociolinguistics, Politics, Psychology, Medicine,
Cultural Studies, Public Relations, Journalism and
International Cooperation (Huckin, 2002a,b; Giles
et al., 1993; Margić, 2017; Chouliaraki, 2006,
2010). Within the NLP community, the study of
PCL is more recent, although there is a longer tradi-
tion of looking at harmful language more generally
(Basile et al., 2019; Zampieri et al., 2020; Conroy
et al., 2015; Da San Martino et al., 2020; Feng
et al., 2021; Farha et al., 2022). As already men-
tioned in the introduction, Wang and Potts (2019)
and Perez-Almendros et al. (2020) addressed con-
descension in different types of discourse, while
other recent works addressed some closely related
aspects, such as how language conceals power re-
lations (Sap et al., 2020), expresses authoritarian
voices as empathy (Zhou and Jurgens, 2020) or
dehumanizes minorities (Mendelsohn et al., 2020).

PCL towards vulnerable communities is a sub-
tle and subjective kind of language, often uncon-
scious and well intended (Wilson and Gutierrez,
1985; Merskin, 2011). An author might use PCL
while trying to help a community or individual,
raise their voice for them or move the audience
to action. However, PCL can be very harmful,
as it routinizes discrimination (Ng, 2007), creates
stereotypes (Fiske, 1993) and reinforces inequali-
ties (Nolan and Mikami, 2013; Chouliaraki, 2006,
2010), feeding the dichotomy of a saviour (Bell,
2013; Straubhaar, 2015) and a helpless victim. PCL
contributes to the "distorted and stereotyped rep-
resentation" (Caspi and Elias, 2011) that vulnera-
ble communities or underrepresented groups fre-

quently receive in the media.

The Coverage of Minorities in the Media Our
emphasis on the distinction between thematic and
linguistic PCL draws from previous analysis of the
relation between discourse and power, and how
language can reinforce inequalities and exclusion.
Such studies are mainly based on Critical Discourse
Analysis (CDA), which is concerned with the anal-
ysis of unbalanced power relations and privilege
in public discourse and the construction of iden-
tities in the media. It also draws our attention to
the influence (voluntary or not) that the author of
a public discourse has over the construction of an
image in the mind of the audience by, for instance,
their selection of words, use of linguistic structures
and omissions when depicting a specific commu-
nity or situation (Huckin, 2002a). Huckin (2002a)
suggests that, in the critical study of a discourse, an
analyst should look for certain linguistic or stylistic
features in a text, such as the use of modal verbs
(modality) or the identity of the subject and the ob-
ject of an action (transitivity), to find expressions
of power imbalance and inequality. He also sug-
gests to look at recurrent themes and stereotypes
in the media coverage of minorities. Along this
direction, the same author studied the treatment of
homelessness in the US in 1999 (Huckin, 2002b).
He collected a corpus of 163 newspapers articles
and editorials which mentioned the keyword home-
less and analyzed, among others, the more recur-
rent themes and stereotypes related to this com-
munity. For instance, he shows that the analyzed
data includes "desire of independence" or "lack
of life skills" as common themes when referring
to causes of homelessness. Also, the theme "bad
grooming" is highlighted as one effect of home-
lessness. "Religious support", "food donation" and
"donated clothes" are common themes in the dis-
cussion of public responses, which represent shal-
low and ephemeral solutions for a structural, deep-
rooted problem, and thus again reinforce the char-
itable, saviour-victim treatment of a community.
Using a similar approach, Díaz-Rico (2012) ana-
lyzed 93 articles about Mexican immigrants from
the Los Angeles Times, published in 2010. She
claims that the selection of topics and themes is the
most important aspect of Journalism and that news-
papers use the drama of a story to gain attention
from their audience. Although the language and
topics she analyses in this work are often openly
discriminatory and offensive, she also finds expres-
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Neg.Inst. Pos.Inst. %Pos.Inst.

Migrant 1052 36 3.3
Immigrant 1031 30 2.8
Refugee 981 86 8.1
In need 906 176 16.3
Poor fam. 759 150 16.5
Vulnerable 1000 80 7.4
Women 1018 52 4.9
Disabled 947 81 7.9
Homeless 899 178 16.5
Hopeless 881 124 12.3

All data 9474 993 9.5

Table 1: Number of negative and positive training ex-
amples per community. We also report the percentage
of positive instances.

sions that, through rhetorical figures, connotation
and semantic selection, reinforce power relations
and inequalities (e.g.“help new arrivals get on their
feet”, or "ballot crusade").

3 Methodology

In Sections 4 and 5, we describe experiments
in which PCL classifiers are trained in a way
that (partially) prevents them from learning about
community-specific thematic PCL. This will al-
low us to better characterise the abilities of fine-
tuned language models, as the overlap between the
themes covered by the training and test sets is re-
duced. In this section, we first describe the basic
experimental setup that we rely on throughout the
paper (Section 3.1). Subsequently, we describe a
simple strategy for characterizing topics or themes
that are strongly associated with particular vulnera-
ble communities or groups (Section 3.2).

3.1 Experimental Setup

Dataset We use the dataset that was provided for
the Patronizing and Condescending Language De-
tection Task at SemEval-2022 (Perez-Almendros
et al., 2022). This dataset consists of 14,299 an-
notated paragraphs (10,467 for training and 3,832
for testing). The paragraphs were extracted from
English news stories and cover traditionally vul-
nerable communities and underrepresented groups.
In particular, each paragraph mentions at least one
of the following vulnerability-related keywords:
immigrants, migrants, refugees, poor families, in
need, hopeless, homeless, disabled, women and vul-
nerable. We only use the binary labels from the
dataset, i.e. whether a paragraph is considered to

Neg.Inst. Pos.Inst. %Pos.Inst.

Migrant 359 12 3.2
Immigrant 383 17 4.3
Refugee 390 26 6.3
In need 357 42 10.5
Poor fam. 267 56 17.3
Vulnerable 382 18 4.5
Women 390 22 5.3
Disabled 308 24 7.2
Homeless 337 57 14.5
Hopeless 342 43 11.2

All data 3515 317 8.3

Table 2: Number of negative and positive test examples
per community. We also report the percentage of posi-
tive instances.

contain PCL or not2. We show the number of posi-
tive and negative instances for each community for
the training data in Table 1 and for the test data in
Table 2.

Training Details For our experiments, we fine-
tune RoBERTa-base (Liu et al., 2019) on different
versions of the training set. While better results
have been reported for RoBERTa-large and De-
BERTa (Hu et al., 2022; Deng et al., 2022; Wang
et al., 2022), we found the results with RoBERTa-
base to be more stable across different runs, which
is more important than the absolute level of per-
formance for the analysis in this paper. We train
our models for 5 epochs, using the Transformers
library (Wolf et al., 2020). We use AdamW with a
learning rate of 1e-5 and a batch size of 4. All the
reported results have been averaged over 5 runs. As
can be seen in Tables 1 and 2, the SemEval dataset
is highly imbalanced, with 9,474 negative and 993
positive cases of PCL. For this reason, when train-
ing the language model, we down-sample the neg-
ative cases to 5,000 and over-sample the positive
cases five times.

3.2 Community-Related Terms

We associate each of the vulnerable communities
from the SemEval dataset with a set of terms, which
essentially describe the topics or themes that are
specific to, or at least strongly related to, that com-
munity. To associate terms with a given commu-
nity, we compare the set of paragraphs, from the
SemEval dataset, in which the keyword associated

2The dataset also includes a categorisation of positive ex-
amples according to the taxonomy from Perez-Almendros
et al. (2020), as well as labels which indicate the level of
inter-annotator agreement for a given example.
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Community Associated terms

Immigrants First-generation, resentment, cultures, foreign-born, undocumented, sentiment, spouses, applicant
Migrants Hatred, incoming, dreamers, coast, trafficking, racism, protections, deported, gangs, rescued
Refugees Repatriation, offshore, queer, seekers, resettlement, camps, fled, abuses, mercy, forget
In need Donor, desperately, Christ, drought, kindness, foster, budgets, compassionate, humanitarian, blankets
Poor families Diapers, nutritious, scholarship, rice, poverty, expenses, savings, malnutrition, babies, orphans
Vulnerable Droughts, prey, strategies, hub, resilience, crop, proactive, exploitation, fragile, hazards
Women Feminist, maternity, abortions, husbands, beauty, fertility, unsafe, empowering, motivated, honour
Disabled Assistive, pension, impaired, heroes, integrating, consideration, allowance, disadvantaged, begging
Homeless Downpour, jobless, addicts, evicted, shelters, hungry, streets, rough, roofs, soup

Table 3: Selection of terms found for the different communities, with k = 100.

Figure 1: Similarity between the different communities
from the SemEval dataset. The communities are identi-
fied by the following keywords: disabled (dis), women
(wom), immigrants (imm), homeless (hom), migrants
(mig), refugees (ref), in need (nee), poor families (fam)
and vulnerable (vul).

with that community is mentioned (e.g. homeless)
with the remaining paragraphs. We first select those
terms that are mentioned in at least five paragraphs
for the considered community. Then we rank these
terms according to Pointwise Mutual Information
(PMI), i.e. by comparing how strongly the presence
of a given term (e.g. addicts) is associated with the
presence of the community keyword (e.g. home-
less). Finally, we select the top-k highest ranked
terms for each community, where we have consid-
ered k = 100 and k = 500 in our experiments.
Note that the selected terms are not necessarily in-
dicative of PCL. However, even for k = 100 we
observed that many of the selected terms reflect
stereotypes and condescending attitudes. Table
3 shows a selection of terms that were found for

k = 100.
Finally, we analyse to what extent the ten key-

words from the SemEval dataset refer to distinct
communities. To this end, we represent each key-
word/community as a PMI-weighted bag-of-words
vector. Figure 1 displays the cosine similarities
between the vectors we obtained for the different
communities. As can be seen, and somewhat unsur-
prisingly, there is a high degree of overlap between
migrants and immigrants. For this reason, these
two communities/keywords will be merged for the
analyses in this paper. We can furthermore see
that migrants and refugees are also somewhat simi-
lar in the dataset, but since the similarity between
immigrants and refugees is much lower, we keep
refugees as a separate community. Note that we
omitted the keyword hopeless in Figure 1, as we
found this keyword to be too generic to be viewed
as describing a particular community. For this
reason, we will not consider this keyword in our
community-specific experiments and analysis.

4 Omitting Community-Specific Training
Data

Our main hypothesis, as outlined in the introduc-
tion, is that the SemEval PCL detection task is
easier than one might expect because it involves a
combination of linguistic PCL, which is easier to
detect, and thematic PCL. While we believe that
thematic PCL can be hard to detect in general, our
hypothesis is that it is simplified, in the context
of the SemEval dataset, because of the overlap be-
tween the themes covered in the training and test
data. If a language model is truly able to recog-
nize PCL, then it should be capable of identifying
(thematic) PCL about communities it has not seen
during training. In this section, we report the results
of an experiment where we test the performance
of the model per community in two settings. First,
we consider the standard setting, where the model
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has had access to the entire training set. Second,
we consider the setting where all examples about
the community being tested were removed from the
training set. Note that for the latter case, we need to
train a separate model for every community, each
time omitting the corresponding training examples.

Full Training Comm. Omitted

Migr. + Imm. 43.6±7.89 25.3±3.27

Refugees 50.4±8.36 54.0±5.12

In need 55.3±3.12 51.2±1.04

Poor families 52.7±6.34 53.7±7.18

Vulnerable 54.7±3.75 51.6±3.29

Women 31.5±8.79 41.7±7.53

Disabled 54.6±5.52 52.4±3.85

Homeless 60.2±1.85 54.4±2.49

All communities 53.2±2.54 -

Table 4: Performance of RoBERTa-base models fine-
tuned with (Full Training) and without (Comm. Omit-
ted) training examples about the test community. Result
are reported in terms of F1-score % and are averaged
over 5 runs. We also report the standard deviation.

The results are summarized in Table 4. We can
make a number of clear observations. First, the
performance of the model that was trained on the
full training set varies substantially across the dif-
ferent communities. For instance, the F1 score
for homeless is almost twice as high as that for
women. Second, excluding training examples about
the test community has a substantial impact on the
results for some communities, but not for others.
For migrants + immigrants, we can see a partic-
ularly large drop in performance, which suggests
that PCL towards this community is more likely to
be thematic than for the other communities. For
some of the other communities, we also see drops,
although these are much smaller. Surprisingly,
for some communities, the performance improves
when omitting training examples from that commu-
nity, which is most pronounced for women. This
suggests that PCL towards women is more likely
to be linguistic (and thus community-independent),
while the model may have learned incorrect asso-
ciations from the themes that are present in the
training examples about women. This will be fur-
ther explored in the qualitative analysis.

5 Masking Community-Specific Terms

We now present a variant of the experiment from
the previous section, where no training examples
are removed, but we instead mask (some) occur-

rences of community-related terms, as identified in
Section 3.2, in the training data. Note that we mask
occurrences of such terms regardless of the com-
munity a training example is about (e.g. a term that
was identified for refugees would still be masked
in examples about immigrants). This setup has the
advantage that the number of training examples
remains constant. Moreover, the model may now
also be prevented from learning thematic PCL by
training on related communities. For instance, in
the setting from Section 4, the model may be able
to learn condescending themes about the homeless
community from training examples mentioning the
vulnerable keyword.

The results are reported in Table 5, where the
masking probability for mentions of community-
related terms is varied from 0% to 100%. The main
findings from Section 4 are confirmed by this exper-
iment. In particular, for migrants + immigrants, we
find that masking community-related terms leads
to a substantial drop in performance (especially
when 100% of the mentions are masked). This
again suggests that the classifier, in the standard
setting, heavily relies on the fact that condescend-
ing themes from the test set are also present in the
training set. For women, we can see that masking
can improve the results, which again suggests that
the type of PCL for this community is mostly lin-
guistic. In fact, for all but two communities, the
best overall results are obtained with some degree
of masking. This suggests that linguistic PCL is
prevalent across the dataset, and that the fine-tuned
RoBERTa-base model is susceptible to lean incor-
rect associations between thematic terms and the
presence of PCL.

6 Qualitative Analysis

The experiments in Sections 4 and 5 have revealed
stark differences in the robustness of PCL detec-
tion models across different communities, when
the model is (partially) prevented from learning
community-specific themes during training. In par-
ticular, our results suggest that PCL examples for
migrants + immigrants are often thematic in nature,
with the same themes recurring in both the training
and test sets. Conversely, the results for women
suggest that PCL towards that community is more
likely to be linguistic in nature. In this section, we
supplement our findings with a qualitative analysis,
where we focus on these two communities.
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Top-100 community-based terms Top-500 community-based terms Baseline

100% 80% 60% 40% 20% 100% 80% 60% 40% 20% 0%

Migr. + Imm. 27.7 38.0 31.6 35.7 40.0 25.2 34.3 42.3 36.0 34.9 43.6
Refugees 49.9 50.1 47.1 52.2 53.0 49.6 49.5 48.1 48.5 53.5 50.4
In need 55.6 55.2 55.8 56.5 58.6 56.9 54.7 58.6 57.1 55.1 55.3
Poor families 55.9 57.5 52.0 47.8 52.7 51.7 52.2 52.1 50.2 46.6 52.7
Vulnerable 54.3 56.8 52.7 57.5 55.8 48.4 47.5 56.3 54.1 52.3 54.7
Women 31.0 37.6 39.3 41.0 39.7 38.2 39.8 39.9 39.5 35.9 31.5
Disabled 51.8 49.3 52.4 48.7 48.0 45.8 46.3 54.4 52.1 53.0 54.6
Homeless 58.5 58.4 57.8 57.7 62.1 54.6 54.9 61.3 60.0 57.9 60.2

All communities 52.3 53.4 51.6 52.5 53.9 51.2 50.7 54.6 52.9 52.3 53.2

Table 5: Performance of RoBERTa-base models fine-tuned on variants of the training set in which community-related
terms are masked. Results are shown with the k = 100 and the k = 500 top terms from each community, and with
varying masking probabilities. Configurations which outperform the baseline (i.e. the setting where the original
training set is used) are shown in bold, while the best overall result for each community is underlined. Result are
reported in terms of F1-score % and are averaged over 5 runs. The standard deviation is reported in Appendix A

.

Migrants + Immigrants In Table 6, we can see
examples of PCL which were consistently3 clas-
sified correctly when including the community in
the training set, but where the model was unable to
recognise the PCL when trained without examples
from the test community. Therefore, these are para-
graphs where we would expect to see community-
related themes that make the message condescend-
ing. Note that the word Dreamer is present in all
the examples from this table. It thus seems safe
to infer that the model has learned that this term
is highly predictive of the presence of PCL, when
such examples are included in the training data.
The use of other terms such as deportation, undoc-
umented or citizenship are also strongly related to
the community and might help the model to iden-
tify the presence of PCL.

In contrast, the examples of PCL in Table 7 were
consistently identified correctly, whether the train-
ing examples for migrant + immigrant were in-
cluded or not. As expected, we can indeed think of
these examples as being primarily linguistic PCL,
in the sense that what makes them condescending
is how the message is expressed, more than what is
being expressed. For instance, in the first example
we can see an excess of flowery wording and ad-
jectives to express a message, the use of metaphors
and an almost poetic style to describe a vulnera-
ble situation, which are common features of PCL
(Perez-Almendros et al., 2020). The second and
third examples also show clear differences in power

3We focus on cases where the classification is consistent
across different runs of our experiments, i.e. with different
random seeds, to reduce the influence of instances that were
classified correctly or incorrectly by chance.

and privilege, for instance, through the use of ex-
pressions such as we have a moral responsibility,
show them solidarity or permitting them to work
and study without fear. The last example conveys
a distance between the author and the community
(breaking through the barrier of migrant communi-
ties) and expresses presuppositions and an authority
voice based on the idea of a saviour-victim relation
(I grapple with this, I’m trying to help, to make
things better, but many women find comfort in the
norms and the way things are). These examples
of linguistic PCL are independent of the commu-
nity they are addressing, which is why the model
still recognises them even when no training exam-
ples for the migrants + immigrants community are
provided.

Women Table 8 shows examples of PCL that
were missed when using the full training set, but
consistently classified correctly when omitting
women examples. In the first paragraph, the phrase
their shame continues, a community-independent
value judgement, makes the text condescending.
The second and third example express a saviour-
victim relation, where the differences between
power and vulnerability, as well as an admiration
towards the saviour, are explicitly stated. As these
examples are clearly linguistic, we can expect that a
model which has not seen women examples should
be able to classify them correctly. Surprisingly, all
three paragraphs were missed by the model that
was trained on the full training data. To under-
stand why this is the case, note that 95% of the
training examples for women are negative. As
a result, several of the terms that are associated
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Classified correctly only with full training set

On the campaign trail, Trump promised to deport all undocumented migrants. Since taking office, he appeared to
soften on dreamers, a relatively well-educated and industrious group who he described as "incredible kids"

But without resolution, the centrists warn they will have enough petition signatures by Tuesday to force House votes
later this month, including on their preferred bill which provides young "Dreamer" immigrants protection from
deportation and a chance to apply for citizenship.

Passage of the measure came over the opposition of Democratic leaders who demanded the promise of a vote to
protect "Dreamer" immigrants brought to the country illegally as children. A band of tea party Republicans was
also against the legislation over what it sees as spiralling spending levels.

The New York senator said he was hopeful about talks on so-called Dreamers, more than 700,000 young immigrants
brought to the US as children who were protected under the Obama-era Deferred Action for Childhood Arrivals
(Daca) programme.

Table 6: Examples of PCL for migrants + immigrants, which are consistently classified correctly when the model
is trained on the full training set, but consistently misclassified when training examples about this community are
excluded from the training set. In bold, we highlight some community-specific themes that are common in examples
of PCL, which the model is unable to learn when not presented with similar examples during training.

Classified correctly even without community-specific training examples

The Irish famine led to a massive influx of Irish immigrants to New York during the late 1840s and 1850s. As the
downtrodden Irish escaped the famine in their home country, however, they came to a place where life was just
as tough. Disembarking from coffin ships, Irish newcomers were greeted with a new life of hardship, slums and
tough, endless labor.

Vatican City: As record numbers of people flee conflict, persecution and poverty, governments, citizens and the
Church have a moral obligation to safeguard migrants and show solidarity with them, the Pope has said.

Barack Obama implemented the DACA program five years ago to help bring the children of undocumented
immigrants out of the shadows of illegality, permitting them to study and work without fear.

It’s been hard breaking through the barrier of migrant communities. Many women from my own community do
not take my work seriously and do not support it, and I grapple with this. I’m trying to help, to make things
better, but many women find comfort in the norms and the way things are.

Table 7: Examples of PCL for migrants + immigrants, which are consistently classified correctly both when
including or excluding the community from the training set. in bold, we highlight the presence of some common
linguistic features of PCL.

Classified correctly only without community-specific training examples

Many of these women now lie in unmarked graves, a situation that is slowly being rectified by the work of the
voluntary Justice for Magdalenes Group. Their shame continues.

However, "when a major male rock star who could do anything at all with his life decides to focus on the rights
of women and girls worldwide - well, all that’s worth celebrating. We’re proud to name that rock star, Bono, our
first Man of the Year," it said.

A Cosmopolitan spokesperson says with a focus on empowerment, the magazine is "proud of all that the brand
has achieved for women around the world".

Table 8: Examples of PCL for women, which are classified correctly only when excluding the community from the
training set. In bold, we highlight the presence of some common linguistic features of PCL.

with women (almost) exclusively appear in nega-
tive training examples. This can lead the model
to believe that these words are indicative of a lack
of PCL. By masking community-related terms, or
omitting training examples from this community
entirely, we can prevent the model from learning

such coincidental associations.

7 Conclusions

We have studied the challenge of detecting Patron-
izing and Condescending Language (PCL), with
the aim of improving our understanding of its na-
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Classified correctly only with partial masking

"Eleven months into his administration, the country is showing signs of progress in most sectors of the economy.
With the implementation of the free senior high school programme, most students, especially those from poor
families, who hitherto would not have progressed to the senior high school, have the opportunity now to
receive secondary education to make them better and more functional in society", Dr Nyarko said.

Today, Brooklyn is home to people of all races, most struggling to make ends meet. Council flats continue to
degrade as the population swells – unemployment and homelessness sees people of different races lining up
side-by-side for a plate of free food. It’s a representation of the rainbow nation in trauma, with its colours
dulled and blended together by suffering.

Helping refugee children fit in a bonus for Juventus football camp.

Swimming superstar Adam Peaty is set to unveil a new motorbike for charity in memory of schoolgirl Imogen
Evans, who used the service. The Shropshire and Staffordshire Blood Bikes is a charity which saves lives by
delivering vital blood supplies to those in need.

RADIO Veritas, the leading faith-based AM station in Mega Manila, continues its commitment to charity and
public service through an initiative dubbed as "Good Samaritan". Since it was launched last June 2017 (airing
every Monday to Friday from 1-2 p.m.), Radio Veritas has listed 182 cases of pleads and requests that have been
fulfilled through this program. It serves as a platform for those in need to make on-air appeals for legal, spiritual,
medical, material and financial assistance, and link them to "Good Samaritans" who are willing to share.

Table 9: Examples of PCL for different communities which are consistently classified correctly when partially
masking community-related terms, but that are missed when training either on all data or removing all the community-
specific training examples.

ture. We highlighted the distinction between two
types of PCL. On the one hand, linguistic PCL is
concerned with how the message is expressed and
is largely community-independent. On the other
hand, thematic PCL is more concerned with the
message itself, and often relates to aspects that
are highly community-specific. Our analysis sug-
gests that for some communities, instances of PCL
are mostly linguistic, while for other communities,
thematic PCL is more prevalent. Moreover, detect-
ing thematic PCL remains highly challenging in
settings where the training data does not include
examples covering similar themes. A better un-
derstanding of these phenomena can help future
work to improve the detection of PCL and, eventu-
ally, contribute to more responsible and inclusive
communication. As a first step, we envisage that
a more fine-grained annotation of PCL detection
datasets will be needed, distinguishing between
(sub-categories of) linguistic and thematic PCL, to
help us train better models and allow for a more
insightful evaluation.

8 Ethical and societal implications

With our study of Patronizing and Condescend-
ing Language towards vulnerable communities we
aim at contributing to more ethical communica-
tion. PCL is more subtle and subjective than other
kinds of harmful language, such as hate speech or
offensive language, but equally damaging, espe-

cially when spread by the media. Crucially, the use
of PCL is often unintentional, hence developing
tools that flag instances of PCL, which could work
similarly to spelling and grammar checkers, can
bring about meaningful change. This makes PCL
detection an important social challenge that should
be addressed by the NLP community. Although
recent works have shown that fine-tuned language
models can identify PCL to some extent, this paper
tries to deepen our understanding of the nature of
this kind of language,and of the fundamental chal-
lenges that still remain to be solved in this area.
Among the limitations of this work, we include the
small size of the analyzed dataset, as well as the
limited number of communities that are covered.
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Top-100 community-based terms Top-500 community-based terms Baseline

100% 80% 60% 40% 20% 100% 80% 60% 40% 20% 0%

Migr. + Imm. ±4.76 ±8.78 ±8.56 ±6.83 ±3.02 ±6.82 ±6.89 ±6.47 ±7.24 ±6.77 ±7.89
Refugees ±3.17 ±6.11 ±2.81 ±3.76 ±3.61 ±7, 72 ±1, 60 ±2, 56 ±5, 30 ±4, 85 ±8.36
In need ±1.19 ±1.21 ±1.87 ±1.45 ±3.77 ±1.10 ±1.65 ±2.44 ±2.80 ±3.46 ±3.12
Poor families ±3.31 ±03.05 ±6.93 ±6.24 ±4.89 ±3.90 ±5.92 ±5.60 ±4.44 ±2.62 ±6.34
Vulnerable ±6.28 ±4.80 ±7.90 ±3.70 ±6.27 ±3.33 ±2.26 ±6.12 ±5.35 ±2.47 ±3.75
Women ±9.92 ±5.44 ±4.91 ±2.74 ±3.97 ±2.60 ±06.05 ±8.62 ±4.76 ±7.10 ±8.79
Disabled ±2.81 ±5.59 ±5.23 ±2.42 ±4.52 ±3.15 ±02.06 ±4.43 ±6.51 ±4.54 ±5.52
Homeless ±0.79 ±2.94 ±2.64 ±5.22 ±1.95 ±1.86 ±2.63 ±03.01 ±1.84 ±5.74 ±1.85

All communities ±1.49 ±2.15 ±1.70 ±1.39 ±0.87 ±3.59 ±1.15 ±2.59 ±2.59 ±1.97 ±2.54

Table 10: Standard deviation for Table5 over 5 runs.
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Abstract

In this paper, we introduce a conversational
agent (chatbot) for Hindi-speaking youth called
BELA—Bot for English Language Acquisition.
Developed for the young underprivileged stu-
dents at an Indian non-profit1, the agent sup-
ports both Hindi and Hinglish (code-switched
Hindi and English, written primarily with En-
glish orthography) utterances. BELA has two
interaction modes: a question-answering mode
for classic English language learning tasks like
word meanings, translations, reading passage
comprehensions, etc., and an open-domain di-
alogue system mode to allow users to practice
their language skills.

We present a high-level overview of the de-
sign of BELA, including the implementation
details and the preliminary results of our early
prototype. We also report the challenges in cre-
ating an English-language learning chatbot for
a largely Hindi-speaking population.

1 Introduction

Our paper introduces ‘BELA’, Bot for English Lan-
guage Acquisition, an application of conversational
agents (chatbots) in the domain of English lan-
guage learning. BELA is developed for young
underprivileged students at an Indian non-profit
called Udayan Care. We were motivated to develop
BELA for the students at Udayan Care because
we observed a lack of volunteer support by the
non-profit’s English language mentors, leading to
a halt in the mentees’ second-language acquisi-
tion. Therefore, BELA is intended to emulate an
English language mentor for the Udayan Care stu-
dents, and support the non-profit’s volunteers by
reducing their workload.

Our conversational agent has two interaction
modes: a retrieval mode to facilitate question-
answering on classic English tasks like word mean-
ings, translations, reading passage comprehensions,

1https://udayancare.org/

etc. (called the Tutor Bot), and a generative mode
to facilitate open-domain chit-chat on general top-
ics like the movies, songs, food, and environment
(called the Buddy Bot).

Three tenets have governed the design of BELA:

1. Support for Hindi utterances: BELA is de-
veloped for a learner population which com-
municates largely in Hindi and Hinglish lan-
guage (Hafiz, 2021). BELA’s natural language
understanding pipeline uses a language iden-
tifier, an Indic-language transliterator and a
translator to support Hindi and Hinglish utter-
ances.

2. Reliability of answers to learners’ queries:
BELA’s responses to thesaurus/meaning-
related queries are generated using tested
translation and thesaurus APIs.2

3. Graceful failure: BELA’s dialogue manage-
ment system routes user utterances unrelated
to language learning to the generative Buddy
Bot.

Some challenges to developing BELA were the
lack of data for intent classification and dialogue
management, and a lack of a database of reading
passages and English videos levelled by learner-
proficiency level. Our paper discusses how we
overcame these challenges.

Organization: The rest of the paper is orga-
nized as follows: We begin with a high-level
overview of the Tutor Bot and the Buddy Bot,
the two interaction modes of our conversa-
tional agent (Section 2); We next discuss the
natural language understanding and dialogue
management strategy of our conversational
agent (Section 3); Further, we discuss in de-
tail the first prototype implementation of the
agent (Section 4); We next present related

2https://developer.oxforddictionaries.com/
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work (Section 5), and close with concluding
remarks (Section 6)

2 Interaction Modes

Our conversational agent has two interaction
modes: an English language question-answering
mode called the Tutor Bot, and a general chit-chat
mode called the Buddy Bot.

2.1 Tutor Bot
Tutor Bot is a retrieval-based response generator
that provides answers classic English language
learning queries. Some of these tasks as identified
by us after a detailed survey with the Udayan Care
mentees were: getting reading recommendations,
word meanings, word antonyms/synonyms, ‘word
of the day,’ English video recommendations, phrase
pronunciations, writing prompts, phrase transla-
tions, grammatical/spelling corrections, and advice
on the four core English skills (reading, writing,
speaking, listening).

Every user utterance routed to the Tutor Bot is
classified into one of these ten tasks, termed user
intents, by the intent classifier. Further, the utter-
ance is routed to a helper function corresponding to
the identified intent. The helper function generates
the required response. The design of these helper
functions is described in Section 4.

2.2 Buddy Bot
Buddy Bot is a neural response generator that per-
forms chit-chat on the following topics: movies,
music, food, and environment. This interaction
mode aims to help language learners learn new
phrases, prepare the learners for conversations in
real-life settings, and also help improve user adher-
ence to the bot.

Buddy Bot uses the text completion endpoint of
OpenAI’s GPT-3 to generate a response based on
the current user utterance and past conversations.
The prompt design for the GPT-3 text completion
model is discussed in great detail in Section 4.

3 Natural Language Understanding &
Dialogue Management

The natural language understanding and dialogue
management system of our agent is simple and
intuitive.

3.1 Natural Language Understanding
The user utterance is first routed to a language iden-
tifier; BELA uses the XLM-RoBERTa Transformer

model3 from HuggingFace for language detection.
If the detected language is Hindi, it is run through a
Python API for transliteration4. The transliterated
text, which is in the Devnagari script, is passed
through a Transformer-based Machine Translator
from Salesken.ai5.

The final output is an English query that is routed
to the dialogue management system, discussed be-
low.

3.2 Dialogue Management

Firstly, the user utterance is routed to the mode
classifier of the dialogue management system to
classify the query as being related to English learn-
ing (for eg: asking for the translation of a sentence)
or not (for eg: asking for an opinion on a movie
actor).

If the query is unrelated to English learning, it
is routed to Buddy Bot. If the query is related
to English learning, it is routed to the Tutor Bot.
Here, the query is classified into one of ten intents
discussed in Section 2. The following section dis-
cusses the mode classifier and intent classifier in
greater detail.

3.2.1 Mode classifier

The mode classifier is a binary classifier to pre-
dict whether a user utterance is related to English
learning. To classify the user utterance, we use the
output from a BERT encoder as the input to a linear
classification layer trained with a crossentropy loss
function.

The classifier dataset consists of utterances
that are related to English-language learning (pos-
itive examples), and general utterances (nega-
tive examples). The positive examples were
taken from the dataset created for the English-
query intent classifier. The general utterances
are sampled from user discussions on the follow-
ing subreddits6: r/Food, r/Movies, r/MovieDetails,
r/MusicSuggestions, r/AskReddit, r/AskScience,
r/Politics, r/AskSocialScience, and r/AskGames.

The training data information is shown in Ta-
ble 1. And the evaluation results are shown in
Table 2.

3https://huggingface.co/papluca/xlm-roberta-base-
language-detection

4https://pypi.org/project/google-transliteration-api/
5https://huggingface.co/salesken/translation-hi-en
6a subreddit is a forum dedicated to a specific topic on the

website Reddit.
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3.2.2 English query intent classifier
The query intent classifier is a multi-class classifier
to predict the nature of the user’s English learn-
ing query. The user utterance is classified into one
of the following ten intents: getReadRecommen-
dations, getWordMeaning, getSynonymAntonym,
getWordOfTheDay, getPrononciation, getVideoRec-
ommendations, getTranslation, getWritingPrompts,
getCorrection, and getAdvice. This classifier uses
the output from a BERT encoder as the input to
a linear classification layer trained with a crossen-
tropy loss function.

To train our classifier, we created a dataset of
utterances and the corresponding intent/query label.
Since the training data size is of utmost impor-
tance for text classification tasks, we have used
text augmentation techniques like back translation,
and paraphrase generation using Parrot Paraphraser
(Damodaran, 2021). We have also included utter-
ances with spelling mistakes in our dataset to make
the classifier robust to the common spelling mis-
takes made by the language learner.

The training data information is shown in Table
3. And the evaluation results are shown in Table 4.

4 BELA Prototype Implementation

4.1 Tutor Bot Implementation

In the previous section, we discussed that the user
utterance/query classified by the mode classifier as
related to English learning is routed to the Tutor
Bot. Here, the query is classified into one of ten
intents by the intent classifier. In the following
section, we discuss the helper function related to
each user intent of the Tutor Bot, and the datasets
used to create them.

4.1.1 Helper-function Datasets
1. CEFR level predictor dataset

This is a dataset7 provided by Adam Mont-
gomerie to predict the Common European
Framework of Reference for Languages
(CEFR) level of a blob of text, a measure
of English text complexity for an English as
Second Language (ESL) learner. The dataset
contains 1500 example texts split over the 6
CEFR levels. The texts are a mixture of di-
alogues, stories, articles, and other formats.
(Montgomerie, 2021)

7https://github.com/AMontgomerie/CEFR-English-
Level-Predictor/tree/main/data

Train 3040
Validation 380
Test 380

Table 1: Mode Classifier Data

Train accuracy 0.998
Test accuracy 0.987

Table 2: Mode Classifier Evaluation Results

We used these passages for training a TFIDF-
based CEFR level predictor which achieves
27.6% more accuracy than the baseline de-
scribed by Montgomerie (Table 5).

2. CEFR levelled reading passages

We scraped reading passages from an ESL
website8 with free reading exercises and saved
them to a file called passages.csv. Subse-
quently, we passed these passages through
the CEFR-predictor trained by us; and stored
the passage-CEFR label pairs in a file called
cefr-levelled-passages.csv.

We use these passages for the ‘Reading rec-
ommendation’ helper function discussed in
Section 4.1.2.

3. CEFR levelled word list We created a list
of words and their corresponding CEFR label
and stored it in cefr-levelled-words.csv. The
list was scraped from English Vocabulary pro-
file9, a website with information about words
and phrases used by learners at each CEFR
level.

We use this list of words for the ‘Word of
the day’ helper function discussed in Section
4.1.2.

4. CEFR levelled videos

We used the TED – Ultimate Dataset10 from
Kaggle to retrieve a set of educational English-
language videos, their titles, URLs, descrip-
tions and transcripts. Then, we found the
CEFR level of each video using the CEFR
level predictor on the video transcripts. The

8https://www.myenglishpages.com/english/
9https://www.englishprofile.org/wordlists

10https://www.kaggle.com/datasets/miguelcorraljr/ted-
ultimate-dataset
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Train 1520
Validation 190
Test 190

Table 3: Intent Classifier Data

Train accuracy 0.997
Test accuracy 0.995

Table 4: Intent Classifier Evaluation Results

video links, descriptions and their CEFR la-
bels are stored in cefr-levelled-tedtalks.csv.

We use these videos for the ‘Video recommen-
dation’ helper function discussed in Section
4.1.2.

4.1.2 Helper functions
1. Reading Recommendation helper function

This function prompts the user with four ques-
tions11 to assess their CEFR level, i.e. their
English proficiency level. The CEFR level
is stored in the chatbot state for other helper
functions.

After determining the CEFR level, the func-
tion retrieves a reading passage of the same
CEFR level from cefr-levelled-passages.csv.
This passage is also accompanied by three
multiple-choice questions (MCQs) on the pas-
sage to facilitate top and bottom-up process-
ing of the text. (British Council, 2001) The
MCQs are generated by OpenAI’s GPT-3 fed
with a prompt shown in Figure 4.

2. Word Meaning helper function

This function performs the role of identifying
the word whose meaning is to be found us-
ing regex extraction techniques and providing
its definition and examples using the Oxford
Thesaurus API.

3. Synonym-Antonym helper function
11Based on https://bit.ly/CEFR_Self_assessment

Baseline Accuracy 41.8%
Train Accuracy 72.2%
Test Accuracy 69.4%

Table 5: CEFR Predictor Evaluation Results

This function performs the role of identifying
the word whose synonym/antonym is to be
found using regex extraction techniques and
providing it using the Oxford API.

4. Word of the Day helper function

The function provides the user with a new
word daily accompanied by its definition and
usage to help augment the user’s vocabulary.
The new word given is in line with the user’s
CEFR level. The CEFR level is either in-
ferred from the chatbot state or assessed us-
ing the four question-survey discussed earlier.
The words are retrieved from cefr-levelled-
words.csv

5. Video Recommendation helper function

The function provides the user with a TedTalk
link, accompanied by its description. The
video is in line with the user’s CEFR level
and provides the learner with an opportunity
for language immersion. The video and the
description are retrieved from cefr-levelled-
tedtalks.csv

6. Pronunciation helper function

This function uses Google Translate’s Text-to-
Speech API12 with the language parameter set
to ‘English’ and tld (top-level domain) param-
eter set to “co.in” to provide pronunciations
of English words/phrases in an Indian accent.

7. Writing prompts helper function

This function provides the user with a letter,
essay or miscellaneous writing prompt based
on their request, to help them improve their
writing skills. The prompts are retrieved from
writingPrompts.csv.

8. Grammar/Spelling helper function

This function performs the two-pronged role
of identifying the phrase/word to be corrected
using regex extraction techniques and correct-
ing it using ‘Gramformer’. Gramformer13 is
a framework that uses Transformers to detect
and correct grammatical errors in natural lan-
guage text.

9. Translator helper function
12https://pypi.org/project/gTTS/
13https://github.com/PrithivirajDamodaran/Gramformer
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Figure 1: An interaction between the user and the Tu-
tor Bot. Here, the user makes a query in the Hinglish
language which translates to "I want to write a letter
today."

This function identifies the word/phrase
whose translation is to be found from the user
utterances using regex extraction techniques;
identifies the language of the phrase; and re-
turns a translation. The function uses the
XLM-RoBERTa14 transformer model from
HuggingFace for language detection and a
Transformer-based Machine Translator from
Salesken.ai15 for Hindi-English translation.

10. Advice helper function

This function provides the user with two
pieces of advice for improving each of these
English language skills: Listening, Speaking,
Reading, and Writing (LSRW). These pieces
are taken from credible research focused on
LSRW skill acquisition for ESL learners. (Go-
mathi, 2014)

4.2 Buddy Bot Implementation

Buddy Bot is a neural response generator that per-
forms chit-chat on the following topics: movies,
music, food and environment. This interaction
mode aims to help language learners learn new
phrases, prepare the learners for conversations in
real-life settings, and also help improve user adher-
ence to the bot.

Buddy Bot uses the text-completion endpoint
of OpenAI’s GPT-3 to generate a response based
on the current user utterance and past conversa-
tion. The text completion model is ‘programmed’
using a prompt (Figure 3) that provides instruc-
tion on how the BuddyBot should function. The
prompt gives the text completion model an identity:
a “chit-chat bot that talks to users on the topics

14https://huggingface.co/papluca/xlm-roberta-base-
language-detection

15https://huggingface.co/salesken/translation-hi-en

Figure 2: An interaction between the user and the Buddy
Bot. Here, the agent politely nudges the user to a rel-
evant topic if they discuss anything beyond movies,
music, food and environment.

of movies, music, food and the environment.” Be-
fore responding to the user, the bot also performs a
topic-relevance check- is the user utterance related
to one of the four topics? This behaviour was in-
jected into the model by providing two examples
to the GPT-3 prompt. If the user-utterance is not
related to one of the four topics, the Buddy Bot
politely nudges the user to it.

We limited the scope of conversations of the
Buddy Bot to just four topics to prevent the extrac-
tion of sensitive data, including personally identifi-
able information (PII) — names, phone numbers,
addresses, etc., through training data extraction at-
tacks. (Carlini et al., 2020)

5 Related Work

5.1 Hindi and Hinglish Conversational Agents
Indian telecom companies like Haptik (Haptik.AI,
2021b) and AmplifyReach have developed multi-
lingual chatbots that support Hindi and Hinglish
languages. However, these bots are dedicated to
the domain of customer service and use proprietary
software (Haptik.AI, 2021a) for multilingual natu-
ral language understanding.

5.2 Using Dialogue Systems for Learning
Li et al. (2022) developed an online language learn-
ing tool to provide learners with conversational
experience by using dialog systems as conversation
practice partners. The conversational agent simu-
lated a human resource professional interviewing
users as potential job candidates; the researchers
also explored making the system more adaptive
to user profile information by using reinforcement
learning algorithms.

In another work, Ruan et al. (2021) created ‘En-
glishBot’, which used Automatic Speech Recog-
nition to converse with students interactively on
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Figure 3: GPT-3 prompt for the Buddy Bot

college-related topics and provided adaptive feed-
back.

6 Conclusion

BELA is our first step toward making personalised
second-language acquisition more accessible to
Hindi-speaking learners. Our future work would
focus on increasing the range of English learning
tasks that BELA can assist with, improving the
Hinglish language understanding pipeline and mak-
ing the dialogue management system more robust
to failure.

Limitations

BELA’s Tutor Bot can only cater to limited English
language learning tasks. Therefore, our future work
will focus on adding more skills to the Tutor Bot,
including the ability to paraphrase passages, make
edits to passages, provide exercises based on gram-
mar topics, etc.

BELA’s natural language understanding pipeline
tends to translate the named entities in the Hinglish
queries. For example, here is a query in the
Hinglish language: "Translate mujhe jio ka sim
chahiye to English." This query literally means
"Translate I want a Jio sim," where Jio is the name
of a telecom company. However, the NLU Pipeline
infers Jio as the hindi verb meaning life and outputs
the response "I want a live sim."

India also has regional variations of the Hinglish
language. As we get more people to use BELA, we
aim to use the user messages to improve BELA’s
natural language understanding pipeline.

Finally, while GPT-3 used in the Buddy Bot pro-
vides detailed and context-aware responses to gen-
eral chit-chat queries, the presence of a pay-wall to
the GPT-3 API limits the scalability of the Buddy
Bot.

Figure 4: GPT-3 prompt to generate multiple-choice
questions (MCQs) of the reading passages.

Ethics Statement

In today’s globalised economy, English fluency
has become important to facilitate communication
and improve a person’s job prospects. BELA is
our first step toward making personalised English-
language acquisition more accessible for the young
students at Udayan Care. However there are a few
ethical challenges to deploying BELA, especially
the Buddy Bot interaction mode:

1. GPT-3 and Toxicity: The Buddy Bot, which
is based on GPT-3, a large-language model,
can have the tendency to generate offensive
text. Therefore, we have to anticipate and
plan for text-generation mishaps either by
adding more safeguards to the text generation
prompts, or by fine-tuning the Buddy Bot on
more examples to make it robust to adversarial
user input.

2. Fine-tuning GPT-3 on Indic-language data:
We need to fine tune the Buddy Bot on Indic-
language dialog datasets to allow it to support
languages like Hindi and Hinglish. This is a
challenge because dialog generation data for
low-resource languages is scarce.
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Abstract 

The various potential of children can be 

limited by language delay or language 

impairments. However, there are many 

instances where parents are unaware of the 

child's condition and do not obtain 

appropriate treatment as a result.  

Additionally, experts collecting children's 

utterance to establish norms of language 

tests and evaluating children's language 

development level takes a significant 

amount of time and work. To address these 

issues, dependable automated screening 

tools are required. In this paper, we used 

pretrained LM to assist experts in quickly 

and objectively screening the language 

development level of children. Here, 

evaluating the language development level 

is to ensure that the child has the 

appropriate language abilities for his or her 

age, which is the same as the child's age. To 

do this, we analyzed the utterances of 

children according to age. Based on these 

findings, we use the standard deviations of 

the pretrained LM's probability as a score 

for children to screen their language 

development level. The experiment results 

showed very strong correlations between 

our proposed method and the Korean 

language test REVT (REVT-R, REVT-E), 

with Pearson correlation coefficient of 

0.9888 and 0.9892, respectively. 

1 Introduction 

Language development is directly related to 

cognitive and intellectual development and is 

impacted by environmental factors including social 

interactions such as conversation with parents, etc 

(Sirbu, 2015). Language delay is the inability of a 

child to understand or use spoken language 

appropriately for their age, and it can result in 

language impairments. Language impairments are 

disorders of language that has a negative impact on 

all facets of life, including academic performance 

and social interaction, and restricts a child's wide 

range of potential (Bird et al., 1995; Conti-

Ramsden and Botting, 2004; Hulme et al., 2020). 

In this situation, Tomblin et al. (1997) reported that 

many children with language impairment were not 

receiving appropriate treatment because their 

parents were unaware of the child's condition. In 

addition, many studies anticipate that following the 

COVID-19 pandemic, quarantine measures 

including social distancing and mask wearing will 

include a negative impact on children's language 

development (Charney et al., 2021; Deoni et al., 

2021; Viola and Nunes, 2022). 

To address this issue, experts have developed 

language tests that may be used prior to make 

diagnosing language impairments. Standardized 

formal test analyzes linguistic abilities to screening 

a child's language development level. For example, 

PPVT-IV (Peaboby Picture Vocabulary Test-IV) 

(Dunn and Dunn, 2006) and EVT-2 (Expressive 

Vocabulary Test-II) (Kathleen T. Williams, 2008) 

evaluate receptive vocabulary and expressive 

vocabulary, respectively. Language sample 

analysis (LSA) analyzes linguistic abilities like 

grammar, pragmatics, and semantics as a measure 

(Schober-Peterson and Johnson, 1993; Robert E. 

Owen Jr, 2013). These methods evaluate a child's 

language development level compared with 

standardized norms from the same age group’s 

children who have normally developed. In other 

words, it evaluates if a child has linguistic abilities 

that are age-appropriate. If a child's scores on these 

methods are lower than the norm for the same age 

group, tests to diagnose language impairment are 

performed. However, moving forward with the 

standardized formal test and LSA process requires 
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a lot of time and work, and the same is true for 

establishing reliable standardized norm.  

Consequently, recent studies tried to an 

automated screening test that used the acoustic 

features of children's speech (Maier et al., 2009; 

Gong et al., 2016). They classified children with 

speech and language impairments from those with 

typical development using machine learning which 

is support vector machine and linear regression. 

They made it easier to collect data and made it 

possible to develop a system that could 

automatically screen for children's speech and 

language impairments. However, it still has to 

depend on data to train machine learning models, 

and cannot be used in another languages. At the 

same time, they only classified normal and 

impaired, and it is difficult to distinct the language 

development level like the existing language tests. 

In particular, although acoustic features are suitable 

for discriminating speech impairments due to 

problems such as speech organs, it is not suitable 

for discriminating language impairments because it 

has no linguistic characteristics. 

 The pretrained language model (pretrained LM), 

such as GPT2 (Radford et al., 2019) and GPT3 

(Brwon et al., 2020), is being developed for a 

variety of languages and has achieved good 

performance in a variety of downstream tasks of 

natural language processing. In the grammatical 

error correction (GEC) task, studies using only 

pretrained LM have been performed (Bryant and 

Briscoe, 2018; Yasunaga et al., 2021). To identify 

grammatical errors in sentences, Bryant and 

Briscoe (2018) and Yansunaga et al. (2021) used 

normalized log probability and probability score, 

respectively, based on the pretrained LM. The basis 

for these studies was the observation that 

grammatical sentences ( 𝑠𝑔𝑜𝑜𝑑  ) had a higher 

probability score of the pretrained LM than non-

grammatical sentences (𝑠𝑏𝑎𝑑). 

 𝑝(𝑠𝑏𝑎𝑑) < 𝑝(𝑠𝑔𝑜𝑜𝑑)  (1) 

Based on these characteristics, we focused on a 

pretrained LM's applicability like unsupervised 

learning that do not depending on training data for 

a specific task. In this paper, we used pretrained 

LM to assist experts in quickly and objectively 

screening the language development level of 

children. First, the pretrained LM calculates the 

probability of a word sequence for each utterance 

(i.e. sentence) of the child. Following that, a 

screening score for children's language 

development level is calculated using the standard 

deviation of these scores. The advantages of this 

method are as follows: 

• Since it doesn't need procedures like fine-

tuning carried out in supervised learning, 

it doesn't depend on data. As a result, it is 

relatively free of the cost and time 

required for data collection. 

• It can screen not only children whose 

language development is slow, but also 

children whose language development is 

fast. 

• It can be applied in various languages 

differently from another automated 

screening methods because pretrained 

LMs are being developed for various 

languages. 

The format of this paper is as follows. The data 

we used are described in Section 2. Section 3 

describes how to screen children's language 

development level using pretrained LMs. The 

Topic Family 

Turn Number Person Utterances 

  Interviewer 
KR 어제 형이랑 뭐하고 놀았어? 

What did you play with brother yesterday? EN 

1 1 Child 
KR (장난감) 장난감 가지고 놀고 청소도 했어요. 

We played with (toys) toys and cleaned. EN 

 2 Child 
KR 그리고 (음) 형이 자꾸 나만 시켜요. 

And (um) my brother keeps making me do it. EN 

  Interviewer 
KR 아 그랬구나. 

Oh, I see. EN 

  …  … 

Table 1:  Example of the data collected by the Hallym Conversation & Pragmatic Assessment Protocol. 
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experimental settings and results are discussed in 

Section 4, and our findings and conclusions are 

compiled in Section 5. Finally, we discuss the 

ethical considerations and limitations of our 

proposed method in Section 6. 

2 Transcription Data 

In the field of speech therapy, a rule called 

conversation protocol is used to ensure reliability 

of norms and analysis when collecting children's 

data (i.e. utterances). Conversation protocols allow 

only specific topics in the interview, and experts 

encourage children to speak on their own. As a 

result, we used the Hallym Conversation & 

Pragmatic Assessment Protocol (Lee and Choi, 

2017) that the Division of Speech Pathology and 

 
1 The study was conducted according to the guidelines of the 

Declaration of Helsinki and is approved by the Institutional 

Review Board of Hallym University (HIRB-2019-036, 

HIRB-2021-093). 

Audiology at Hallym university created to collect 

data. Standardized formal test and LSA examine 

the age-related differences in scores in children 

who have developed normally in order to verify 

their norms. So, children between the ages of 2 and 

6 who the experts assessed to have developed 

normally were the subjects of data. The data we 

used were collected by experts after approved the 

Institutional Review Board of Hallym University1. 

It is a total of 143 children, and each child includes 

an average of 89 utterances. Table 1 shows the 

collected data, while Table 2 shows age-specific 

details of the data. 

The words that are used by people of all ages 

and make it interrupt to analyze a language 

development level are indicated with special 

characters (i.e. symbols) in LSA and then excluded 

from the analysis. As a result, after analyzing them, 

we removed these words. These word types are 

shown in the following Table 3. 

Single-word utterances, such as “yes” or “no” 

and utterances using only proper nouns for people 

or things, are frequently appeared in children. 

Because these utterances frequently appear in 

children of all ages, they interfered with the 

classification of children's age for language 

development levels in previous studies based on 

supervised learning (Oh et al., 2021; Oh et al., 

2022). As children grow older, these utterances 

tend to become less frequent and utterances with 

complete sentence become more. We believe that 

this tendency is a useful linguistic characteristic for 

screening to children's language development level 

based on pretrained LM. The ratio of these 

utterances in age-specific children's overall 

utterances is shown in Figure 1. 

 

Figure 1:   Ratio of age-specific single-word 

utterances. 

Age Children No. of Sentences (Avg) No. of Tokens 

2-year-old 16 69.13 3K 

3-year-old 17 104.44 6K 

4-year-old 43 89.34 21K 

5-year-old 40 83.93 21K 

6-year-old 27 102.85 20K 

Total 143 89.94 71K 

Table 2:  Details on our age-specific data. 

Type Details 

Maze words 
Repetitions 

Revisions 

Silence pauses More than 3 seconds 

Inaccurate 

pronunciation 
- 

Table 3:  Removed word types. 
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3 Automatic Screening based on 

Pretrained LMs 

Children's language systems, including their grasp 

of grammar, steadily improve as they grow older. 

In this situation, the basis of our proposed method 

can evaluate the sentence's grammaticality using 

several values (e.g., probability, normalized log 

probability, etc) that can be calculated from a 

pretrained LM (Bryant and Briscoe, 2018; 

Yasunaga et al., 2021). These characteristics 

demonstrate the feasibility of using a pretrained 

LM to screen children's language development 

level. To screen the child's language development 

level, we only use the pretrained LM's probability 

as a score for the child's utterance and calculate the 

standard deviation of these scores. The rest of this 

section details more into pretrained LMs which is 

used in this paper and the scoring method we used 

to screen for children's language development level. 

3.1 Pretrained LMs for Korean 

Yasunaga et al. (2021) verified that the pretrained 

LM's probability may be used to assess the 

grammaticality of English sentences. Based on 

GPT2, grammatical sentences ( 𝑠𝑔𝑜𝑜𝑑 ) were 

evaluated highly scores in around 94% of all the 

data which is consist of (𝑠𝑔𝑜𝑜𝑑, 𝑠𝑏𝑎𝑑) pairs. So, we 

verified if the Korean pretrained LM provided the 

same observations as these experiments. 

In this paper, we used KoGPT22 (KoGPT2-SKT) 

released by SK Telecom Co., Ltd and KoGPT33 

(KoGPT3-Kakao) released by Kakao Corp. as 

Korean pretrained LMs. Additionally, we used the 

Korean grammaticality assessment corpus 

(National Institute of Korean Language) to validate 

the Korean pretrained LMs. The Korean 

grammaticality assessment corpus consists of 

( 𝑠𝑔𝑜𝑜𝑑 , 𝑠𝑏𝑎𝑑 ) pairs. Korean pretrained LMs 

 
2 https://github.com/SKT-AI/KoGPT2 

likewise had the same tendency as the observations 

of Yasunaga et al. (2021), as shown in Table 4. 

3.2 Scoring for language development level 

We evaluate the language development level with 

all utterances the child makes in conversations with 

experts. Consequently, the score for the utterance 

was calculated by the probability of a word 

sequence in the pretrained LM. 

 𝑝(𝑠𝑖) = 𝑃(𝑤1, 𝑤2, 𝑤3, … , 𝑤𝑛)  (2) 

 𝑝(𝑐ℎ𝑖𝑙𝑑) = [𝑝(𝑠1), 𝑝(𝑠2), … , 𝑝(𝑠𝑖)]  (3) 

, where 𝑠𝑖 is the 𝑖-th utterance and 𝑤𝑛 is the 𝑛-th 

word that makes up 𝑠𝑖 , 𝑝(𝑠)  is a score for one 

utterance, and 𝑝(𝑐ℎ𝑖𝑙𝑑)  is score set calculated for 

child’s all utterances. 

However, these scores can be verified as in 

Equation (1) only by comparing 𝑠𝑔𝑜𝑜𝑑  and 𝑠𝑏𝑎𝑑 

having the same meaning. And the data we used 

was collected by having a conversation about a 

specified topic, however these topics have a wide 

meaning such as family and friend. We may 

organize these issues into the following three 

intuitions: 

Intuition (1). Relativity of probability 

distributions for sentences. A grammatical 

sentence gets a high score based on the pretrained 

LM's probability. It can evaluate grammaticality in 

sentences that have the same meaning. As a result, 

even though they are grammatical sentences, 

sentences with different meanings have different 

probability distributions. 

Intuition (2). A conversational topic having a 

wide meaning. Each child might have a different 

story to tell even about the same topic because the 

topic is so broad. For example, while talking 

friends, child-A can talk a story he played with 

friend, hereas child-B can talk a story about a 

conflict with friend. In other words, the utterances' 

contents differ from one another. 

Intuition (3). Age-related variations in the 

frequency of single-word utterances. As shown 

in Section 2, children use basic positive and 

negative words like "yes" and "no" less frequently 

as they grow older. That is, people of all ages use 

these words. 

These intuitions can be summed up as follows: 

children's utterances have different probability 

3 https://github.com/kakaobrain/kogpt 

LM Params 
Ratio of 𝑝(𝑠𝑏𝑎𝑑) <

𝑝(𝑠𝑔𝑜𝑜𝑑) 

KoGPT2-

SKT 
125M 72.7 % 

KoGPT3-

Kakao 
6B 83.2 % 

Table 4:  Correlation with grammar assessment for 

Korean pretrained LM’s probability. 
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distributions. For instance, single-word utterances 

will get a lower score. Additionally, even when 

speaking on the same topic in complete sentences, 

the distribution of scores may differ. To utilize 

pretrained LM's probability correctly, we must get 

around these limits. We believed that 

characteristics of linguistic which is universal and 

changes with age-specific, it may be a key in 

overcoming these limits. We concluded that the 

solution is a departure from the single-word 

utterances that always emerges inside different 

probability distributions, which can be summarized 

as follows: (1) The deviation of probability is little 

since single-word utterance occurs more frequently 

as the child becomes younger.  (2) As children grow 

older, the deviation of probability is bigger since 

single-word utterances and utterances with 

complete sentence appearing appropriately.  

Consequently, to screen the children's language 

development levels, we calculated the standard 

deviation of the 𝑝(𝑐ℎ𝑖𝑙𝑑). 

𝑠𝑐𝑜𝑟𝑒(𝑐ℎ𝑖𝑙𝑑𝑁) = √
(𝑝(𝑠1)−𝜇)2+ ...  +(𝑝(𝑠𝑖)−𝜇)2

𝑖
  (2) 

, where 𝜇 is the average of the pretrained LM's 

probability for the child's utterances and 𝑖  is the 

number of utterances. 

4 Results and Discussion 

To ensure consistency and reliability of the analysis, 

LSA chooses 30 to 50 of the utterances made by 

children and analyzes them as a certain number of 

utterances (Harris et al., 1986; Ingram, 2002; 

Trudeau and Sutton, 2011; Andonova, 2015). By 

omitting this procedure, we aim to provide an 

Age Average Max Min 

2-year-old 3.14 18 1 

3-year-old 3.88 38 1 

4-year-old 5.49 108 1 

5-year-old 6.43 72 1 

6-year-old 7.27 85 1 

Table 5:  Details on token length in age-specific 

sentence. 

Methods 

Age group 

2-year-old 3-year-old 4-year-old 5-year-old 6-year-old 

REVT-R 18.04 30.35 44.39 58.18 70.92 

REVT-E 20.16 37.06 52.38 64.81 75.06 

Ratio of 

single-word 

utterances 

29.25 19.65 23.43 18.73 21.0 

KoGPT2-

SKT 
12.97 18.43 30.50 34.11 41.55 

KoGPT3-

Kakao 
12.02 16.06 26.84 30.09 36.26 

Correlation 

Coefficient 

(𝑟) 

Ratio of 

single-

word 

utterances 

REVT-R -0.6451 

REVT-E -0.6946 

KoGPT2-

SKT 

REVT-R 0.9888 

REVT-E 0.9892 

KoGPT3-

Kakao 

REVT-R 0.9876 

REVT-E 0.9868 

Table 6:  Experiment results of the correlation analysis for our proposed method and REVT. 
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automated screening that experts can use easily and 

quickly. As a result, we evaluated by the child's all 

utterances. This data, which is detailed in Table 5, 

includes utterances of various lengths. 

REVT (Hong et al., 2009) is a standardized 

formal test in the Korean language that measures 

both receptive (REVT-R) and expressive (REVT-E) 

vocabulary in individuals between the ages of 2 and 

16. The norms of REVT-R and REVT-E were 

constructed by the Seoul Community 

Rehabilitation Center  for the disabled to children 

who have normally developed of 5,119 and 5,145 

individuals, respectively, and provided for use. 

Consequently, to evaluate the reliability of our 

proposed method, we evaluated the correlation 

with the norms of the REVT. The results as shown 

in Table 6. 

Table 6 shows the standardized norms or 

calculated scores for which each method by age. 

First, we confirmed whether a simple method, ratio 

of single-word utterances, could be used as the age-

specific score for children's language development 

level. This is because we confirmed that there was 

a significant difference by age in Figure 1. But it 

showed a very low correlation with REVT. Our 

investigation revealed that the reason was that 

some children their age used single-word utterance 

more frequently. Next, we confirmed the 

possibility of our proposed method. It was able to 

confirm a strong correlation with REVT. KoGPT2-

SKT in particular shown extremely strong 

correlation with REVT-R and REVT-E, with 

Pearson correlation coefficients of 0.9888 and 

0.9892, respectively. Despite being little less than 

this, KoGPT3-Kakao also showed a respectable 

correlation. In actuality, KoGPT3-Kakao is a latest 

model, and as shown by Table 4, it performs better 

in grammar assessment. We believe that the 

somewhat different model structures in the two 

pretrained LM—as well as the different training 

dataset—are what caused the difference in the 

correlation coefficients. These findings 

demonstrated the potential for using a pretrained 

LM to address the limitations of language tests, 

which are expensive, time-consuming, and difficult 

to utilize across a variety of languages. 

5 Conclusion 

In this paper, we used pretrained LMs for 

automated screening and tried to address 

limitations in the existing language tests, such as 

the number of data and the diversity of languages. 

At this time, we preprocessed the utterance by 

analyzing age-specific linguistic patterns of 

children to use the pretrained LM efficiently. 

Additionally, the correlation with REVT, a 

standardized formal test for Korean language, was 

evaluated to demonstrate the reliability of our 

proposed method. The experimental results 

revealed a strong correlation between our proposed 

method, which is based on KoGPT2-SKT, and the 

norms for REVT-R and REVT-E, with Pearson 

correlation coefficients of 0.9888 and 0.9892, 

respectively. These observations demonstrate the 

potential for the pretrained LM to automatically 

screen children's language development levels and 

are expected to address several issues with the 

limitations of language tests such as standardized 

formal tests and LSA. 

Furthermore, we believe that the pretrained LM 

demonstrated the potential for applicability in 

various issues needing skills in natural language 

processing. Future work will focus on make up for 

automatic screening based on pretrained LMs and 

investigating automatic transcription methods for 

collecting children’s utterance data using automatic 

speech recognition. 

6 Ethical Considerations and 

Limitations 

If our proposed method is successful, it is possible 

to screen a child’s language development level 

quickly and objectively prior to having an expert 

perform a language test. And if a problem is 

identified at this time, the child can get early 

diagnostic tests and treatment. Additionally, 

because expert direct analysis is not included, the 

language test's cost may be reduced, increasing its 

accessibility to parents. As the language test gets 

easier, though, it's possible that unneeded 

diagnoses and treatments may be provided. 

Next, the issues that could occur if our proposed 

method operates improperly were then taken into 

consideration as follows: The first is the failure to 

screening for children who has abnormally 

developed (recall failure). Recall failure has a 

problem of missing the treatment time because it 

cannot properly diagnose and treat a child who has 

abnormally developed. Second, it involves 

screening children who has normally developed 

(precision failure). To children who has normally 

developed, precision failure can lead in unneeded 

diagnosis and treatment. We also take into 

consideration the following potential misuses of 
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this method: Future issues with discrimination 

might arise if this method is expanded to evaluate 

children's intellectual development level. In other 

words, it is possible to discriminate and educate 

children with high and low developmental levels, 

which undermining the fundamental purpose of 

education. Consequently, this method should be 

performed under strictly managed by a group of 

experts in relevant fields, such as language 

pathology or speech therapists. 

Technically, the method we propose relies solely 

on a pretrained LMs; no extra learning, such as 

fine-tuning, is involved. Consequently, this method 

is relatively free to the bias issue that training data 

in supervised learning might bring. The bias of the 

corpus that was used to develop the pretrained LM 

at this time may cause some concern. However, the 

appropriacy and factuality of a sentence's content 

are not factors we believe should be taken into 

consideration when evaluating a child's language 

development level. And, since this technique does 

not need for extra training, it does not consider the 

data collection from users. Although we cannot 

collect it directly right now since speech 

recognition technique is not being employed, but 

this will change as technique advances. 

Consequently, these applications must adhere to 

research ethics regulations such as the IRB for data 

collection. 

Finally, the test results of our proposed method, 

including the language test, may vary depending on 

the level of participation like the child's sociable or 

active nature. Consequently, we have to take these 

into consideration as well. 
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Abstract

Traditional sentiment analysis is a sentence-
level or document-level task. However, a sen-
tence or paragraph may contain multiple tar-
get terms with different sentiments, making
sentiment prediction more challenging. Al-
though pre-trained language models like BERT
have been successful, incorporating dynamic
semantic changes into aspect-based sentiment
models remains difficult, especially for domain-
specific sentiment analysis. To this end, in this
paper, we propose a Term-Based Sentiment
Analysis (TBSA), a novel method designed
to learn Environmental, Social, and Gover-
nance (ESG) contexts based on a sustainability
taxonomy for ESG aspect-oriented sentiment
analysis. Notably, we introduce a technique en-
hancing the ESG term’s attention, inspired by
the success of attention-based neural networks
in machine translation (Bahdanau et al., 2015)
and Computer Vision (Bello et al., 2019). It
enables the proposed model to focus on a small
region of the sentences at each step and to re-
weigh the crucial terms for a better understand-
ing of the ESG aspect-aware sentiment. Be-
yond the novelty in the model design, we pro-
pose a new dataset of 125,000+ ESG analyst-
annotated data points for sustainability term-
based sentiment classification, which derives
from historical sustainability corpus data and
expertise acquired by development finance in-
stitutions. Our extensive experiments combin-
ing the new method and the new dataset demon-
strate the effectiveness of the Sustainability
TBSA model with an accuracy of 91.30% (90%
F1-score). Both internal and external busi-
ness applications of our model show an evident
potential for a significant positive impact to-
ward furthering sustainable development goals
(SDGs).

1 Introduction

In 2015, the United Nations (UN) adopted the
2030 Agenda and its 17 Sustainable Development
Goals (SDGs; Nations (2015)), addressing global

challenges including poverty, inequality, climate
change, environmental degradation, peace, and jus-
tice. The Secretary General’s Roadmap for financ-
ing this collective and transnational effort invites
all stakeholders to consider environmental, social,
and governance (ESG) issues. ESG matters have
assumed relevance for investors, regulators, and
industry participants, while ESG criteria are in-
creasingly used to measure the impact of invest-
ment activities on sustainable development. How-
ever, ESG-integrated investing remains challeng-
ing, even for world-class asset managers, institu-
tional investors, and pension funds, because of data
gaps in coverage of emerging markets and a lack of
analytical capacity. Further, these markets present
the greatest opportunities for investors to achieve
impacts through the SDGs because their develop-
ment needs are the most significant.

At the same time, there is growing recognition
of the fundamental role played by data, primarily
structured data, in achieving the objectives set out
in the SDGs (Griggs et al., 2013; Nilsson et al.,
2016; Conforti et al., 2020; Vinuesa et al., 2020).
Structured data and SDG metrics are essential to
ensure the successful design of local projects but
are often absent when required for insights into ben-
eficiaries’ needs and values (Conforti et al., 2020).
Unstructured data can provide such insights. Nat-
ural language processing (NLP) techniques can
process such qualitative data to provide relevant
facts and figures to project developers. Expected
benefits are time and cost reductions, higher opera-
tions efficiencies, due diligence improvements, and
better sustainability impact assessments (Conforti
et al., 2020; Sokolov et al., 2021; Ulibarri et al.,
2019). Recent progress in masked language mod-
eling such as Google BERT (bidirectional encoder
representations from transformers, (Devlin et al.,
2019), RoBERTa (robustly optimized BERT ap-
proach (Liu et al., 2019)), and DeBERTa (decoding-
enhanced BERT, (He et al., 2021))—combined
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with cloud computing, is unlocking the potential
for creating analytical capacity to assess unstruc-
tured data at scale and is facilitating SDG-aligned
financing for emerging markets to address the $4.2
trillion USD annual shortfall in investments needed
to meet the SDGs (OECD, 2020).

Despite these advances, NLP research and ap-
plications that contribute to sustainable develop-
ment are absent (Conforti et al., 2020). This gap
is attributed to the lack of high-quality sustain-
ability data and the scarcity of relevant labeled
data to train sustainability-domain language mod-
els. Our work proposes a sustainability-domain
adaptation of transformer-based models to per-
form various NLP tasks, such as ESG term ex-
traction and sentiment analysis. Such a sustain-
ability domain-specific language model is a sig-
nificant advance; pre-trained models and commer-
cial sentiment analysis solutions perform poorly at
predicting ESG sentiments because of differences
in domain-specific vocabulary (these models are
trained using datasets such as restaurant or movie
reviews or tweets that are not relevant to sustain-
ability analysis). Domain-specific models are also
necessary to process sustainability reporting doc-
uments which are typically lengthy, complex, and
use terms that do not carry emotional connotations,
unlike movie or restaurant reviews. Hence the need
to create a specific taxonomy for context-based
ESG sentiment analysis (Ulibarri et al., 2019).

Development finance institutions have decades
of archival sustainability data created from project
due diligence and monitoring. We use examples
of such data to create a unique ESG taxonomy and
human-annotated dataset. Namely, we equip two
pre-trained language models (RoBERTa and De-
BERTa) to understand ESG context by fine-tuning
and modifying the models into a sustainability term-
based sentiment analysis (STBSA) model, thereby
creating a new approach based on an ESG taxon-
omy of more than 1,200 terms. We then train the
models with human-annotated data to predict the
context of ESG terms in sentences and classify
words by positive, negative, or neutral ESG senti-
ment. Significantly, our experiments find that the
STBSA model (based on RoBERTa) performs with
91.30% accuracy (90% F1-score) and outperforms
the current state-of-the-art baseline models for sen-
timent analysis tasks.

2 Related Work

Aspect-based Sentiment Analysis. In the begin-
ning, work on sentiment analysis mainly focused
on identifying the overall sentiment of a unit of
text. The amount of text varied from an entire doc-
ument (Pang et al., 2002; Turney, 2002) to merely
paragraphs or sentences (Hu and Liu, 2004). How-
ever, only considering the overall sentiment fails to
capture the sentiments over the aspects on which
an entity can be reviewed or sentiment expressed
toward different entities. To remedy this, two new
tasks have been introduced: aspect-based sentiment
analysis (ABSA) and targeted sentiment analysis.
Aspect-based sentiment analysis assumes a single
entity per unit of analysis and tries to identify sen-
timents towards different aspects of the entity (Lu
et al., 2011; Lakkaraju et al., 2014; Alghunaim,
2015; Bagheri et al., 2013; Brody and Elhadad,
2010). However, it considers only one single entity
in the given text.

Target-based or target sentiment analysis is
another task that identifies polarity towards a tar-
get entity, as opposed to over an entire volume of
text (Saeidi et al., 2016; Mitchell et al., 2013; Jiang
et al., 2011; Dong et al., 2014; Vo and Zhang, 2015).
Jiang et al. (2011) were the first to propose targeted
sentiment analysis on Twitter. They demonstrated
the importance of targets by showing that 40% of
sentiment errors are due to not considering them in
classification. However, this task only identifies the
overall sentiment, and the existing corpora consist
only of text with one single entity per unit of analy-
sis. This task caters to more generic text by making
fewer assumptions while extracting fine-grained
information.

ESG-domain transformers-based models. In
recent years, transformer-based models have be-
come the default solution for NLP tasks such as
search, machine translation, or sentiment analysis
(Tunstall et al., 2022). Only a few studies apply
language models to the sustainability area. Cli-
mateBERT, proposed by Bingler et al. (2021), ana-
lyzes companies’ climate risk using the Task Force
on Climate-Related Financial Disclosures frame-
work. Another application, developed by Ulibarri
et al. (2019), is an artificial neural network classi-
fier for modeling environmental impact statement
documents from the US Environmental Protection
Agency. Finally, Nugent et al. (2020) demonstrate
that fine-tuning BERT using large amounts of busi-
ness and financial news data from the Reuters News
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Archive led to better results with classification tasks
such as detecting ESG controversies.

Terms-based sentiment analysis. Term-based
sentiment analysis is particularly valuable in
domain-specific text, which very much resembles
how a human domain expert comprehends this text
content. Domain-specific text such as sustainabil-
ity reporting documents are very complex, often
ambiguous, and may have multiple target terms in
a single sentence. Moreover, the same terms may
have different meanings or polarity depending on
the context in which they appear (Ulibarri et al.,
2019), demanding a different approach. Zhang
et al. (2022) show that previous methods for aspect-
based sentiment models are unable to achieve the
same performance as human-level sentiment un-
derstanding. Additionally, Bahdanau et al. (2015)
argue that basic encoder-decoder architecture with
a fixed-length vector is a bottleneck in improv-
ing those models’ performance. Inspired by the
above research, both aspect-based sentiment and
transformers-based architectures, we proposed a
novel architecture that addresses the issue of long
and complex sentences by expending the ABSA
to emphasize parts of a source sentence that are
relevant to predicting ESG sentiment.

3 Methodology

Most aspect-based sentiment analysis methodolo-
gies comprise multi-grained NLP tasks and consist
of two major subtasks: target term extraction and
sentiment classification (Yang et al., 2021). Ac-
cordingly, this section introduces our approach for
ESG terms selection and extraction and presents
the model design for conducting ESG sentiment
classification.

3.1 ESG Taxonomy Development and
Extraction

ESG taxonomy. This work uses an ESG risk tax-
onomy or collection of ESG terms based on the
International Finance Corporation’s (IFC) Envi-
ronmental and Social Performance Standards and
Corporate Governance Methodology.1 The eight

1IFC’s Performance Standards on Environmental and So-
cial Sustainability are a global benchmark for sustainability
practices. To date, 130 financial institutions in 38 countries
have adopted the Equator Principles, based on these standards.
Leading development institutions—including the European
Bank for Reconstruction and Development and the Asian
Development Bank—adopted practices rooted in these stan-
dards. Between 2006 and 2016, an estimated US$4.5 trillion
in investments across emerging markets adhered to IFC’s stan-

Environmental and Social Performance Standards
and the six Corporate Governance Methodology
parameters provide the highest level of aggrega-
tion of the taxonomy. The lowest level comprises
1,200 unique ESG risk terms (with more than 4,750
variations, including acronyms, abbreviations, and
spelling variants). This taxonomy organizes infor-
mation by IFC performance Standards, ESG sub-
themes, and topics and is compatible with sustain-
ability disclosure standards such as the UN SDGs,
the Global Reporting Initiative (GRI), and the Sus-
tainability Accounting Standards Board (SASB)
framework. Details on the whole structure of the
taxonomy can be viewed in Appendix A.

ESG terms selection. Three rules govern the
creation of the ESG term taxonomy. First, the rel-
evance of the term within the text to ESG context,
such as “endangered species,” “child labor,” “wa-
ter pollution,” “climate change,” “biodiversity im-
pacts,” or “gender-based violence.” Second, avoid-
ance of broader concepts and stop words. For ex-
ample, rather than use words like “water,” we use
specific composites such as “potable water,” “water
pollution,” and “drinking water.” Third, the use of
nouns rather than adjectives as adjectives may qual-
ify a wide variety of nouns, are often unspecific,
and can increase instances of false positives. In
addition to these rules, we use unsupervised ma-
chine learning techniques to add new risk terms
and incorporate emerging ESG topics.

3.2 Sustainability-Domain Model
Architecture

Problem statement and ESG sentiment defini-
tion. A positive ESG sentiment is a statement
that expresses the perception of a company’s or
project’s positive impact(s) on society or the ab-
sence of ESG risk. For instance, a statement such
as "The company managed to significantly limit
the risk of child labor in the supply chain" is con-
sidered positive in line with IFC’s ESG standards.
In contrast, a negative ESG sentiment is a state-
ment that indicates a lack of compliance with IFC’s
ESG standards or the occurrence of an ESG risk
event. For instance: "Evidence has surfaced of a

dards or to principles inspired by them (Corporation, 2016).
In 2011, IFC was the first development financial institution
(DFI) to require corporate governance analysis for every in-
vestment transaction as part of its due diligence process. IFC’s
Corporate Governance Methodology evaluates the corporate
governance risks and opportunities of client companies. It
was distilled into the Corporate Governance Development
Framework used by 34 DFIs in their investment processes
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widespread use of child labor in the cocoa sector
in emerging markets". Neutral ESG sentiments
are factual statements that either refer to an ESG
context but do not express positive or negative sen-
timents or are irrelevant in the ESG context. ESG
terms used for labeling purposes do not per se im-
ply positive or negative sentiments, even if a word
may be considered positive (e.g., training) or neg-
ative (e.g., penalties and fines). Only the context
in which these terms are used matters. Therefore,
while the term "child labor" may be linked with a
negative sentiment, stating the absence of child
labor expresses a positive ESG sentiment. Finally,
the sentence’s structure can be complex, with multi-
ple target terms. For instance: "The world’s largest
chocolate manufacturers provided support in ad-
dressing large-scale deforestation in the cocoa sec-
tor, but there is still evidence of child labor in the
supply chain." When considering "deforestation"
and "child labor", a traditional sentiment classifi-
cation will fail to identify the correct sentiments.
Hence the need to develop an approach which can
handle the complexity and potential ambiguity of
words and sentences expressing ESG sentiments.

The new approach. To meet this challenge, we
propose to extend previous aspect-based sentiment
works (Tang et al., 2016; Zhang et al., 2022) by
enabling the transformer-based model to automat-
ically and explicitly emphasize parts of a source
sentence that are relevant to predicting a target
word polarity. We call this novel architecture ESG
terms attention augmentation. It is inspired by
the success of attention-based neural networks in
machine translation (Bahdanau et al., 2015) and
Computer Vision (Bello et al., 2019). Its design
and functioning are described in detail below.

A sentence-aspect pair (S,At) is given. The sen-
tence is represented as S = {ws

1, w
s
2, w

s
3, ..., w

s
n}

which consists of series of n words. The ESG as-
pect, also called a risk term is denoted as At =
{wa

1 , w
a
2 , w

a
3 , .., w

a
t } which is a part of S. A sen-

tence S may consist of one or more ESG risk terms.
STBSA aims to build a sentiment classifier that can
precisely predict the ESG sentiment of sentence
S for a specific ESG risk term, including multiple
target terms with different sentiments. The overall
architecture of the STBSA model, adapted from
Zhang et al. (2022), is illustrated in Figure 1.

ESG terms attention augmentation. Because a
sentence may contain multiple target terms that de-
scribe different sentiments that are difficult to pre-

dict using BERT or RoBERTa, we propose an inno-
vative approach to achieve STBSA via transformer-
based models. (Sun et al., 2019) and (Zhang et al.,
2022) show improvements to the attention me-
chanic for sentiment analysis tasks based on trans-
former models by constructing an auxiliary sen-
tence in addition to the original sentence. Simi-
larly, we annotate and copy target words from sen-
tences during pre-processing and create two copies
of such terms in the sentence—one at the begin-
ning and one in its original position. This modifica-
tion of the sentence structure has two advantages:
First, since the text input is changed, the outputs of
the transformer-based model differ. Second, since
an additional target term appears at the beginning
of the sentence, its frequency increases and gains
more attention in the model.

Human expert annotations. We designed a rig-
orous process to prepare a human-annotated train-
ing dataset with the labeling rules described in an-
notator guidelines. Three criteria are used to se-
lect the ESG documents to annotate: Relevance,
Reliability, and Vintage. Content relevance is de-
termined by the potential of text to support deci-
sions, such as company sustainability reports and
ESG-related news reports. Reliability refers to a
qualified source of data and analysis prepared or re-
viewed by ESG experts. Data vintage is ascertained
by using current sources, with a preference for the
most recent data. The training dataset comprises
three ESG sentiment types – positive, negative, and
neutral – which are manually assigned to each sen-
tence based on the targeted term.

Model fine-tuning procedure. We embrace a
data-centric artificial intelligence (AI) strategy by
proposing a sustainability-domain algorithm based
on high-quality labeled data provided by human
experts. Our model uses a transfer learning tech-
nique, used with success in computer vision, to
train a convolutional neural network on one task
and then adapt it to a new task (Tunstall et al.,
2022). The fine-tuned model comprises the model
body (initially trained for masked word predictions)
and the custom classification head. During transfer
learning, the body weights from general-purpose
language models (the RoBERTa and DeBERTa cor-
pus) are used for initialization, a starting point
to create the sustainability domain-specific model
based on the custom ESG taxonomy and human-
annotated ESG data.

Hyperparameter settings. Meta AI and Mi-
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Figure 1: shows the STBSA framework adapted from Zhang et al. (2022). The blue blocks are the pre-trained RoBERTa
model, which is frozen during the fine-tuning steps. The right green blocks represent the "ESG term attention augmentation"
modifications performed during the fine-tuning, on top of the RoBERTa layers and with ESG-expert annotated data.

crosoft released the pre-trained RoBERTa and De-
BERTa models on Hugging Face. 2 Our best per-
forming fine-tuned RoBERTa is composed of the
pre-trained RoBERTa layers and a custom classi-
fication head, consisting of two hidden layers (of
786 and 56 dimensions) and a softmax output layer
(of 3 dimensions). The best and most stable model
was found with 8 epochs, 0.1 dropout rate, 32 as
batch size, 5e-6 as learning rate, 42 seed values,
and 800 of the model’s warm-up steps. We used
the warm-up optimization strategy (He et al., 2016)
by training the model with a varying learning rate
along with all the training steps. A linear scheduler
initialized the learning rate with a value near zero.
After 800 training steps, the learning rate reached
a preset peak value (5e-6) and slowly decreased.

3.3 Machine Learning Operations and Bias
Management Process

Experiment context. As NLP models have shown
a good level of accuracy in classifying general En-
glish language sentiments, we were challenged by
the black-box nature of the neural models and in-
herent bias that training data poses. This motivated
us to start developing a Proof of Concept (POC),
led by the World Bank Group Technology and In-
novation Lab, which successfully validated the use
of LIME (Ribeiro et al., 2016), SHAP (Lundberg

2RoBERTa base: https://huggingface.co/
roberta-base;
DeBERTa base: https://huggingface.co/
microsoft/deberta-base.

and Lee, 2017), and Fairlearn (Bird et al., 2020) in
understanding the model behavior and fine-tuning
the model to avoid bad bias.

Machine learning operations (MLOps). Train-
ing models to achieve acceptable accuracy and F1-
scores requires robust processes to monitor data
drift and retrain models to perform consistently on
new input data. Such methods must include ap-
proaches to understand model biases and explain
performance. Our research advances the use of
Explainable AI frameworks and techniques to im-
prove understanding of model performance. A ma-
ture MLOps and data management process is the
cornerstone of training a trustworthy and fair model
(Schwartz et al., 2022). Our experiments applied
the MLOps process described in Figure 2. This
approach has four domains: Domain Data, Data
Science, Trust Analysis, and Consumption. All
four parts maintain feedback loops to each other
to achieve the overall objective of increasing the
quality of ML inferences.

Figure 2 describes the process, which starts with
domain data experts collecting, cleaning, and ana-
lyzing input data. Labeled data is quality assured
by evaluating inter-annotator agreements. This ap-
proach prevents individual labeler bias from im-
pacting the model. Next, the data science stage fo-
cuses on training and testing the model with labeled
data. Section 4.2 describes model selection and per-
formance metrics. Following this, the Trust Anal-
ysis step centers on model evaluation. This step
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Figure 2: Phases of MLOps

determines if the model has any unforeseen biases
that may skew the results. We experimented with
LIME (local interpretable model-agnostic explana-
tions, Ribeiro et al. (2016)) and SHAP (Shapley
additive explanations, (Lundberg and Lee, 2017))
to understand how the model makes predictions.
Model sensitivity analysis and feedback are pro-
vided to domain experts and data scientists to adjust
the labeled data and model architecture.

Lastly, models are published in the model reg-
istry for the final step, Consumption. The model
serving component uses the most recent version
of the model from the model registry and predicts
outcomes on API or Batch requests. Subsequently,
model monitoring provides feedback at the model
evaluation stage to assess data drift. The key theme
of this proposal is that any production-grade AI/ML
system must be a multi-stakeholder and interdis-
ciplinary undertaking. An MLOps model brings
forth these experts systematically and collectively
works to make the model’s prediction more relevant
to the business problem that the model is trying to
address.

4 Experiment

4.1 Experiment Settings

Proposed Dataset. Using rules outlined in ESG
sentiment annotation guidelines, six ESG analysts
worked over 1.5 years to refine the ESG taxon-
omy and produce labeled data for model training.
The final training dataset comprised 126,480 sen-
tences taken from ESG news, IFC internal project
documentation, project evaluations by the World
Bank Group Independent Evaluation Group, IFC
Compliance Advisor Ombudsman project assess-
ment reports, and publicly available information,
including IFC ESG project disclosures and public

disclosures by listed companies including annual
and sustainability reports. The labeled dataset is
presented in Table 1.

Quality assurance of labeled data. ESG sen-
timent annotation guidelines and inter-annotator
agreement metrics ensure the creation of high-
quality training data. Only sentences with con-
sensus from at least two labelers are eligible as
training data to mitigate the risk of conflicting la-
bels. Consistency of labeling among annotators or
inter-annotator agreement is tracked using Cohen’s
kappa coefficient, which measures the reliability of
agreement between two labelers, considering the
possibility that agreements could occur by chance
(Cohen, 1960). In addition to Cohen’s kappa, the
percentage of inter-annotator agreement is used
as a secondary quality indicator. These annotator
agreement metrics improve the consistency of train-
ing data and manage inevitable differences between
annotators (Pustejovsky and Stubbs, 2012; Bobicev
and Sokolova, 2017). The average Cohen’s kappa
value was 0.75, indicating substantial agreement
among labelers.

Train, validation, and test datasets. The final
labeled set of 126,480 sentences comprised 37,054
(29%) positive, 27,579 (22%) negative, and 61,847
(49%) neutral labels. We randomly split this set
into 107,540 sentences (85%) designated for model
training and validation and 18,940 sentences (15%)
for model evaluation. The subsets’ class distribu-
tion is similar to the final set labeled above.

4.2 Experiment Results

Pre-trained model performance. Table 2
shows accuracy and F1-scores for the pre-trained
RoBERTa-base and DeBERTa-base models on the
test set. As expected, pre-trained models poorly
predict ESG sentiments without domain-specific
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ESG document type Sentence
count

Positive
labels

Negative
labels

Neutral
labels

ESG news report 35,560 33.38% 26.34% 40.26%
IFC internal project documents 29,796 34.80% 18.36% 46.83%
Public company disclosures 19,213 26.96% 10.44% 62.60%
Public DFI project disclosures 31,900 29.35% 15.86% 54.79%
Independent project evaluations 10,011 2.70% 56.65% 40.64%
Total 126,480

(100%)
37,054
(29%)

27,579
(22%)

61,847
(49%)

Table 1: ESG sentiment labeled dataset

training. Most predictions are neutral. Pre-trained
models can assess context information in ESG text
but are less successful at predicting positive and
negative ESG sentiments as these models are not
trained on these types of labels.

Baseline model performance. For a further
baseline comparison, we used the Fin-BERT model
(Araci, 2019) as a benchmark to compare the per-
formance of our model. Three arguments justify
this choice: the domain proximity of financial and
sustainability reporting (Nugent et al., 2020; IIRC,
2011); the FinBERT model’s availability and us-
age metrics on open-source platforms, notably on
Hugging Face; and, most importantly, its use of
similar sentiment classes (positive, negative, neu-
tral). FinBERT shows 69 % accuracy and 54%
F1-score on the test data. Compared with the pre-
trained RoBERTa-base and DeBERTa-base models,
Fin-BERT demonstrates better performance, partic-
ularly for negative and positive sentiment predic-
tions.

ESG fine-tuned model performance. The four
last lines of Table 2 show the accuracy and F1-score
of fine-tuned models. Compared to the FinBERT
baseline, we observe a significant increase in accu-
racy from 69% to 88% and F1-score from 54% to
84% for the RoBERTa-base model fine-tuned for
ESG. The fine-tuned DeBERTa and FinBERT mod-
els show similar levels of accuracy and F1-score.
These results demonstrate that after ESG-domain
training, the models demonstrate improved perfor-
mance. After additional modifications to input data
to emphasize ESG terms (attention augmentation),
we reached 91.30% accuracy and 90.2% F1-score
with RoBERTa. Detailed metrics, including Preci-
sion and Recall of the STBSA model, are presented
in Appendix C.

Adjusting for imbalanced training data. ESG
sentiment classes are not distributed equally. This
data structure is expected in the ESG domain be-
cause most ESG terms occur in neutral contexts. To

address this imbalanced classification issue (Hovy
and Prabhumoye, 2021), we under-sampled the
neutral class to obtain a new data structure with
37,054 positive labels (36%), 27,579 negative la-
bels (27%), and 37,000 neutral labels (36%). The
experiment based on this data structure shows both
accuracy and F1-score of 91%. These adjustments
do not lead to a substantial performance gain and
result in a significant loss of labeled data (20%).
As a result, we decided to continue experimenting
with the complete labeled data set.

4.3 Real-world deployment of the STBSA by
IFC (World Bank Group)

Our STBSA model has been deployed in an IFC in-
ternal machine-learning platform called MALENA
or Machine Learning ESG Analyst. The plat-
form’s primary use is support for ESG due dili-
gence and impact assessment of IFC projects. As of
September 2022, the model successfully analyzed
more than 112,000 ESG-related text documents,
including documents proprietary to IFC and public
records disclosed through the IFC Project Informa-
tion and Data Portal. The model identified more
than 14 million ESG risk terms, with 3,318,476 de-
tected in a positive context, 1,141,755 in a negative
context, and 10,359,769 in a neutral context. ESG
sentiment profiles for close to 8,533 companies in
175 countries, seven regions, and 33 investment
sectors are derived from model inferences. An ac-
tive learning mechanism allows expert IFC users
to provide feedback on model predictions, leading
to improvements in model performance.

5 Positive impact

5.1 Strengthen ESG due diligence and Impact
Assessment

The MALENA platform offers a unique solution to
sustainability-domain stakeholders (investors, reg-
ulators, project proponents, etc.) to better conduct
ESG due diligence. It enables the use of NLP to
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Models Accuracy(%) F1-score (%)
Pertained models
RoBERTa-base (Liu et al., 2019) 68.00 27.00
DeBERTa-base (He et al., 2021) 17.00 10.00
Baseline model
FinBERT (Araci, 2019) 69.23 54.07
ESG-fine-tune models
RoBERTa-base + ESG-fine-tuning 88.00 84.00
DeBERTa-base + ESG-fine-tuning 87.00 82.00
FinBERT + ESG-fine-tuning 87.44 87.31
RoBERTa-base + ESG-fine-tuning+ Attention Augmentation
=proposed-STBSA 91.30 % 90.20 %

Table 2: Experiment results. Table 2 shows the model’s accuracy and F1-score for pretrained RoBERTa and DeBERTa, for the
baseline model (FinBERT), and for our ESG fine-tuned models. Accuracy and F1-score are calculated based on the randomly
selected 18,940 sentences, including 5,572 positive, 4,121 negative, and 9,247 neutral labels. The STBSA model Error analysis
is presented in Appendix D - Table 4.

identify and manage ESG risks during project ap-
praisal, to support early-stage Environmental and
Social Impact Assessment (ESIA) review, and to
monitor the evolution of climate coverage in the me-
dia in order to dynamically hedge climate change
risk. For instance, a recent experiment conducted
by Curmally et al. (2022) on a sample of 530 IFC
projects demonstrated that project sentiment scores
(derived from our STBSA on projects’ early-stage
assessment documents, namely ESIAs) perform ef-
ficiently as proxies for project risk assessments and
to predict E&S performances. Such information is
crucial for allocating resources and technical exper-
tise, determining legal requirements, and creating
extensive and thorough environmental and social
action and remediation plans. Additionally, our
model offers a new comprehensive framework and
an efficient tool to measure with increased accuracy
the positive impact of investments in sustainable
activities, both in emerging and developed markets.
As we approach 2030, an accurate sentiment profile
can be used as a proxy to assess how and to what
extent projects or investment benefit local commu-
nities and indigenous people, respect the natural
environment and contribute to the SDGs.

5.2 Redirect financing to green investments

Investors can play an essential role in redirecting fi-
nance to emerging markets by aligning investment
strategies with the SDGs. However, gaps in sustain-
ability data and analytical capacity are significant
blockers (IFC and Amundi, 2021). Research finds
that unstructured data (news articles, annual, inte-
grated, impact and sustainability reports,etc.) is
underused in analyzing investment performance
(Varco, 2016). Our model has a significant impli-

cation in helping investors evaluate to what extent
their activities are aligning with and contributing
to the SDGs. The proposed ESG taxonomy can
be leveraged as a framework to detect investment
opportunities in corporate disclosures, and check
project, or portfolio SDG-alignment. Facilitating
SDG-aligned financing for emerging markets has
the potential to address the $4.2 trillion USD an-
nual shortfall in investments needed to meet the
SDGs (OECD, 2020). Further, our STBSA model
allows rapid assessments of Task Force on Climate-
Related Financial Disclosures (TCFD) documents
and other corporate disclosures. Analysis of such
texts can help align portfolios with the Paris Agree-
ment on Climate Change(Kölbel et al., 2022) and
redirect financing to green and climate-fostering
investment (Rolnick et al., 2019). IFC intends to
make our STBSA model, as well as MALENA’s
insights and analytical capabilities, available to in-
stitutional investors and asset managers to identify
ESG risks better and construct SDG-aligned invest-
ment portfolios.

5.3 Offer a Climate Analytics Solution as a
global public good

AI-based platforms like MALENA can play a trans-
formative role in addressing the gaps in sustain-
ability data and limited analytical capacity. By re-
viewing public unstructured text disclosures, they
can also address gaps in emerging-market cover-
age. Our model handles capacity constraints as-
sociated with reviewing large amounts of text by
conducting this first level of analysis at scale Stede
and Patz (2021). Further, by structuring the re-
view of these disclosures using IFC’s longstand-
ing, market-tested ESG taxonomy (based on IFC’s
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ESG standards and aligned with the SDGs), IFC
offers its ESG expertise at a level only accessible
with. Widespread use of the public good version
of MALENA will democratize access to ESG ca-
pacity globally, given the significant overlap with
IFC’s target markets. The demonstration effect of
creating bespoke AI solutions to address develop-
ment problems is already contributing to a vibrant
AI for SDGs ecosystem in the development finance
community as several risk guarantee agencies, de-
velopment banks, and export credit agencies are
interested in learning from IFC’s experience using
AI.

6 Discussion and Conclusion

In this paper, we proposed a novel approach to re-
alize a term-based sentiment analysis built on a
unique ESG taxonomy to address the limitations
of the aspect-based sentiment analysis models and
off-the-shelf sentiment analyzers for sustainability-
domain applications. Furthermore, using histori-
cal sustainability corpus data and expertise from
a development finance institution (IFC), we pro-
duced an unprecedented human-annotated dataset
of 125,000+ sentences for ESG sentiment classifi-
cation. The subsequent experiments demonstrated
the effectiveness of this model with an accuracy
of 91.3% and a 90% F1-score, outperforming the
current state-of-the-art baseline models by over 20
points (Araci, 2019). Our STBSA model addresses
three challenges. First, it offers a new model design
with capabilities to handle multiple target terms and
different sentiments by leveraging an ESG domain-
specific taxonomy with more than 1,200 ESG risk
terms. Recent studies underscored the difficulties
of developing sustainability domain-specific tax-
onomies (Nugent et al., 2020; Ulibarri et al., 2019;
Lennox et al., 2019), which are blockers to build-
ing more efficient and better-performing models.
Second, it proposes an unprecedented sustainabil-
ity domain NLP model, which yields a far higher
performance (91.3% accuracy, 90% F1-score) than
baseline models such as FinBERT (Araci, 2019)
or similar studies such as the ones presented by
(Ulibarri et al., 2019) or (Bingler et al., 2021) with
70% and 75% accuracy respectively. Our model
fills a critical research gap in the NLP literature.
Third, for investors in emerging markets, it offers
the potential to enhance ESG due diligence and
impact assessments resulting in a positive impact
for green investments and contributing to achieving

the UN SDGs.
These findings, while promising, have limita-

tions and create opportunities for future research.
First, the model can only understand and predict
ESG sentiment in English (about 75% of the cor-
pus). There are obvious benefits to expanding
its understanding to additional languages such as
French, Mandarin, Portuguese and Spanish. Sec-
ond, as our STBSA model is derived from “black
box” systems, the explainability and transparency
framework proposed in this paper needs to be fully
implemented to enable users to understand its de-
sign, operation, and biases, and to trust its predic-
tions. This paper emphasizes data-driven AI and
keeping humans in the loop and proposes a new
multi-stakeholder framework for operationalizing
AI systems. It is essential to ensure that complex
and computationally heavy models, such as illus-
trated in this paper, do not penalize developing
countries with limited data, leading to model biases
(Conforti et al., 2020). This awareness may help
mitigate underlying word embeddings biases of pre-
trained language models associated with specific
demographics such as gender, ethnic minorities,
and local communities (Hovy and Prabhumoye,
2021). This paper provides a first but decisive step
toward further research at the intersection of NLP
and ESG. We intend to partially release the model
and ESG-annotated data as a public good to enable
a strong baseline for sustainability domain research,
given its major value for the research community ei-
ther to replicate our approach or to stimulate further
research. We hope the results and dataset inspire
the NLP and sustainability research communities to
actively explore how advanced language modeling
can be applied to ESG and impact data to support
creating solutions furthering the SDGs.
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Appendix

A Structure of the ESG taxonomy

Figure 3: This figure shows the different levels of the ESG
taxonomy used to train our STBSA for one ESG risk term, here
"Child Labor". This structure includes the IFC Sustainability
Framework (top level), the IFC Performance Standards and
Corporate Governance Methodology, a Subtheme, a Topic, a
target ESG Risk Term ( here "Child Labor"), and its variations
and related terms. This figure also provided indications on how
the target ESG term “Child Labor” is mapped to the United
Nations Sustainable Development Goals (SDGs), notably to
SDG 8 (Decent Work and Economic Growth), to the Target
8.7 (End modern slavery, trafficking, and child labor) and to
the indicator 8.7.1 (Child Labor).

B Ethical and Societal Implications

AI Models that are trained to achieve higher lev-
els of statistical accuracy. While that is important,
this research’s focus on MLOps, the Trust Analysis
framework acknowledges the existence of bad bias
in the data and strives to reduce Ethical and soci-
etal impact. Without a strong MLOps and Trust
analysis framework, machine learning models have
the potential to yield statistically high performance
but are ethically poor. This paper presents humans
in the loop to ensure trained models do not exhibit
bad bias. The proposed framework is explained in
section 3.3.
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C Detailed Metrics for the Sustainability
Term-Based Sentiment Analysis
(STBSA) Model

Appendix C presents the model Precision and Re-
call for each sentiment class: Positive, Neutral, and
Negative (see Table 3 - Panel A). Additionally, the
appendix shows the STBAS model performance
over three different aspects, namely Environmental
and Social, Corporate Governance, and Climate
Change. This subdivision intends to identify any
underperformance of the model and determine if
there are systemic biases related to a particular
aspect of the three pillars composing the Environ-
mental, Social, and Governance domains (see Table
3 - Panel B).

D The Sustainability Term-Based
Sentiment Analysis (STBSA) Model
Error Analysis

Appendix D Table 4 displays three review exam-
ples and their prediction results by the RoBERTa-
base model, FinBERT, and our STBSA. As we can
see from the “RoBERTa-base” column when there
are multiple target terms, the vanilla RoBERTa
makes the wrong classification; this model is not
trained to classify sustainability term-based senti-
ment analysis. Fin-BERT, to some extent, is able to
predict certain ESG sentiments correctly but fails
the sentence with multiple ESG terms with differ-
ent sentiments.

Panel A: Sentiment Class Samples Precision Recall F1-Score Accuracy
Positive 5,572 87.20 92.70 89.80
Neutral 9,247 92.60 88.30 90.40
Negative 4,121 89.40 91.00 90.20
Micro-Avg 18,940 90.20 90.20 90.20
Macro-Avg 18,940 89.70 90.70 90.10

91.30
Panel B: Label Type Samples Accuracy F1-Score
Environmental and Social 14,413 90.50 90.5
Corporate Governance 1,165 89.00 88.4
Climate Change 3,362 89.10 88.50

Table 3: The panel A of this table presents the model Precision and Recall for each class sentiment class (Positive, Neutral, and
Negative) Accuracy and F1-score are calculated based on the randomly selected 18,940 sentences, including 5,572 positive,
4,121 negative, and 9,247 neutral labels. The panel B shows the detailed metrics for the Sustainability Term-Based Sentiment
Analysis (STBSA) Model. The model Accuracy and F1-score are calculated based on the randomly selected 18,940 sentences,
including 14,413 environmental and social labels, 1,165 corporate governance labels, and 3,362 climate change-related labels
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Case Examples: The label in brackets rep-
resents the ground truth provided by ESG
analysts

RoBERTa-base FinBERT STBSA

ESG terms: "communities" (Pos), "displace-
ment" (Neg), "armed conflict" (Neg)

Sentence: We intend to maintain our sup-
port for extending the benefits and services
of the state to communities that have been
historically marginalized and communities
that have been significantly impacted by
the displacement and the violence of the
armed conflict.

Pos/ Neg/ Neg
% % %

Pos/ Neg/ Neg
" % %

Pos/ Neg/ Neg
" " "

ESG terms: "deforestation" (Pos), "child
labor" (Neg)

Sentence: World’s largest chocolate man-
ufacturers provided support in addressing
large-scale deforestation in the cocoa sector,
but there is still evidence use of child labor
in the supply chain.

Pos/ Neg
% %

Pos/ Neg
" %

Pos/ Neg
" "

ESG terms: "Sustainability" (Neu), "climate
change" (Neg)

Sentence: The Head of the Communication
and Sustainability Office agreed, saying that
the climate change is one of the greatest
threats to life on earth with alarming and long-
term effects.

Neu/ Neg
" %

Neu/ Neg
" %

Neu/ Neg
" "

Table 4: Error analysis of three sentences with multiple target ESG terms. The colored words in parentheses represent the
ground truth provided by IFC’s ESG analysts. The symbol"means the predicted sentiment is correct, and the symbol%means
the predicted sentiment is wrong
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Abstract

Hateful memes are a growing menace on social
media. While the image and its correspond-
ing text in a meme are related, they do not
necessarily convey the same meaning when
viewed individually. Hence, detecting hateful
memes requires careful consideration of both
visual and textual information. Multimodal pre-
training can be beneficial for this task because
it effectively captures the relationship between
the image and the text by representing them
in a similar feature space. Furthermore, it is
essential to model the interactions between the
image and text features through intermediate
fusion. Most existing methods either employ
multimodal pre-training or intermediate fusion,
but not both. In this work, we propose the Hate-
CLIPper architecture, which explicitly models
the cross-modal interactions between the image
and text representations obtained using Con-
trastive Language-Image Pre-training (CLIP)
encoders via a feature interaction matrix (FIM).
A simple classifier based on the FIM represen-
tation is able to achieve state-of-the-art perfor-
mance on the Hateful Memes Challenge (HMC)
dataset with an AUROC of 85.8, which even
surpasses the human performance of 82.65. Ex-
periments on other meme datasets such as Pro-
paganda Memes and TamilMemes also demon-
strate the generalizability of the proposed ap-
proach. Finally, we analyze the interpretabil-
ity of the FIM representation and show that
cross-modal interactions can indeed facilitate
the learning of meaningful concepts. The code
for this work is available at https://github.
com/gokulkarthik/hateclipper.

1 Introduction

Multimodal memes, which can be narrowly de-
fined as images overlaid with text that spread from
person to person, are a popular form of communi-
cation on social media (Kiela et al., 2020). While
most Internet memes are harmless (and often hu-
morous), some of them can represent hate speech.

Figure 1: Illustrative (not real) examples of multimodal
hateful memes from Kiela et al. (2020). While the
memes on the left column are hateful, the ones in the
middle are non-hateful image confounders, and those
on the right are non-hateful text confounders.

Given the scale of the Internet, it is impossible
to manually detect such hateful memes and stop
their spread. However, automated hateful meme
detection is also challenging due to the multimodal
nature of the problem.

Research on automated hateful meme detection
has been recently spurred by the Hateful Memes
Challenge competition (Kiela et al., 2020) held at
NeurIPS 2020 with a focus on identifying multi-
modal hateful memes. The memes in this challenge
were curated in such a way that only a combination
of visual and textual information could succeed.
This was achieved by creating non-hateful “con-
founder” memes by changing only the image or
text in the hateful memes, as shown in Figure 1. In
these examples, an image/text can be harmless or
hateful depending on subtle contextual information
contained in the other modality. Thus, multimodal
(image and text) machine learning (ML) models
are a prerequisite to achieve robust and accurate
detection of such hateful memes.

In a multimodal system, the fusion of different
modalities can occur at various levels. In early fu-
sion schemes (Kiela et al., 2019; Lu et al., 2019;
Li et al., 2019), the raw inputs (e.g., image and
text) are combined and a joint representation of
both modalities is learned. In contrast, late fusion
approaches (Kiela et al., 2020), learn end-to-end
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models for each modality and combine their out-
puts. However, both these approaches are not ap-
propriate for hateful memes because the text in a
meme does not play the role of an image caption.
Early fusion schemes are designed for tasks such as
captioning and visual question answering, where
there is a strong underlying assumption that the
associated text describes the contents of the image.
Hateful memes violate this assumption because the
text and image may imply different things. We be-
lieve that this phenomenon makes the early fusion
schemes non-optimal for hateful meme classifica-
tion. In the example shown in the first row of Figure
1, the left meme is hateful because of the interac-
tion between the image feature "skunk" and the
text feature "you" in the context of the text feature
"smell". On the other hand, the middle meme is
non-hateful as "skunk" got replaced by "rose" and
the right meme is also non-hateful because "you"
got replaced by "skunk". Thus, the image and text
features are related via common attribute(s). Since
modeling such relationships is easier in the feature
space, an intermediate fusion of image and text
features is more suitable for hateful meme classifi-
cation.

The ability to model relationships in the feature
space also depends on the nature of the extracted
image and text features. Existing intermediate fu-
sion methods such as ConcatBERT (Kiela et al.,
2020) pretrain the image and text encoders indepen-
dently in a unimodal fashion. This could result in
the divergent image and text feature spaces, making
it difficult to learn any relationship between them.
Thus, there is a need to “align” the image and text
features through multimodal pretraining. Moreover,
hateful meme detection requires faithful characteri-
zation of interactions between fine-grained image
and text attributes. Towards achieving this goal, we
make the following contributions in this paper:

• We propose an architecture called Hate-
CLIPper for multimodal hateful meme classifi-
cation, which relies on an intermediate fusion
of aligned image and text representations ob-
tained using the multimodally pretrained Con-
trastive Language-Image Pretraining (CLIP)
encoders (Radford et al., 2021).

• We utilize bilinear pooling (outer product) for
the intermediate fusion of the image and text
features in Hate-CLIPper. We refer to this
representation as feature interaction matrix

(FIM) which explicitly models the correla-
tions between the dimensions of the image
and text feature spaces. Due to the expressive-
ness of the FIM representation from the robust
CLIP encoders, we show that a simple classi-
fier with few training epochs is sufficient to
achieve state-of-the-art performance for hate-
ful meme classification on three benchmark
datasets without any additional input features
like object bounding boxes, face detection and
text attributes.

• We demonstrate the interpretability of FIM by
identifying salient locations in the FIM that
trigger the classification decision and cluster-
ing the resulting trigger vectors. Results indi-
cate that FIM indeed facilitates the learning
of meaningful concepts.

2 Related Work

The Hateful Memes Challenge (HMC) competi-
tion (Kiela et al., 2020) established a benchmark
dataset for hateful meme detection and evaluated
the performance of humans as well as unimodal
and multimodal ML models. The unimodal mod-
els in the HMC competition include: Image-Grid,
based on ResNet-152 (He et al., 2016) features;
Image-Region, based on Faster RCNN (Ren et al.,
2017) features; and Text-BERT, based on the orig-
inal BERT (Devlin et al., 2018) features. The mul-
timodal models include: Concat BERT, which
uses a multilayer perceptron classifier based on
the concatenated ResNet-152 (image) and the orig-
inal BERT (text) features; MMBT (Kiela et al.,
2019) models, with Image-Grid and Image-Region
features; ViLBERT (Lu et al., 2019); and Visual
BERT (Li et al., 2019). A late fusion approach
based on the mean of Image-Region and Text-
BERT output scores was also considered. All the
above models were benchmarked on the “test seen”
split based on the area under the receiver operating
characteristic curve (AUROC) (Bradley, 1997) met-
ric. The results indicate a large performance gap
between humans (AUROC of 82.65 1) and the best
baseline using Visual BERT (AUROC of 75.44).

The challenge report (Kiela et al., 2021), which
was released after the end of the competition,
showed that all the top five submissions (Zhu, 2020;
Muennighoff, 2020; Velioglu and Rose, 2020;

1https://ai.facebook.com/blog/hateful-memes-challenge-
and-data-set/
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Figure 2: Proposed architecture of Hate-CLIPper for Multimodal Hateful Meme Classification.

Lippe et al., 2020; Sandulescu, 2020) achieve better
AUROC than the baseline methods. This improve-
ment was achieved primarily through the use of en-
semble models and/or external data and additional
input features. For example, Zhu (2020) used a
diverse ensemble of VL-BERT (Su et al., 2019),
UNITER-ITM (Chen et al., 2019), VILLA-ITM
(Gan et al., 2020) and ERNIE-Vil (Yu et al., 2020)
with additional information about entity, race, and
gender extracted using Cloud APIs and other mod-
els. This method achieved the best AUROC of
84.50 on the “test unseen” split.

Mathias et al. (2021) extended the HMC dataset
with fine-grained labels for protected category and
attack type. Protected category labels include race,
disability, religion, nationality, sex, and empty pro-
tected category. Attack types were labeled as con-
tempt, mocking, inferiority, slur, exclusion, dehu-
manizing, inciting violence, and empty attack. Zia
et al. (2021) used CLIP (Radford et al., 2021) en-
coders to obtain image and text features, which
were simply concatenated and passed to a logistic
regression classifier. Separate classification mod-
els were learned for the two multilabel classifica-
tion tasks - protected categories and attack types.
MOMENTA (Pramanick et al., 2021) also uses rep-
resentations generated from CLIP encoders, but
augments them with the additional feature repre-
sentations of objects and faces using VGG-19 (Si-
monyan and Zisserman, 2014) and text attributes
using DistilBERT (Sanh et al., 2019). Furthermore,

MOMENTA uses cross-modality attention fusion
(CMAF), which concatenates text and image fea-
tures (weighted by their respective attention scores)
and learns a cross-modal weight matrix to further
modulate the concatenated features. MOMENTA
reports performance only on the HarMeme dataset
(Sandulescu, 2020).

Although bilinear pooling (Tenenbaum and Free-
man, 2000) (outer product) of different feature
spaces has shown improvements for different mul-
timodal tasks (Fukui et al., 2016; Arevalo et al.,
2017; Kiela et al., 2018), it is not well experi-
mented with multimodally pretrained (aligned fea-
ture space) encoders like CLIP or for the Hateful
Meme Classification task.

3 Methodology

Our objective is to develop a simple end-to-end
model for hateful meme classification that avoids
the need for sophisticated ensemble approaches and
any external data or labels. We hypothesize that
there is sufficiently rich information available in the
CLIP visual and text representations and the miss-
ing link is the failure to model the interactions be-
tween these feature spaces adequately. Hence, we
propose the Hate-CLIPper architecture as shown
in Figure 2. In the proposed Hate-CLIPper archi-
tecture, the image i and text t are passed through
pretrained CLIP image and text encoders (whose
weights are frozen after pretraining) to obtain uni-
modal features fi and ft, respectively. We use
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# proj. layers # p.o. layers Fusion Model Dev seen Test seen # t.params.
1 1 Concat Baseline 76.72 79.87 3.9M
1 3 Concat Baseline 79.02 83.73 6M
1 5 Concat Baseline 78.6 83.8 8.1M
1 7 Concat Baseline 78.63 83.29 10.2M
1 1 CMAF MOMENTA 77.36 80.15 4.5M
1 3 CMAF MOMENTA 76.85 82 6.6M
1 5 CMAF MOMENTA 79.51 83.35 8.7M
1 7 CMAF MOMENTA 78.88 82.4 10.8M
1 1 Cross HateCLIPper 82.62 85.12 1.1B
1 3 Cross HateCLIPper 82.19 82.66 1.1B
1 1 Align HateCLIPper 81.18 85.46 2.9M
1 3 Align HateCLIPper 81.55 85.8 5M
1 5 Align HateCLIPper 80.88 85.46 7.1M
1 7 Align HateCLIPper 81.09 84.88 9.2M

Table 1: AUROC of Hate-CLIPper variants and other fusion approaches on HMC dataset. Expansions: proj. ->
projection; p.o. -> pre-output; t.params. -> trainable parameters; M -> million; B -> Billion.

# proj. layers # p.o. layers Fusion Model Dev Test # t.params.
1 1 Concat Baseline 89.9 88.93 4M
1 3 Concat Baseline 89.9 88.82 6.1M
1 5 Concat Baseline 89.18 88.55 8.2M
1 7 Concat Baseline 89.83 88.82 10.3M
1 1 CMAF MOMENTA 89.11 88.34 4.5M
1 3 CMAF MOMENTA 89.75 88.73 6.6M
1 5 CMAF MOMENTA 89.11 88.34 8.7M
1 7 CMAF MOMENTA 89.61 88.66 10.8M
1 1 Cross HateCLIPper 90.98 90.41 1.1B
1 3 Cross HateCLIPper 90.98 89.95 1.1B
1 1 Align HateCLIPper 89.11 88.34 2.9M
1 3 Align HateCLIPper 89.11 88.34 5M
1 5 Align HateCLIPper 89.68 88.66 7.1M
1 7 Align HateCLIPper 89.68 88.66 9.2M

Table 2: Micro F1 scores of Hate-CLIPper variants and other fusion approaches on Propaganda Memes dataset.
Expansions: proj. -> projection; p.o. -> pre-output; t.params. -> trainable parameters; M -> million; B -> Billion.

pre-trained CLIP encoders from the original work
(Radford et al., 2021), where the model is trained
on Image-Text matching with 400 million <image,
text> pairs collected from the Internet.
Trainable Projection Layers: Note that CLIP is
pre-trained using contrastive learning on 400 mil-
lion image–text pairs from the Internet. This multi-
modal pretraining encourages similarity between
the feature spaces of the image and its correspond-
ing text caption. However, in the dataset used for
pretraining, the image and text pairs usually con-
vey the same meaning, which is not always the
case in hateful memes. Therefore, to better model
the semantic relationship between the image and

text feature spaces of memes, we further add train-
able projection layers at the output of the CLIP
image and text encoders. The main purpose of
projection layers is not to ensure same dimension-
ality for both text and image embeddings, but to
achieve better alignment between the text and im-
age spaces. While CLIP is already trained to align
the two spaces at a high-level, this needs to be fur-
ther finetuned for the specific task/dataset at hand.
Instead of finetuning the entire CLIP model using
small datasets, it is more prudent to add projec-
tion layers and only learn these projection layers
based on the given datasets. These projection lay-
ers map the unimodal image and text features fi

174



and ft to the corresponding image projection pi
and text projection pt, respectively. The projection
layers are designed such that both pi and pt have
the same dimensionality n. The use of customized
trainable projection layers after the CLIP encoders
is one of the key differences between the proposed
architecture and the one used in (Zia et al., 2021).

Modeling Full Cross-modal Interactions: The
important component of the Hate-CLIPper archi-
tecture is the explicit modeling of interactions be-
tween the projected image and text feature spaces
using a feature interaction matrix (FIM). The FIM
representation R ∈ Rn×n is obtained by comput-
ing the outer product of pi and pt, i.e., R = pi⊗ pt.
The FIM can be flattened to get a vector r of length
n2 and passed through a learnable neural network
classifier to obtain the final classification decision.
This approach is different from the traditional con-
catenation (Concat) technique employed in the lit-
erature (Zia et al., 2021; Pramanick et al., 2021),
which simply concatenates the two representations
to obtain a vector of length 2n. Since the FIM repre-
sentation directly models the correlations between
the dimensions of the image and feature spaces,
it is better than the Concat approach, where the
task of learning these relationships from limited
data samples falls on the subsequent classification
module. We refer to the fusion of text and image
features using the FIM as cross-fusion.

Modeling Reduced Cross-modal Interactions:
One of the limitations of the cross-fusion approach
is the high dimensionality of the resulting repre-
sentation, which in turn requires a classifier with
a larger number of parameters. The diagonal el-
ements of the FIM R represent the element-wise
product between pi and pt and has a dimension of
only n. Note that the sum of these diagonal ele-
ments is nothing but the dot product between pi and
pt, which intuitively measures the alignment (an-
gle) between the two vectors. Therefore, a vector
representing the diagonal elements of R indicates
the alignment between the individual dimensions
of pi and pt, which can still be useful for classifica-
tion as the encoders that we use are pretrained with
the alignment task. Hence, we refer to the fusion
of text and image features using only the diagonal
elements of FIM as align-fusion.

Classification Module: The output of the interme-
diate fusion module is a vector r of dimension d
(where d = 2n for the baseline Concat technique,
d = n2 for the cross-fusion approach, and d = n

for the align-fusion method). We apply a shallow
neural network on this feature vector r to obtain
the final output o. The shallow neural network con-
sists of a few fully-connected layers (referred to
as pre-output layers) and a softmax output layer
to produce the final output value o. The first layer
of this classifier network maps an input r with d
dimensions to a common pre-output dimension m
and the rest of the pre-output layers have the same
number of hidden nodes m. Each fully-connected
layer is followed by ReLU activation and trained
with dropout. For binary classification (hateful
vs. non-hateful memes), we optimize the trainable
(projection and pre-output) layers by minimizing
the binary cross-entropy loss between the output o
and the true label l. For fine-grained classification
(protected category, attack type), we simply add
auxiliary output layers and train the model using
the total loss for all the classification tasks.

4 Experimental Results

4.1 Datasets

The primary dataset used in our evaluation is the
HMC dataset (Kiela et al., 2020), which contains
8500 memes in the training set, 500 memes in the
development seen split, 540 memes in the devel-
opment unseen split, 1000 memes in the test seen
split, and 2000 memes in the test unseen split. We
also evaluate the proposed approach on the Propa-
ganda Memes dataset Sharma et al. (2022), which
is a multi-label multimodal dataset with 22 pro-
paganda classes. Finally, to evaluate the multilin-
gual generalizability, we test the performance on
TamilMemes (Suryawanshi et al., 2020), which is
a dataset for troll/non-troll classification of memes
in the Tamil language. Similar to the HMC dataset,
the TamilMemes dataset has meme images and
corresponding meme texts that are transliterated
from Tamil to English. However, unlike the HMC
dataset, the TamilMemes dataset is not compiled
with the motive of making only multimodal infor-
mation useful for target classification.

4.2 Setup

We train Hate-CLIPper and other baselines (con-
cat fusion and attention-based CMAF) based on
the train split and evaluate them on the dev-seen
and test-seen splits of the HMC dataset using AU-
ROC as the evaluation metric. For the Propaganda
Memes and the Tamil Memes dataset, the micro
F1 score is used as the evaluation metric to en-
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sure a fair comparison with results reported in the
literature. We use TorchMetrics library2 to com-
pute all the evaluation metrics. For multi-label
classification in Propaganda Memes dataset, we
set ‘mdmc_average’ to ‘global’ in computing the
micro-F1 score, which does the global average for
multi-dimensional multi-class inputs. We use Py-
torch on NVIDIA Tesla A100 GPU with 40 GB
dedicated memory and CUDA-11.1 installed. The
hyper-parameter values for all models are shown
in Table 3, which are chosen based on the manual
tuning with respect to the target evaluation metric
of the validation set. We use ViT-Large-Patch14
based CLIP model consistently for all the experi-
ments in Tables 1 & 2. The models experimented in
Table 1 took around 30 minutes (median is 30 min-
utes and longest is 32 minutes) for the combined
training and evaluation. To do a fair evaluation, we
use the same evaluation metric as in the previous
works for the corresponding datasets.

Hyperparameter Value
Image size 224

Pretrained CLIP model ViT-Large-Patch14
Projection dimension (n) 1024
Pre-output dimension (m) 1024

Optimizer AdamW
Maximum epochs 20

Batch size 64
Learning rate 0.0001
Weight decay 0.0001

Gradient clip value 0.1

Table 3: Hyperparameter configuration for HateCLIPer
and other baselines.

4.3 Key Findings

When we interpret Tables 1 & 2 in conjunction with
Tables 4 & 5 respectively, we can clearly see that
the performance of intermediate fusion with the
CLIP encoders is better that that of several early
fusion approaches such as MMBT, ViLBERT, and
VisualBERT as well as late fusion methods. For
instance, on the HMC dataset, the best early fusion
approach (Visual BERT) had an AUROC of 75.44
and late fusion method had an AUROC of 69.3 on
the test set. These AUROC values are significantly
lower than AUROC of the proposed align (inter-
mediate) fusion scheme, which is 85.8. In fact, all

2https://torchmetrics.readthedocs.io

Model Dev Seen Test Seen
Human - 82.65

Image-Grid 52.33 53.71
Image-Region 57.24 57.74

Text-BERT 65.05 69
Late Fusion 65.07 69.3

Concat BERT 65.88 67.77
MMBT-GRID 66.73 69.49

MMBET-Region 72.62 73.82
ViLBERT CC 73.02 74.52

Visual BERT COCO 74.14 75.44
CLIP-ViT-L/14-336px 77.3 -

SEER-RG-10B 73.4 -
FLAVA w/o init 77.45 -

Table 4: AUROC of different models on the HMC
dataset, compiled from Kiela et al. (2020); Goyal et al.
(2022); Singh et al. (2021).

Model Test
Random 7.06

Majority Class 29.04
ResNet-152 29.92

FastText 33.56
BERT 37.71

FastText + ResNet-152 36.12
BERT + ResNet-152 38.12

MMBT 44.23
ViLBERT CC 46.76

VisualBERT COCO 48.34
RoBERTa 48

RoBERTa + embeddings 58
Ensemble of BERT models 59

Table 5: Micro F1 scores of different models in Pro-
paganda Memes dataset, compiled from Sharma et al.
(2022); Dimitrov et al. (2021)

the intermediate fusion methods considered in Ta-
ble 1 clearly outperform the early and late fusion
methods reported in Table 4. These results strongly
support the claim that intermediate fusion is more
suitable for hate classification.

From Tables 1 & 4, it is clear that cross-fusion
and align-fusion variants of Hate-CLIPper achieve
the best AUROC for both the evaluation sets of
HMC dataset, which is also better than the reported
human performance. This trend is also consis-
tent when we replaced ViT-Large-Patch14 with
ViT-Base-Patch32. Despite having only n multi-
modal features, align-fusion performs significantly
better than concat-fusion with 2n multimodal fea-
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tures and is closer to cross-fusion with n2 multi-
modal features. This signifies the importance of
pre-aligned image and text representations of CLIP.
Hence, for low computational resource conditions,
it would be appropriate to replace cross-fusion with
align-fusion in the Hate-CLIPper framework.

Our results also show that a single projection
layer for each modality and a shallow neural net-
work (1 or 3 layers) for the classifier is sufficient
to achieve good performance. This shows that the
discriminative power of Hate-CLIPper is mainly a
consequence of modeling the interactions between
text and image features from CLIP encoders using
cross and align fusion. The results on the Propa-
ganda Memes dataset also confirm the same find-
ings. Although the differences between the various
configurations shown in Table 2 are marginal, the
performance of the proposed approach is a signifi-
cant leap compared to those reported in the litera-
ture (see Table 5).

As noted in Section 2, methods proposed in (Zia
et al., 2021) and (Pramanick et al., 2021) are the
closest to the proposed approach since both of them
use CLIP encoders. Results in Table 1 show that
under the same experimental setup, the proposed
approach is better than the cross-modal attention
fusion (CMAF) scheme used in MOMENTA (Pra-
manick et al., 2021), when no additional informa-
tion is utilized. If additional information is avail-
able, our proposed approach can also leverage them
in the same way (using intra-modal fusion) as MO-
MENTA. The work in (Zia et al., 2021) claims that
train and development seen splits were used for
training and development unseen split was used
for evaluation. However, a careful analysis of the
published code for (Zia et al., 2021) indicates that
400 out of 540 memes in development unseen split
(74%) are also included in the development seen
split. Since a fair comparison is not possible under
these circumstances, we ignore all the results of
Zia et al. (2021).

Our ablation experiments (i) with unfrozen CLIP
encoders (AUROC of <63), and (ii) Non-CLIP en-
coders (mBERT (Devlin et al., 2018), VIT (Doso-
vitskiy et al., 2021)) (AUROC of <59) resulted
significantly poor scores in the HMC dataset.

4.4 Multilinguality

The baseline evaluations on TamilMemes dataset
(Suryawanshi et al., 2020) used only image based
classifiers such as ResNet (He et al., 2016) and Mo-

bileNet (Howard et al., 2017) and their test set (300
memes) is different from the released test set (667
memes). Hence, they are not directly comparable
to the proposed approach. (Hegde et al., 2021)
proposed a multimodal approach for TamilMemes
classification. They used pretrained ViT (Dosovit-
skiy et al., 2021) and BERT (Devlin et al., 2018) as
encoders to get the image and text features, respec-
tively. These features were concatenated and used
for classification. This model achieved a micro F1
score of 47 on the test set. It is critical to note
that the Hate-CLIPper also uses the same encoders
of ViT and BERT but they are multimodally pre-
trained with the CLIP loss. Thus, the Hate-CLIPper
achieves state-of-the-art performance with a micro
F1 score of 59 on the test set.

For the TamilMemes dataset, both cross and
align fusion had the same performance as concat
fusion. This could be due to the fact that the pre-
aligned text space of CLIP has never encountered
Tamil-to-English transliterated text data. Conse-
quently, the resulting text and image feature spaces
are not well-aligned, making it difficult to model
the relationship between the two feature spaces.
Replacing the CLIP text encoder with multilingual
BERT (Devlin et al., 2018) also did not lead to
any further performance improvement, which can
again be attributed to the feature space misalign-
ment caused by the lack of multimodal pretraining
using the image and corresponding Tamil text pairs.

5 Interpretability

To determine the interpretability of the feature inter-
action matrix (FIM), we employ the following sim-
ple approach. First, we compute a n2-dimensional
binary trigger vector for each hateful meme, where
a value of 1 indicates that the specific element in
the FIM R is salient for determining if the given
input belongs to the hateful class. These trigger
vectors are then clustered into groups using a K-
means clustering algorithm. We manually examine
these clusters to determine if most samples within
a cluster have a common underlying pattern.

To compute the trigger vector, we first reset the
feature interaction matrix R to zero values and
evaluate the gradient of the loss function for the
non-hateful class with respect to R. Let D ∈ Rn×n

denote the model-specific gradient matrix. Each
element in the D matrix represents the direction
(positive/negative) of the corresponding element
in R matrix towards the hateful class. We then bi-
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Figure 3: Hateful memes clustered by K-means clustering algorithm (number of clusters = 15) based on the trigger
vector of Hate-CLIPper with cross-fusion. Featuring hateful examples with all the original text in this place would
be distasteful; hence the meme text is masked with the exception of few words that are required for discussion.
However, the reader can choose to look at the non-censored memes in the appendix
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narize the D matrix by setting all elements in the
top-20 and bottom 20 percentiles (based on mag-
nitude) to value 1 and assigning 0 values to all the
other elements. Then, for each hateful meme (i, t)
in the training set, we perform one forward pass
through the Hate-CLIPper and compute the meme-
specific FIM R. Again we binarize the R matrix
by setting all elements in the top-10 and bottom-10
percentiles (based on magnitude) to value 1 and as-
signing 0 values to all the other elements. Finally,
the trigger matrix T is computed for each meme as
the element-wise (Hadamard) product of binarized
D and R matrices, i.e., T = D ⊙ R. This trigger
matrix is then flattened to obtain the trigger vec-
tor corresponding to a meme. We apply K-means
clustering algorithm available in Scikit-Learn (Pe-
dregosa et al., 2011) on the trigger vectors to group
the hateful memes. Samples from the resulting
groups of memes are shown in Figure 4.

From Figure 4, we observe that clusters 5, 7,
and 11 contain memes related to the same con-
cept. It is interesting to note that Hate-CLIPper
is able to produce similar features for the same
concept expressed in different modalities. For ex-
ample in cluster 5, which is characterized by the
concept ‘death’, we can see some memes represent-
ing ‘death’ only in images (b) and other memes
representing the same concept only in text (a, d,
e). Furthermore, note that the memes (f) and (g),
under the same cluster, do not directly relate to
death, but the meme texts could hint toward death
related events (blow -> blast; popcorn sounds ->
bullet sounds) in different contexts. With the clus-
tered memes, we can also identify the positions
in FIM R, which get activated for the matching
concepts. However, some of the clusters are am-
biguous. For example, cluster 13 has memes from
different concepts. Also, when the clusters have
less than 3 memes or greater than 10 memes, they
exhibit greater diversity in terms of the underlying
concepts and are not useful for the explanation.

6 Conclusion

In this work, we emphasized the need for interme-
diate fusion and multimodal pretraining for hate-
ful meme classification. We proposed a simple
end-to-end architecture called Hate-CLIPper using
explicit cross-modal CLIP representations, which
achieves the state-of-the-art performance quickly
in 14 epochs with just 4 trainable layers (1 image
projection, 1 text projection, 1 pre-output, and 1

output) in the Hateful Memes Challenge dataset,
Moreover, our model does not require any addi-
tional input features like object bounding boxes,
face detection, text attributes, etc. We also demon-
strated similar performance in multi-label classi-
fication based on the Propaganda Memes dataset.
Finally, we performed preliminary studies to evalu-
ate the interpretability of cross-modal interactions.

7 Limitations

From an ethical perspective, the concept of hate
speech itself is quite subjective and it is often dif-
ficult to draw a clear line between what is hateful
and non-hateful. On the technical front, the accu-
racy of hateful meme classifiers is still far from
satisfactory even on carefully curated benchmark
datasets, which impedes real-world deployment.
Apart from these general limitations, the proposed
Hate-CLIPper framework for hateful meme classifi-
cation also has several specific limitations. Firstly,
handling the high dimensionality of the feature
interaction matrix is a computational challenge.
For n = 1024 and m = 1024, this requires a
model with a billion parameters (O(n2m)). For-
tunately, the align-fusion approach performs quite
close to the cross-fusion method and requires only
O(nm) parameters. The CLIP encoders used in
Hate-CLIPper are well-trained on a massive dataset
in English. Such models are rarely available for
low-resource languages, limiting their direct appli-
cability for such languages. While the multilin-
gual experiment highlights the issues arising from
misaligned text and image feature spaces, more
thorough ablation studies are required to under-
stand the ability of learnable projection layer(s) to
overcome this misalignment. Furthermore, the pro-
posed approach to judge interpretability is simple
and ad-hoc and a more systematic evaluation of
explainability is needed. The fine-grained labels
Mathias et al. (2021) have not been utilized for FIM
interpretation.
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A Appendix

A.1 Variations of HateCLIPper
We experimented with several train-
ing/architectural modifications to the core
Hate-CLIPper framework proposed in the main
paper:

1. Pretraining with captions: We generated
captions that describe each image in the Hate-
ful Memes Challenge dataset with the state-
of-the-art transformer based image caption-
ing model, OFA (Wang et al., 2022). Then,
we pretrained the image and text encoders of
Hate-CLIPper using contrastive loss between
the meme images and the generated captions
like Radford et al. (2021). Then, finetuning
on the target dataset using meme images and
meme texts is done as usual.

2. Finetuning with captions: We incorporated
the generated captions during finetuning of
Hate-CLIPper in different ways: (1) replac-
ing image with generated captions and image
encoder with the same text encoder, (2) con-
catenating generated caption with the meme
text (3) concatenating features from "meme
image + meme text" flow and "meme image+
generated caption" flow.

3. Unimodal losses: Linear output layers, for
hateful meme classification, are added on
top of the image and text projection layers
of Hate-CLIPper and the corresponding uni-
modal losses are jointly optimized with the
original multimodal loss as recommended by
Ma et al. (2022).

4. Fine-grained losses: Linear output layers, for
fine-grained hateful meme classification, are
added in parallel to the output layer of Hate-
CLIPper, and the corresponding fine-grained
losses are jointly optimized with the original
loss. This is done using fine-grained labels
provided by Mathias et al. (2021).

5. Data augmentation: We identify the text
bounding box regions in the meme images
using EAST (Zhou et al., 2017) and replace
them with either average pixel value masks or
inpainting using Navier-Stokes3 based method
and finetune the Hate-CLIPper as usual.

3https://docs.opencv.org/4.x/d7/d8b/group_
_photo__inpaint.html

Although, the above mentioned variations are
backed by some reasoning, they either produced the
same results or slightly degraded the performance.
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Figure 4: Hateful memes clustered by K-means clustering algorithm (number of clusters = 15) based on the trigger
vector of Hate-CLIPper with cross-fusion. This non-censored version is just for more understading and the reader
can choose to skip this figure as it features distasteful content.
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