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Abstract

We address dissonant stance detection, classify-
ing conflicting stance between two input state-
ments. Computational models for traditional
stance detection have typically been trained to
indicate pro/con for a given target topic (e.g.
gun control) and thus do not generalize well
to new topics. In this paper, we systematically
evaluate the generalizability of dissonant stance
detection to situations where examples of the
topic have not been seen at all or have only
been seen a few times. We show that disso-
nant stance detection models trained on only 8
topics, none of which are the target topic, can
perform as well as those trained only on a target
topic. Further, adding non-target topics boosts
performance further up to approximately 32
topics where accuracies start to plateau. Taken
together, our experiments suggest dissonant
stance detection models can generalize to new
unanticipated topics, an important attribute for
the social scientific study of social media where
new topics emerge daily.

1 Introduction

A prevalent theory about human reasoning, the ar-
gumentative theory, is that its primary function is
to support argumentation of one’s stance or be-
lief (Mercier and Sperber, 2011). New arguments
come up on a daily basis and thus new topics
for stance emerge. However, most current ap-
proaches to stance detection are restricted to well-
established topics, and thus are limited in their ap-
plications, such as improving educational strategies
to facilitate learning (Schwarz and Asterhan, 2010;
Scheuer et al., 2010) or tracking political opinions
on the latest concerns (Thomas et al., 2006).

As a step toward stance detection, unrestricted
to particular topics, we study the problem of identi-
fying (dis)agreement between two statements un-
der pre-chosen as well as unseen topics (Bar-Haim
et al., 2017; Xu et al., 2019; Körner et al., 2021)
(henceforth, dissonant stance detection). Given

two claims c1, c2 under topic t, the task is to clas-
sify them into either (i) CONSONANCE if the stance
suggested by c1 towards t is the same as that by
c2, (ii) DISSONANCE if the stance suggested by
c1 towards t is the opposite to that by c2, or (iii)
NEITHER (see Table 1 for examples). This is a chal-
lenging task that tries to understand (dis)agreement
between two statements where the topic of con-
tention (henceforth, target topic) is not explicitly
stated. Such instances are found abundantly in
comments, replies and responses to videos, news
articles and other online media content.

Here, we question the necessity of the target
topic by exploring the impact of non-target topics
on transformer-based models. Over a corpus of
34 diverse topics, we conduct a large-scale empir-
ical evaluation on the role of exposure to topics.
Our contributions include: (a) the evaluation of
the role of exposure to other topics when detecting
statements with dissonant stance for a target topic
using transformer-based models; (b) we show that
topic-independent (TOPICINDEP) dissonant stance
detection models, which are not exposed to the tar-
get topic, can perform as well as those trained on
a target topic when exposed to as few as 4 non-
target topics during training (§3); (c) we show that
adding more non-target topics further boosts the
performance, beginning to reach a plateau at ap-
proximately 24 to 32 non-target topics, evaluating
several transformer-based models; (d) we demon-
strate that a topic-independence dissonance model,
trained only on pairs of social media posts, can
transfer to a different social media domain and
variant of task (finding dissonance within phrase
pairs of a single post) with a novel small annotated
dataset.

2 Related Work

Stance detection is conventionally modeled as iden-
tifying the stance expressed by a statement towards
a target topic (Küçük and Can, 2020; Hasan and
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Ng, 2013; Mohammad et al., 2016; Xu et al., 2019;
Rosenthal and McKeown, 2015; Xu et al., 2019;
Körner et al., 2021; Bar-Haim et al., 2017) We
generalize conventional stance detection as disso-
nant stance detection or contrast detection. Beyond
generalized stance detection, identification of disso-
nance in language has other social scientific appli-
cations such as detecting cognitive dissonance (Fes-
tinger, 1957).

Generalized stance has previously studied be-
tween two short concise statements and without
evaluation for the amount of topic exposure (All-
away and McKeown, 2020; Allaway et al., 2021).1

On the other hand, other work has considered
stance detection models in a cross-target set-
tings (Xu et al., 2018; Stab et al., 2018; Hardalov
et al., 2021; Kaushal et al., 2021; Reuver et al.,
2021; Xu et al., 2019; Körner et al., 2021). Some
approaches achieve this through incorporation of
external lexical or world knowledge (Zhang et al.,
2020) or using adversarial training to eliminate
topic-specific information (Allaway et al., 2021).
However, most of these studies use a corpus com-
prising a small number of topics, such as the six
topics of SemEval-2016 Task 6 (Mohammad et al.,
2016). Importantly, despite these promising results,
the question of whether the topic needs to be in-
cluded at all has remained opened as well as the
degree of non-target topic exposure.

3 Methodology

3.1 Dataset

To build a dataset for dissonant stance detection
with a large number of diverse topics, we extract ar-
guments from Kialo2, a popular online debate plat-
forms. Kialo arguments are tree-structured: given
a topic claim (i.e. a statement being debated, such
as Should vaping be banned?), users write claims,
explicitly labeling their stance (either pro or con)
on the topic statement. Users can reply to each
claim with pro/con labels. At the time of submis-
sion, Kialo has 16,884 topic claims and 637,383
pro/con claims.

We started with 72 seed topics which are se-
mantically dissimilar to each other, and then. ex-
tract any claim pairs in a parent-child relationship.
Given a claim pair c1, c2, we label them as (i) CON-
SONANCE if c1 is a pro claim for c2, or (ii) DIS-

1The dataset is annotated with “topic-phrase” stance rather
than dissonant stance. See §3.1 for details on our dataset.

2https://www.kialo.com/

SONANCE if c1 is a con claim for c2. Neutral or
absent-relations were also captured by dissonant
stance detection models, we randomly paired sepa-
rate claims from the same larger topic and labeled
them as (iii) NEITHER- in these pairs, one claim
is not a pro or a con to the other. To ensure a rea-
sonable diversity of observations for each topic, we
eliminate topics consisting of fewer than 700 claim
pairs. We then balance the number of claim pairs
by randomly sampling 700 claim pairs from each
topic.

The final dataset resulted in 34 topics, each with
700 claim pairs. Existing studies of stance detec-
tion typically use a small number of topics, e.g.,
eight (Reuver et al., 2021), five (Xu et al., 2019)
or two topics (Körner et al., 2021)). Our work is
focused on large-scale empirical study of the im-
pact of non-target topics (topic-independence) for
dissonant stance detection models. The summary
statistics and examples are shown in Table 1.

3.2 Model
We use Transformer models to obtain a represen-
tation of each input claim pair. In our experi-
ments, we used BERT-base (Devlin et al., 2019),
RoBERTA-base (Liu et al., 2019), and ALBERT-
base (Lan et al., 2020). Given a pair of claims
c1, c2, the input to the model is of the following
form: “[CLS]c1 [SEP] c2 [SEP]”. We then take the
contextualized word embedding x ∈ Rd of [CLS]
in the final layer and feed it into the linear classifier:
y = softmax(Wx+b), where W ∈ Rd×3,b ∈ R3

is a learned model parameter.
We trained the model parameters (along with all

the model weights) with a cross entropy loss for
10 epochs, using AdamW with the learning rate of
3 × 10−5, the batch size of 16 and warm up ratio
of 0.1.3 To avoid overfitting, we use early stopping
(patience of 5) with a macro-averaged F1.

3.3 Target topics
To explore the generalizability of topics in the dis-
sonant stance detection task, we select a diverse
set of target topics that are dissimilar to each other.
To ensure the dissimilarity, we encode all topics
into sentence embeddings with Sentence Trans-
formers (Reimers and Gurevych, 2019)4 and apply
k-means clustering (k = 5). We then identify one
topic closest to the centroid of each cluster.

3We used huggingface’s transformer https://github.
com/huggingface/transformers.

4all-mpnet-base-v2 at https://www.sbert.net/.
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Label # topics # claim pairs Example (topic: Should Zoos be banned?)

CONSONANCE 34 7,559 c1: Zoos are, by nature, restricted in the space they provide their animals.
For many animals, it is much more cramped than the wild. c2: For some
captive animals, the small enclosures provided by zoos are directly related
to the infant mortality rate.

DISSONANCE 34 8,289 c1: Zoos cause suffering and harm to animals. c2: We are unable to under-
stand how, or even if, animals feel pain in a way that is remotely similar to
how humans do. We should therefore prioritise quantifiable human utility.

NEITHER 34 7,952 c1: Dogs were created by humans selectively breeding wolves. c2: Humans
do not have a right to breed, capture and confine other animals, even if they
are endangered.

Table 1: Summary of the constructed dataset. Our dataset has a diverse, larger number of topics, and each topic has
700 labeled claim pairs.

This yields the following five, mutually exclu-
sive target topics: (i) Should Zoos Be Banned?,
(ii) Was Donald Trump a Good President?, (iii)
Free Will or Determinism, (iv) Should "women-
only" spaces be open to anyone identifying as a
woman?, and (v) Should European Monarchies Be
Abolished?. As a final result, we report an average
of Macro-F1s for each target topic.

3.4 Training configurations

For each target topic, we train dissonant stance
detection models with the following configurations.

TOPICINDEP To explore the pure generalizabil-
ity of non-target topics, we use only training data
from 33 (=34-1) non-target topics and do not use
any training data from the target topic.

INTOPICFEW In practice, it is not difficult to
create a small number of training instances for a
given target topic. We train on a small number
of claim pairs from the target topic in addition to
pairs from 33 non-target topics. In our experiments,
we randomly sample 20 (INTOPICFEW-20) or 50
instances (INTOPICFEW-50) from the target topic.

INTOPIC To estimate the baseline performance,
we train the model only on the target topic. This
roughly corresponds to conventional stance detec-
tion models.

ALLTOPICS To estimate a performance upper
bound, we also train on all topics including both
the target topic and 32 non-target topics.

To see the effect of non-target topics, we vary
the number of non-target topics from k =2 to 32.
For each k, we create five random sets of k topics
and average Macro F1s over these trials.

Approach F1-co F1-di F1-na F1mac

Random 0.325 0.367 0.325 0.339
Majority 0.000 0.519 0.000 0.173

BERT (TOPICINDEP) 0.586 0.673 0.710 0.656
ALBERT (TOPICINDEP) 0.598 0.673 0.726 0.666
RoBERTa (TOPICINDEP) 0.659 0.728 0.756 0.717

RoBERTa (INTOPIC) 0.524 0.637 0.776 0.653
RoBERTa (ALLTOPICS) 0.673 0.742 0.824 0.745

Table 2: Evaluation of approaches for topic indepen-
dent dissonant stance detection versus baselines and an
upperbound of witnessing the topic (INTOPIC, ALL-
TOPICS).

4 Evaluation

4.1 Results

The results of topic-independence dissonant stance
detection models are shown in Table 2. It shows
that all the variants of topic-independent disso-
nant stance detection models significantly outper-
formed the INTOPIC model. In addition, surpris-
ingly, the RoBERTa(TOPICINDEP) model shows
a similar performance to the ALLTOPICS model
trained on 32 non-target samples and target-topic
samples (i.e. an upperbound). This indicates the
great potential of non-target topic samples: there
are a large amount of topic-independent cues in
dissonant stance detection, which are seemingly
captured by the model.

Fig. 1 shows the effect of increasing num-
ber of non-target topics under the TOPICIN-
DEP/INTOPICFEW setting. As the number of non-
target topics increases, the performance improves:
even TOPICINDEP significantly outperforms IN-
TOPIC at 32 topics.

Surprisingly, the INTOPICFEW-50 trained on
only two non-target topics and 50 target-topic sam-
ples has already F1 comparable to the INTOPIC
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Figure 1: Effect of non-target topics in the
topic-independent setting. The models trained
only on a small number of non-target topics
(TOPICINDEP,INTOPICFEW-20/50) already perform as
well as those trained only on the target topic (INTOPIC).
Adding more non-target topics boosts the performance
of TOPICINDEP/INTOPICFEW models. The shaded area
is the standard error of 25 trials (5 targets × 5 trials).

model. The other models also outperform the IN-
TOPIC model when trained on a sufficient number
of non-target topics (≥ 4).

This begs the question of how well these ap-
proaches compare to training with all the topics,
including the target topic. The performance loss of
TOPICINDEP/INTOPICFEW models compared to
the ALLTOPICS model using 32 non-target samples
is shown in Table 3. Surprisingly, the drop in per-
formance observed when cutting down the target-
specific training samples from 560 (ALLTOPICS)
to 50 samples (INTOPICFEW-50) is comparable
to further reducing target-specific samples to 20
(INTOPICFEW-20).

The results show that the dissonant stance detec-
tion models trained on a small number of topics
exhibit an impressive ability to generalize to previ-
ously unseen target topics and exhibit further per-
formance gains when exposed to a small number of
samples from the target topic. This indicates that
the model learns topic-independent cues, and un-
derlying patterns of arguments to signify the disso-
nance between claims can be successfully captured
with non-target topics.

4.2 Dissonance generalizability to other
domain

We show that the model does not only generalize
well over unseen topics, but captures dissonant lan-
guage in a new domain. To this end, we test the
model on a dissonance dataset annotated on a set
of tweets parsed into discourse units using (Wang

Setting #non-
target
topics

#target
sam-
ples

Target-topic
F1(avg.)

ALLTOPICS 32 560 0.747
(Upperbound)

INTOPICFEW-50 32 50 0.732 (↓ 0.015)
INTOPICFEW-20 32 20 0.729 (↓ 0.018)
TOPICINDEP 32 0 0.718 (↓ 0.029)

Table 3: Performance loss of TOPICIN-
DEP/INTOPICFEW models from the ALLTOPICS
model under 32 non-target topics. The INTOPICFEW
models trained on only 20 or 50 examples from a target
topic (INTOPICFEW-20/50) has a significantly small
loss from the ALLTOPICS model. Standard error for all
these settings is 0.003.

Approach F1-co F1-di F1-na F1macro

Majority 0.000 0.519 0.000 0.173
RoBERTa 0.458 0.595 0.207 0.420
(TOPICINDEP-32)

Table 4: Evaluation of the generalization of our ap-
proach to hand-annotated Twitter phrases. The topic-
independent model trained over the Kialo data still per-
forms substantially better than chance when evaluated
over dissonance within (much shorter) Twitter posts.

et al., 2018).5 The annotation is carried out in two
stages. First, each unit is annotated as THOUGHT

or OTHER. A THOUGHT constitutes of all forms
of knowing and awareness: a fact, claim, or state-
ment is a thought. Anything not considered to be a
THOUGHT is marked as an OTHER. Second, pairs
of THOUGHT units from each tweet are extracted,
and then annotated to be either in CONSONANCE,
DISSONANCE or NEITHER. The annotations were
carried out by a team of three annotators for stage
1 and a team of four annotators for stage 2. The
final annotations were extracted by using majority
vote and a tiebreaker. To balance the dataset, we
choose a test set with 19 pairs of DISSONANCE, 19
pairs of CONSONANCE and 19 pairs of NEITHER.
The inputs to the model are not from the training
domain, they are tweet discourse units, not entire
claims. Thus, this dataset would test the extent to
which the model captures dissonance in a single
tweet.

Table 4 shows that transferring the ALLTOPICS

model trained on Kialo to this domain, without any
finetuning, surprisingly still captures DISSONANCE

5Tweets are sampled from 2019-2020. The frequency of
tweets with dissonant discourse units was found to be about
2.5%.
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and CONSONANCE fairly well: the RoBERTA-
based model trained on Kialo generalizes well by
capturing topic-independent cues.

5 Conclusions

This paper weighs in on a key problem as NLP
is increasingly used for studies of social science:
the role of exposure to a diverse set of social or
political topics and the ability to generalize to new
topics. To this end, we have proposed and studied
the problem of dissonant stance detection in the
TOPICINDEP/INTOPICFEW setting. We find that
models continue to improve under a “topic inde-
pendent setting” but start plateauing at around 8
non-target topics. Our experiments also revealed
that TOPICINDEP/INTOPICFEW dissonant stance
detection models trained on only a small number of
non-target topics already perform as well as those
trained on a target topic, and that adding more non-
target topics further boosts performance. Further,
we find the model trained on the debate forum,
where statements are from distinct users, general-
izes to a new domain and finding dissonant state-
ments from the same person. Taken together, these
results suggest transformer-based dissonant stance
detection model can generalize to unseen topics
and domains.

6 Ethical Considerations

To create the datasets (§3.1 and §4.2), we use pub-
licly available data on the web. The detection of dis-
sonance has many beneficial applications such as
understanding belief trends study of mental health
from consenting individuals. But, it also could
be used toward manipulating people such via tar-
geted messaging without users’ consent. All of our
work is restricted to document-level information;
No user-level information is used.
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