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Abstract

A Lexical Recognition Tests (LRT) is a com-
mon tool being widely used to measure the
level of language-learner’s proficiency utiliz-
ing vocabulary size (or simply the number of
words acquired by a learner) for several inter-
national languages like English, Arabic, Ger-
man, Chinese, and Spanish. Compared to other
languages, LRT themes for Arabic are not ma-
ture enough and still they have some rooms
for improvement, with very few existing pro-
posals that mainly use human-crafted or semi-
automated methods using Arabic Natural Lan-
guage Processing (NLP) techniques. This paper
introduces ALRT, the Arabic Lexical Recogni-
tion Tests Tool for the automatic generation of
Arabic LRTs. The tool was tested using a huge
dataset of Arabic vocabulary, and a subject-
matter expert intervention was involved as an
extra validation step to verify the quality of
generated nonwords.

1 Introduction

Arabic is one of the main languages being widely
used. It is not only spoken by more than 422 mil-
lion people, but also non Arab people are using Ara-
bic to practice Islam, study Arab cultures, and col-
lect Arabs’ opinions about many topics, etc. (Ab-
delgadir and Ramana, 2017). Arabic is mainly di-
vided into three classes; standard, spoken and clas-
sical (Elfardy and Diab, 2012). The standard Ara-
bic is the language used for official documents, lan-
guage learning centers, and educational resources
and books; the spoken Arabic constitutes the main
spoken language of Arabs in modern society, it
has many dialects that represent various diversities
of the real spoken Arabic language - Levant, Mo-
roccan, Gulf, Levant, and Egyptian- which leads
to to so-called Arabic “Diglossia”, i.e., Arab peo-
ple use the same word/phrase to express different
meanings; and the classical Arabic is the language
of the ancient people, the Holy Quran and Arabic
classical books were written using this language.

Some research contributions to Arabic natural
language processing argued that Arabic lacks effi-
cient approaches to measure Arabic learning profi-
ciency using simple, fast, and efficient placement
tests. Arabic Lexical Recognition Tests (ALRT),
modules, applications and tools are still under de-
velopment stages, (Salah et al., 2022); (Hamed,
2019), (Hamed and Zesch, 2018). According to
(Hamed and Zesch, 2017), the Lexical Recogni-
tion Test (LRT) is a vocabulary size test, which is
frequently used to calculate the number of words
known by or acquired by a language learner. In
such a test, the language learner is shown a list
of vocabularies, and for each vocabulary, he/she
needs to determine whether it is a valid word or
nonword, and the LRT scores can be easily mea-
sured based on the learner’s responses. Figure 1
shows a sample item of this test for both English
and German. The main advantages of the LRT are
it is simple, fast, and efficient. A test examiner
roughly needs several minutes to answer all ques-
tions. LRTs come in two formats: a set of Yes/No
questions or a customized checklist format.

Like English and German, as the number of Ara-
bic learners increase, the necessity to have such
kind of Arabic placement tests (LRT) increases as
well. Currently, Arabic learning centers lack such
kind of effective approaches to measure learners
proficiency level. Thus, this research is a further
step of our more recent work aiming at develop-
ing an Arabic LRTs tool, called ALRT (Arabic
Lexical Recognition Tool. In the work (Hamed,
2019; Salah et al., 2022), we proposed a generic
framework for the automatic generation of Arabic
LRT, and developed an algorithm that follows some
rules to generate high-quality nonwords that can
confuse language learners and add certain levels of
complexity, thus they are good distractors. Further-
more, this method applies some paradigms based
on (i) statistical machine learning such as character
n-gram models, and (ii) Arabic language special



Figure 1: Examples of Yes/No questions

Figure 2: An example of Arabic LRT (ALRT)

characteristics such as orthography and phonologi-
cal similarity maps. Finally, we applied some addi-
tional language features using word frequency map
to generate multiple levels of Arabic LRT. Its worth
noting that the adopted approach is mainly based
on similar approaches that were applied on some
European languages such as Spanish and German.
Figure 2 shows a sample output of ALRT.

The remaining parts of the paper are structured
as follows. The most relevant contributions are
discussed in Section 2. Section 3 discusses some
potential applications of using the ALRT tool. The
current state of the tool is presented in Section 4.
Finally, Section 5 concludes the paper and provides
some ongoing research lines.

2 Related Work

Recently, measuring language proficiency levels
has been attractive for many researchers. The lexi-
cal project (Balota et al., 2007) is one of the main

contributions in this field, it is the common criterion
being widely used to measure learning proficiency
levels, it contains many international standard tests
for any specific language. For example, the Interna-
tional English Language Testing System (ILETS),
and the Test of English as a Foreign Language
(TOEFL). Both tests are adopted by English-native
countries to measure English language proficiency
levels for official use such as business, work, aca-
demic, and international mobility, among others.
The Lexical Recognition test (LRT) is another ex-
ample, which is a short and quick test that is fre-
quently used to estimate learners’ proficiency for
some international languages such as English, Ger-
man, Spanish, and other Latin languages. Many
related experiments, research, and contributions
coming from various European centers have ap-
proved this concept with the help of real test beds
and datasets. In the following, we shed light to the
most relevant contributions for Arabic and discuss
their main drawbacks. Consequently, we avoid
the potential issues related to similar experiments
that were conducted to design this form of tests
previously. Also, we avoid some literature review
associated with Arabic diacritics during the pro-
cess of generating good nonwords like (Hamed
and Zesch, 2017).

LexTALE is another criterion used to test lan-
guage proficiency for English and German lan-
guages (Lemhöfer and Broersma, 2012). Lex-
TALE is a five-minute, YES and NO vocabulary
identification test. In its default settings, it consists
of 60 questions, two-thirds are words and one-third
are nonwords. Its performance shows good results
when applied on a processed dataset of vocabu-
laries. However, compared to other tests like the
Test of English for International Communication
(TOEIC), it is still substantial.

In Arabic, nonwords were manually generated
by language experts who follow certain rules to
generate high quality nonwords. This process is
inefficient, time consuming and sometimes sub-
jects to human errors. As the quality of nonwords
plays a crucial role in determining accurate scores,
high quality nonwords must be very similar both
phonologically and orthographically to real words
to increase the complexity of identifying them eas-
ily. LexTALE is a valid test that was adapted by
other languages like German, French, and Spanish,
and it can be used as a good measurement criterion
for non-native language speakers who have various



learning levels - small, medium, and high. (Duyck
et al., 2004).

Generating the nonwords manually was also ap-
plied by English Lexicon Project (ELP) (Balota
et al., 2007). It is a huge repository of language
resources and databases both descriptive and be-
havioral, connected with a search engine that sup-
plies the researchers with all resources they need
to tackle any technical issue and obstacle they face
during the process of implementing the lexical tests.
Technically, the ELP is totally built using manual
procedures to generate nonwords. This process is
done by applying certain roles and language charac-
teristics to replace one or more characters in a word
with others to create a nonword with high similarity
index to the original one considering orthographic
and phonological characteristics. A similar work
was applied to the British-English language (Ras-
tle et al., 2002). The ARC nonword database was
used by applying a generation model based on both
phonological and orthographic rules. This ARC
database was used to design the LRT test that tricks
the learner in multiple ways based on the morpho-
logical, orthographic, and phonological rules.

The Wuggy research project (Keuleers and Brys-
baert, 2010) developed a computer-based applica-
tion that facilitates the process of generating non-
words automatically, it creates high quality pseudo
words or nonwords following certain rules of lan-
guages, features, sub-syllabic structure, and transi-
tion frequencies among sub-syllabic elements. It
is available for many languages such as English,
Spanish, French, German, Basque, and Serbian. It
could be applied to other languages with some ex-
tra efforts. In this regard, a pseudo word is given a
more attention and can be taken as another impor-
tant factor for determining the efficiency of the lex-
ical decision, which represents a good tool by psy-
cholinguists who perform word processing tasks.
The Wuggy algorithm has some limitations (i) its
dependency on sub-syllabic or summed bi-gram
similarities decreases its performance; (ii) it is not
a fully automated solution for nonword generation,
it requires some human intervention to write the
matching expressions; (iii) the algorithm has some
technical issues in auto detecting the end of the
given expression.

WordGen is another application which is sim-
ilar to Wuggy, it is an automated tool used to
generate and select nonwords for English, French,
and German (Duyck et al., 2004). Here, both

automatic and manual methods have been collab-
oratively used to generate nonwords. Other re-
searchers (Hamed and Zesch, 2015), (Hegazi,
2016) argued on the importance of the role of Ara-
bic diacritized in vocabulary assessments in the
LRT, as they claimed that diacritization adds a new
level of complexity and reveals ambiguity that in-
troduces better evaluation for learners in identify-
ing the words. Consequently, a sample test using
both the diacritized version of Arabic LRT and
the non-diacritized version was generated to show
the importance of Arabic diacritization compared
to other languages. The results showed that the
absence of Arabic diacritization increases the am-
biguity of word recognition. It is worth noting
that the majority of Arabic written text is non dia-
critized, except in some religious, historical, clas-
sical books, and in some specialized Arabic edu-
cational fields. Diacritization impacts the design
of nonwords as Arabic diacritization is an ortho-
graphic way to describe Arabic word pronuncia-
tion (Hamed and Zesch, 2017). They assumed that
the non-diacritized nonwords are highly probably
more difficult to guess than the diacritized ones.
The diacritized nonwords can easily distract the
language’s learners when having more closely re-
lated words, especially if they come with labels
having pronounceable diacritics.

In (Hamed and Zesch, 2015), Hamed and Zesch
suggested the use of a fully automated methodol-
ogy to generate high-quality nonwords for English
LRTs. To implement the automated process of
generating nonwords in English, they conducted
some experiments to generate good nonwords us-
ing some methods based like Markov and character
language models that automatically replace a letter
with similar one. They also applied some mecha-
nisms to rank the generated nonwords and used the
highest ones in creating English LRT.

Similarly, in (Rastle et al., 2002), the authors
developed an automatic paragdimg to generate non-
words for English Language. They constructed a
database of nonwords based on both phonetic and
orthographic language properties.

3 Applications of ALRT

The authors in (Gueddah and Yousfi, 2013) pro-
posed an approach to improve Arabic spell check-
ing in typing text. They suggested the use of a sta-
tistical model based on a similarity matrix to find
Arabic letters’ similarity degrees, this way each



Arabic letter has a matrix of weighted degrees of
similarities with other Arabic letters by assigning
costs to the permutation errors generated by using
the proximity degrees of keyboard characters and
the calligraphic similarity in Arabic alphabet. Their
aim was to develop a spell checking tool for mal-
formed words that are created during the writing of
Arabic documents. In a comparison to this work,
we found another similarity matrix for each Arabic
letter based on Arabic orthographic and phonologi-
cal characteristics, so reputations will be performed
based on a small set of similarities. Although the
two works have different scopes, the main objective
is to have an Arabic LRT that can be used as Ara-
bic spellchecker. Compared to previous research
contributions, this research work develops ALRT
tool which is based on a proposed approach that
considers generating the nonwords in a fully auto-
mated process using a newly developed algorithmic
that implements some Arabic language character-

istics such as spelling, orthography, pronunciation,
phonology, n-grams, and the word frequency map
which is mainly used to create multiple complexity
levels of LRT test. In this regard, it wroth noting
that to generate nonwords, we have been inspired
by their definition: “words that fulfill the phonolog-
ical constraints of the language but do not bear the
meaning” (Huibregtse et al., 2002).

Another approach to generate nonwords in En-
glish is using minimal pairs (Ricks, 2015), a cor-
responding way to implement this concept in Ara-
bic is the use of orthography and phonology roles.
(Hamed and Zesch, 2015) argued that frequent n-
grams are highly likely to generate high quality
nonwords, which look like real words, and words
that appear more frequently are easier to remember
than less frequent words (Ellis, 2002). In addition
to that some generated nonwords in Arabic could
be classified as fake Arabic vocabulary that look
like real words that were designed to distract the



learners and confuse them in terms of phonetic if
they tried a pronunciation or an orthographic letter
that differ in terms of word writing shape.

In summary, to get a better picture of the practi-
cal value of the developed tool, we shed the light
on three potential applications: First, since LRT
themes are common methods to measure language
learners’ proficiency levels. However, the existing
LRTs research for Arabic still has room for im-
provement, with few existing proposals at develop-
ment stages, or existing proposals that mainly use
human-crafted methods, or semi-automated meth-
ods using Arabic NLP techniques. Thus, an inter-
esting application of the developed tool is to mea-
sure the proficiency level of Arabic learners (Ara-
bic LRT). Fig. 3 shows an example of Arabic LRT
that fits on one page. Second, another potential
application is the Arabic spellchecker. Since the
proposed approach can potentially generate a huge
amount of good nonwords, these nonwords can be
incorporated into any Arabic Proofreading tool that
can be used as a reference model for spell-checking
documents written in the Arabic for checking con-
sistency, accuracy, and readability to meet profes-
sional standards. Third, since Arabic LRTs are still
in the development stages, the proposed approach
can be used as a reference by Arabic language
researchers, who want to conduct relevant studies.
The source code, the implementation steps, the doc-
umentation, and the generated nonwords database
will be freely available on the GitHub platform.
For now, we have uploaded the LRT test engine
(https://github.com/ohamed/ar-lrts).

4 Current State of the Tool

The current version of the ALRT is V1.0, it is the
initial draft that was built based on our previous
work ( (Salah et al., 2022)). Recently, we have
proposed a generic framework for the automatic
generation of Arabic LRT, and developed an al-
gorithm that follows certain rules, and features to
generate high quality nonwords with high simi-
larity index to the original ones, and introduces
certain levels of complexity to the LRT. In this
work, we used a freely available corpora datasets
that were collected from different resources, such
as Arabic books, social media, and news agencies.
It has a huge volume of Arabic texts in raw format
that were transformed to one UTF-8 format having
one vocabulary per line. Some preprocessing steps
were also applied to make the data format suitable

to work with. In data preprocessing, we mainly
applied some data cleaning operations to remove
special symbols, non Arabic characters, punctua-
tion marks, numeric values, white-spaces, and any
other strange character. Table 1 lists some technical
features about the dataset. Column (1) represents
the main corpus source; the available source of
the data, some sources might have multiple files
(rows in the table), number of alphabets, lines as
in a notepad++ text file, size in Kilobytes (KB),
whether the text is diacritized or not diacritized,
and the main reference. Figure 3 shows the pro-
posed block diagram of Arabic Lexical Recogni-
tion Test (LRT) ( (Salah et al., 2022)), which is the
tool we developed to generate Arabic nonwords.

4.1 Nonwords generation - Orthographic and
phonological

The process of automatic generation of Arabic non-
words is based on the common Arabic language fea-
tures, such as orthographic, phonological, n-grams,
and vocabulary frequency. Algorithm 1 describes
the pseudo-code for generating the nonwords. The
proposed algorithm beings by iterating through all
processed vocabularies found in the database. For
each vocabulary, the algorithm calculates its fre-
quency. To generate multilevel LRTs, the algorithm
computes the word’s frequency (how many times
the chosen word appeared in the corpus). To tune
the algorithm’s operation in terms of words’ fre-
quencies, we used two thresholds - Threshold1 and
Threshold2. If Frequency > Threshold1 && Fre-



quency < Threshold2, we assume that the given
vocabulary is not used more frequently. Two lists
will be created, one contains the orthographic vo-
cabularies using orthographic similarity roles, and
the other contains phonological vocabularies using
phonological similarity map. next, the two list are
merged to construct the similarity list that includes
all vocabularies. The algorithm randomly selects
a set of vocabularies from the similarity list "Sim-
ilarityList" and checks the occurrence of them in
the processed data. If the selected vocabulary is a
real word, it will be removed from the similarity
list. The algorithm repeats the process to select a
new vocabulary.

4.2 N-grams generation

To further improve the automatic generation of
nonwords, the results of Algorithm 1 have been
updated by implementing the character n-grams
concepts that represent the subsequent characters
of vocabulary. This process iterates through the
processed data file, and then for each vocabulary,
it generates all possible n-grams starting from bi-
gram to word-length-1 grams. These n-grams were
appended to the database table along side with their
corresponding real words, this step is useful in for-
mulating a statistical data reference for which con-
clusions and judgements can be built easily. Since
n-grams could be involved in generating nonwords
by replacing a character in the input word taking
into consideration frequency occurrence of prefix
and postfix characters. Consequently, the closet
character from the similarity set intersected with
a character that uses frequency in the n-grams list
will be substituted. This way, n-grams are being
used to narrow the acceptable possibilities; this is
expected to improve the quality of the nonwords
generation process.

5 Conclusion and Future Work

In this paper, we have introduced the Arabic Lex-
ical Recognition Tests Tool (ALRT) for the au-
tomatic generation of Arabic LRTs. The pro-
posed tool will automatically generate nonwords
based on a newly proposed model, which considers
Arabic special characteristics such as orthography
(spelling), phonology (pronunciation), n-grams,
and the word frequency map, which is an important
factor to create a multi-level test. The tool was
tested using a huge dataset of Arabic vocabulary,
and a human-driven intervention was used as an

extra verification step to validate the quality of gen-
erated nonwords. We are working on integrating
the ALP (Freihat et al., 2018b,a) lemmatizer for
generating lemmas automatically. We also plan
to add other Tests to the tool such as tokenization
recognition tests, part of speech recognition, and
diacritization recognition tests.
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