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Abstract

Preparing question-answer pairs from conver-
sation logs (chat logs) is often considered
a prerequisite for downstream dialogue tasks
such as response generation and response se-
lection tasks. In this paper, we study a task
called reply-to prediction, which can be used
to prepare question-answer pairs. Unlike other
works, our data comes from the instant mes-
saging (IM) platform where participants could
split long sentences into short utterances and
send them in multiple messages. We consider
a task called message merging task which
aims to determine whether those messages
need to be merged or not before generating
message pairs for reply-to prediction task. The
theory behind this task is similar to, yet differ-
ent from reply-to prediction task in which this
task uses the messages from the same speaker
to predict whether these two messages are re-
lated or not. We propose a CONTEXT-AOA
model to include the context (previous dia-
logue) as additional input apart from pairwise
messages. Our experiments show that our
proposed model outperforms both single-turn
(pairwise) conversation models and multi-turn
(context-aware) conversation models on mes-
sage merging task and achieves a close per-
formance compares to other multi-turn mod-
els on reply-to prediction for manually labeled
data and outperforms other models when us-
ing heuristic labeled data.

1 Introduction

Preparation of questions-answers from conversation
logs (also known as chat logs) between customers

and enterprise personnel is important for the devel-
opment of chatbots. For example, Figure 1 shows a
conversation between a customer service staff and a
client. The goal here is to find the question-answer
pairs such as (d, e), (p, q), from the chat logs such
that the question-answer pairs can be used as the
chatbot’s responses to the corresponding question.

Finding the question-answer pairs is similar to
the link prediction task where the goal is to de-
cide whether an incoming message replies to the
existing question based on the similarity between
messages. Link prediction can be defined either
as a reply-to prediction or as a response selection.
Both of the problems require message pair similari-
ties to determine which previous or following mes-
sage is the best-matched candidate question or re-
sponse. Similar to conversation disentanglement,
earlier works on response selection only use the last
message in the context for matching with the can-
didate response message from different utterances
(Wang et al., 2013). However, human does not give
the response entirely based on a link prediction task.
Real-world chat logs are multi-turn conversations,
thus including the context as another input is nec-
essary in order to allow a model to remember what
has been discussed so far. Recent works show that
including the multi-turn conversation improves the
response selection’s performance, e.g. (Zhou et al.,
2016; Zhou et al., 2018; Wu et al., 2019).

In this work, we focus on online instant messages
between customers and service personnel. The ma-
jor problem is that a complete message (either the
question or the answer) may be split into several ut-



Data Set Manual Heuristic
ID Author Messages IDM RT IDH RT
a Client need support with an open ticket 0 0
b QNAP paoyang

1
1 0c QNAP Hi, how are you doing

d QNAP what is the ticket #? 2 0
e Client #FNA-202-51465

3 2 2 1
f Client it is for 3M
g Client they are very unhappy with the ...
h Client ive been on hold on the phone ...
i QNAP I am working on that ticket.

4 3 3 2j QNAP They are using an embedded ...
k QNAP According to the tech who worked on it ...
l Client have you let them know ...

5 4 4 3
n Client so will it not work at all with their server?
m QNAP so this seems like an issue with ...

6 5 4
o QNAP It seems to be closely related to ...
p Client So when should I tell ... 7 6 6 5
q QNAP I will respond back to them but ... 8 7 7 6
r Client Okay, I will let them know of our conversation.

9 8 8 7
s Client Thank you.

Figure 1: A real-world conversation between QNAP customer service and client.

terances. For example, e, f , g and h in Figure 1 to-
gether make a complete answer to question d, there-
fore these four messages should be merged together
into one utterance. However, we cannot directly
merge all adjacent utterances from the same speaker
since each message might be either an incomplete
message related to its previous utterance or a com-
plete message on its own. For example, c and d
should not be merged since message d alone makes
a complete response to message a while message c
asks about something unrelated to the question in
message a.

To deal with this kind of dataset, we propose
a two-stage pipeline for the question-answer pair
preparation. We distinguish the task of extract-
ing question-answer pairs into two subtasks: mes-
sage merging task and reply-to prediction task in
order to solve the problem we mentioned previ-
ously. We first regard both subtasks as a sentence
pair classification task within a single-turn conver-
sation setting. Three neural networks models based
on GloVe word embedding (including CNN+LSTM,
LSTM with dual attention, and attention over atten-

tion (AOA) (Huang et al., 2018)) as well as two
BERT (Devlin et al., 2019) based models (BERT
sentence pair classification and the combination of
BERT-SPC and AOA) are proposed. However, the
best performance only achieves 0.763 and 0.794 ac-
curacy (0.443 and 0.498 F1) on the message merging
task and reply-to prediction task respectively.

To further improve the performance, we consider
including context (previous dialogue) as additional
input apart from only pairwise messages. With the
application of AOA over any pairs of the context
and two messages, we show a significant improve-
ment over the previous models for message merging
(0.964 accuracy and 0.887 F1) and even outperform
existing models on reply-to prediction task when us-
ing heuristic labeled data (0.956 accuracy and 0.823
F1).

The rest of the paper is organized as follows:
First, we give a definition of the two tasks (message
merging task and reply-to prediction task)r. Then,
we introduce the dataset used in this paper and de-
scribe the preparation process. Next, we describe
our proposed model (CONTEXT-AOA). Finally, we



show the question-answer pair’s preparation model
for both tasks and compare them with the results
from existing models.

2 Related Work

2.1 Conversation Disentanglement

The idea of treating the disentanglement task as a
two-stage problem which has later been the major
idea for most existing studies on this task has been
proposed by Elsner and Charniak (2008). The first
stage is a binary classification task where the main
goal is to mark each message pair as alike or differ-
ent while the second stage utilizes the results from
the first stage to cluster the utterances into each con-
versation thread (same thread prediction).

Earlier approaches to the first stage or link (reply-
to) prediction are based on a statistical classifier with
the use of linguistic features in order to calculate
the similarity of each message pair, e.g. (Elsner
and Charniak, 2008; Elsner and Charniak, 2010).
Recent approaches use neural models to learn ab-
stract linguistic features. Mehri and Carenini (2017)
use handcraft features along with the probability of
being the next utterance which is predicted from a
pre-trained LSTM model to train the reply classi-
fier. Jiang et al. (2018) introduced Siamese Hierar-
chical CNN (SHCNN) to investigate how message
similarity could be estimated. SHCNN uses hierar-
chical CNN to capture both low-level and high-level
message meanings of each message. The interaction
between two message representations which is com-
puted using element-wise absolute difference meth-
ods is then used along with the handcraft features to
estimate the similarity between two messages.

2.2 Single-turn vs. Multi-turn Response
Selection

Earlier works on response selection tasks are only
based on pairwise message comparison. Lu and Li
(2013) proposed a DNN-based matching model for
short text response selection by extracting the local
pairwise relations on a low level with patches and
sending them to the DNN layers. Hu et al. (2014)
utilize deep CNN in order to capture the interaction
between message and response.

However, using only pairwise messages might not
be enough to solve this task, Lowe et al. (2015) in-

troduced the task called multi-turn conversation re-
sponse selection pair requires matching between a
response and a conversation context (previous utter-
ances) instead of a single previous message. They
applied LSTM on the concatenated utterances (con-
text) and a response message to perform context-
response matching on a word-level context vector.
Later, the work by Zhou et al. (2016) extended this
idea by performing context-response matching on
noa t only the general word level context vector
but also the utterance level context vector. How-
ever, ignoring the relationships between the utter-
ances (context) when concatenating them together
(Lowe et al., 2015) or converting the whole con-
text to a vector without enough supervision from re-
sponses (Zhou et al., 2016) might be the cause of
some information loss which affects the model per-
formance. To address this problem, the work by
Wu et al. (2017) proposed a sequential convolutional
network (SCN) that matches a response with each
utterance in the context with a CNN and then ac-
cumulated the matching vectors in the utterances’
temporal order to model their relationships. Another
work from Wu et al. (2019) replaced the convolution
neural network (CNN) with an attention layer to ex-
tract the interaction between each utterance and re-
sponse.

2.3 Message Pair Classification

To build a better model for reply prediction tasks,
we also refer to other tasks that accept two mes-
sages as input such as aspect-based sentiment anal-
ysis (ABSA) and natural language inference (NLI).

Aspect-based sentiment analysis aims to deter-
mine the sentiment polarity of a given sentence and
aspect. Many models and methods have been pro-
posed from traditional machine learning methods
(Kiritchenko et al., 2014) to deep learning mod-
els (Liu et al., 2020). For example, Wang et al.
(2016) proposed an attention-based LSTM network
for aspect-based sentiment classification. Huang
et al. (2018) introduced an attention-over-attention
(AOA) neural network to capture the interaction be-
tween aspects and context sentences, which out-
perform LSTM-based architectures. However, one
drawback of LSTM-based architectures is that their
training process is time-consuming. To address
this problem, Xue and Li (2018) introduced GCAE



model where its main components are CNN and gat-
ing mechanisms to reduce the number of training pa-
rameters and speed up the procedure.

On the other hand, the task of natural language
inference is to determine if one given statement (a
premise) semantically entails another given state-
ment (a hypothesis). For example, Parikh et al.
(2016) proposed “Decomposable Attention Model”
which uses a shared sentence representation with
fewer parameters and mutual attention mechanism
to build a model with high performance.

3 Problem Definition and Dataset

Instant messaging (IM) is a type of online chat
which offers real-time text-based communication in
which two persons participate in a single conversa-
tion over their computers or mobile devices within
an Internet-based chatroom. This type of online
chat is commonly used in many business companies
in order to support their clients. Companies often
store their conversation logs between customer ser-
vice staff and clients in order to be used in the future
to improve their service and customer experiences.

The main goal of this work is to predict whether
one message is a reply-to message to a previous
message. However, unlike messages from other
sources such as email or Reddit forums, messages
from instant messaging are generally short to enable
quick response. Moreover, participants could split
long sentences into short utterances and send them
in multiple messages. Therefore, some messages
need to be merged before generating reply-to mes-
sage pairs.

The overview of the training phase is outlined as
follows, where we build a merging model to decide
whether two messages from the same speaker need
to be merged and a reply-to model to decide whether
two messages from two speakers are a reply-to mes-
sage pair.

• Message merging task aims to determine
whether a given message pair from the same
speaker should be merged or not. Most con-
tinuous messages from the same speaker could
be merged, however, some messages should not
be merged when they deliver different inten-
tions. As shown in Figure 1, message e to h
can to be merged in order to make a complete

response to message d, while message d should
not be merged with message b and c because
they serve different purposes.

• Reply-to prediction task is to determine
whether a given message pair from different
speakers is a question-answer pair or not. For
example, the message IDM = 2 is a response
to message IDM = 0 (positive) while the
merged message IDM = 1 is not a response
to message message IDM = 0 (negative).

3.1 Training Data Preparation

An in-house QNAP customer service dialogue
dataset contains conversation logs between two par-
ticipants: a QNAP client and a customer service
staff. QNAP customer service staff may reply to pre-
vious messages for troubleshooting or ask questions
to clarify the problem while assisting the clients.
The chatlog disentanglement task here is to find
direct reply messages for question-answer pairing.
A total of 1,860 conversations with an average of
31.7 messages per conversation are collected as our
dataset.

Manual Annotation
We randomly select 60 conversations and ask

three annotators to label these conversations. Two of
them are asked to label the 60 conversations while
the third annotator is asked to make the final de-
cision on the inconsistent labels. For the message
merging task, we only focus on the message pairs
where both two messages are from the same speaker.
The merged message is renumbered with message
ID IDM . For the reply-to prediction task, the anno-
tators will focus on the merged messages and mark
the current message as a response to which previous
IDM from the other speaker.

Message Pairs Preparation Given the annotated
messages, we can pair messages that need to be
merged as a positive example and independent mes-
sages as a negative example. Since each message
(2,136 messages for the message merging task and
1,366 messages for the reply-to prediction task) can
be paired with all of its previous messages in the
same conversation, the number of negative examples
is much larger than that of positive examples. Thus,
the kappa value from the two annotators is quite high



(0.876 and 0.990) for the merging and reply-to tasks,
respectively.

Dataset Chat Log
Conversations 60 1,800

Labeling Manual Heuristic Heuristic
# Messages 2,136 2,136 56,792
Pos. Pairs 770 1,082 29,437
Neg. Pairs 3,679 - -

# Pairs 4,449 - -
# Merged Msg 1,366 1,054 27,355

Reply-to 743 753 19,188
Non-Reply 4,032 3,407 86,290

# Pairs 4,775 4,160 105,478

Table 1: Training and Testing data in chat log

With the third annotators, we get a total of 770
positive pairs and 743 reply-to pairs. To deal with
imbalanced data, we restrict the maximum number
of negative message pairs for each message. That
is to say, we conduct negative message pairs down
sampling. For the message merging task, we set the
maximum number of negative message pairs equal
to 2 which means we randomly choose at most 2
negative pairs from all possible negative pairs for
each message, and for the reply-to prediction task,
we set the maximum number of negative message
pairs equal to 4. Overall, we have 3,679 negative
pairs for the message merging task and 4,032 non-
reply pairs for the reply-to prediction task from the
60 conversations via manual labeling.

Heuristic Labeling
The heuristic labeling data is prepared by merg-

ing all consecutive utterances from the same speaker
into one message under the assumption that a client
service staff’s message following the customer’s
question in the previous turn is a reply to the ques-
tion and using this assumption to annotate all con-
versations automatically. As shown in Figure 1, ad-
jacent messages from the same speaker are merged
into one message and are renumbered with a new ID,
IDH . Since the heuristic labeling always merges
the adjacent messages from the same speaker, there
are no negative examples. We then generate mes-
sage pairs x = (i, j) with i < j, where x is a pos-
itive reply-to example if j equals i + 1, otherwise a
negative (Non-Reply) example. Similar to the man-
ual labeling process, we conduct negative example

Figure 2: Applying heuristic labeling to 60 manually an-
notated conversations.

down sampling to prepare pairs. Finally, we gener-
ate 19,188 reply-to pairs and 86,290 non-reply pairs
from 1,800 conversations.

To see how effective the heuristic labeling is,
we take the 60 manually annotated conversations
as golden answers and compare them with the
heuristic labeling result for performance evalua-
tion. Since heuristic labeling merges all consecu-
tive messages by the same speaker, the merge ra-
tio (0.51=1082/2136) is higher than that of man-
ual labeling (0.36=770/2136) (see Table 1). Due to
the difference in the message merging step, some
messages do not have corresponding matches in
the other labeling method. Therefore, a third class
“NaN” is used to denote message pairs that do
not have corresponding matches as shown in Fig-
ure 2. Excluding unmatched pairs, the heuristic
labeling has a 0.92 (=335/(335+31)) precision and
0.95 (=335/(335+18)) recall.

4 Context-Aware Message Pair
Classification Models

Both the message merging and reply-to prediction
models can be regarded as sentence pair classifica-
tion models. However, the existing models which
use only question-answer pair as input might not be
enough for a task such as chat log (conversation) dis-
entanglement. Inspired by the works on response se-
lection task and AOA (Huang et al., 2018), we pro-
pose a model which includes the previous dialogue
(context) as an input in addition to the question-
answer pair. The overall model structure is as shown
in Figure 3.



Figure 3: Context Attention-over-Attention BERT model
structure (u < v).

Contextual Representation Layer
For each message pair (mu,mv) from a chat

log C, we also include its context mctx =
{m1, ...,mu−1} as part of the input. That is to
say, each training example is a triplet tuple x =
(mctx,mu,mv). If mv is a reply to mu, x is con-
sidered a positive example, otherwise it is a negative
example. We then apply shared BERT embedding
to get the representation h ∈ Rl×d of each message
m respectively, where l is the number of tokens af-
ter BERT word piece subword segmentation and d
(=768) is the dimension size of BERT embedding.

Attention-over-Attention (AOA) Layer
Given two message representation M1 ∈ Rn×d

and M2 ∈ Rm×d, AOA first calculates a pair-wise
interaction matrix I = M1 ·MT

2 , where the value
of each entry Iij represents the correlation of a word
pair among the two input messages. Next, two ma-
trix column-wise softmax, α ∈ Rn×m and row-wise
softmax, β ∈ Rn×m are computed as follows.

αij =
exp(Iij)∑n

k=1 exp(Ikj)
, βij =

exp(Iij)∑m
k=1 exp(Iik)

,

(1)
The idea of AOA is to use the averaged attention

weight β ∈ Rm for the computation of output fea-
ture vector γ ∈ Rn, where

βj =
1

n

n∑
i=1

βij , (2)

and the output of the attention-over-attention layer
structure is computed by using βj as a weight for
each αj :

AOA(M1,M2) = α · βT. (3)

Suppose the output of BERT embedding for
the training example is denoted as Mu, Mv,
and Mctx. We then pair these embedding
and apply attention-over-attention over three pairs
to obtain AOA(Mctx,Mu), AOA(Mctx,Mv) and
AOA(Mu,Mv).

Final Classification Layer
Next, we use AOA(M1,M2) for calculating

the attention-weighted representations of each input
pair.

r(Mu,Mv) =MT
u ·AOA(Mu,Mv)

r(Mctx,Mu) =MT
ctx ·AOA(Mctx,Mu)

r(Mctx,Mv) =MT
ctx ·AOA(Mctx,Mv)

Finally, we concatenate all the attention-weighted
representations to the prediction layer, i.e. po =
r(Mu,Mv)⊕r(Mctx,Mv)⊕r(Mctx,Mu) by Eq. 4.

P (y|x) = σ(w · po + bo) (4)

5 Experiments

During testing time, we are given a chat log that is
not labeled. We simply apply the merging model
and reply-to prediction model in order as shown in
Figure 4:

1. Message pairing (Same speaker): We first
pair the messages from the same speaker based
on the trained merging models to determine
whether these message pairs should be merged
or not. The messages will be merged accord-
ing to the output from the merging model. We
then update the chat log file by replacing the
message pairs that need to be merged with the
merged messages.

2. Message pairing (Different speaker): We
then pair reply-to message pairs using the chat
log we obtained in the previous step. Unlike the



Figure 4: The testing phase of reply message prediction
model.

first message pairing step, in this step, we focus
on the message pairs from a different speaker.
These pairs are then given to one of the reply-
to prediction models to decide whether they are
correct reply-to message pairs or not.

5.1 Experimental Setup

We divide the manually labeled data into 5-fold and
use either 4-fold (48 conversations) out of the 60
conversations as training data to build the prediction
models (both merging model and reply-to model for
manually labeled examples). The models are tested
on the remaining 12 conversations. The process is
repeated five times and the result is averaged to ob-
tain the final result. For heuristically merged and
labeled examples from 1,800 conversations, we train
the reply-to prediction models and test on all 60 con-
versations to compare the performance.

We implement three GloVe-based neural network
models and two BERT models for performance
comparison.

GloVe-based Models

A typical neural network model consists of an
embedding layer for word representation, a hid-
den layer such as mutual attention for message
representation, and an output layer for prediction.
For the embedding layer, we adopt a pre-trained
GloVe (Pennington et al., 2014) word embedding
matrix from the Common Crawl dataset (42B to-
kens), which contains a case-sensitive vocabulary of
size 1.9 million. We consider three models for mes-
sage representation. The first one is GCNN-LSTM,
the second is LSTM with dual attention, and the
third is Attention-over-Attention (AOA) model.

• GCNN-LSTM Representation We use Con-
volutional Neural Networks (CNN) for feature
extraction with Gated Linear Unit (GLU) pro-
posed in (Dauphin et al., 2017) to control which
information flows in the network. To deal with
word sequence, we adopt a BiLSTM layer to
capture the message information. The outputs
from the BiLSTM layer are passed through two
fully connected layers to make the prediction.

• LSTM Dual Attention Model Inspired by the
power of the attention mechanism, the second
model we proposed is BiLSTM with dual atten-
tion where we can exploit the attention mecha-
nism to generate a representation for m1 based
on the content of m2.

• Attention-over-Attention (AOA) model The
above two models only focus on message rep-
resentation. Therefore, we exploit the idea of
capturing the interaction between one message
to another message given the hidden semantic
representations of the two messages generated
by BiLSTMs with AOA. (Huang et al., 2018).

The pre-trained GloVe word embedding has a di-
mension size of 300. The hidden layers in BiL-
STMs are 128, 128, and 300 for GCNN+LSTM
model, LSTM+DualAtt model, and AOA model re-
spectively, the number of kernels used in CNN is
128 with the kernel size equal to 5. The batch size
used in the traditional deep learning model is 128
and the maximum epoch and initial learning rate are
set to 40 and 1 ∗ 10−3.

BERT-based Models

Different from context-free models, which gen-
erate a fixed word embedding representation for
each word in the vocabulary, BERT is able to
give a context-dependent representation of the
words. Consequently, we use the BERT model re-
leased by Google and fine-tune it for the message
merging/reply-to prediction task.

Given two input messages m1 (with length n)
and m2 (with length m), we employ BERT compo-
nent withL transformer layers to calculate the corre-
sponding contextualized representations with input
of the form ([CLS],m1, [SEP ],m2).



• BERT-SPC The basic BERT sentence pair
classification (BERT-SPC) model takes the out-
put of [CLS] token as the prediction layer input.

• BERT-SPC-AOA We exploit the idea of
Attention-Over-Attention model to further im-
prove the BERT-SPC model by concatenating
the output from AOA with [CLS] output as the
input to the prediction layer.

For BERT based model, the batch size is 16 and 8
for CONTEXT-AOA model. The maximum epoch
and initial learning rate are 6 and 2 ∗ 10−5, respec-
tively. The optimizer used in all models is Adam
with β1 = 0.9 and β2 = 0.999. All models are trained
on GeForce GTX1080Ti 10GB GPU.

5.2 Performance Comparison
Table 2 and 3 show the performance comparison
of the proposed CONTEXT-AOA model with both
single-turn models based on message pair similarity
and multi-turn chatlog disentanglement models with
additional context.

Message Merging Task
For message merging task, single-turn approaches

with only two message input exhibit limited perfor-
mance. The highest F1 score of these models is only
0.443 F1, which is achieved by BERT-SPC-AOA
model as shown in Table 2, While all multi-turn
approaches including (Lowe et al., 2015), (Zhou
et al., 2016), and (Wu et al., 2019) have signifi-
cant improvement over single turn approaches. The
proposed CONTEXT-AOA model achieves the best
0.887 F1 and 0.964 accuracy.

QNAP: Message Merging Task
Model F1 Acc

Si
ng

le
-t

ur
n

SHCNN (Jiang et al., 2018) 0.266 0.763
GCNN+LSTM 0.271 0.731
LSTM+DualAtt 0.254 0.680

AOA (Huang et al., 2018) 0.333 0.516
BERT-SPC 0.374 0.734

BERT-SPC-AOA 0.443 0.731

M
ul

ti-
tu

rn LSTM (Lowe et al., 2015) 0.859 0.958
MultiView (Zhou et al., 2016) 0.841 0.944

SAN (Wu et al., 2019) 0.851 0.948
CONTEXT-AOA 0.887 0.964

Table 2: QNAP chat log: Message Merging Task

Reply-to Prediction Task
For reply-to prediction task, we see a similar re-

sult. The proposed CONTEXT-AOA model yields
0.800 F1 and 0.944 accuracy, while the highest F1
score of single-turn models is 0.498 (by BERT-SPC-
AOA model) as shown in the “Manual” column of
Table 3. The experimental results demonstrate that
one cannot neglect the relationship between pre-
vious messages (context) and the question-answer
pair. Including previous messages as additional in-
put significantly improves the performance for both
subtasks on manually labeled examples.

For the result shown in the “Heuristic” column of
Table 3, we train the models using all of the heuris-
tically labeled data as training data and test on man-
ually labeled examples where we divided the test-
ing data into 5 folds and train the models similar to
what we’ve done with the experiments on manually
labeled examples.

Interestingly, the heuristically labeled data pro-
vides better performance for most of the multi-turn
reply-to prediction models. The result may be at-
tributed to a large amount of training data even
though the heuristic labeling rule does not always
generate the correct labeled data. This might also
be the cause of an unstable performance for several
models.

Figure 5 shows the performance of multi-turn
conversation task models on heuristic labeled data
in regard to the size of training data. We find that all
models exhibit a steep slope the training data size
is lower than 5%. Moreover, using 25%-50% of
heuristic labeled data to train the models can signif-
icantly outperform the full size of manually labeled
data, which is about 5% of the heuristic labeled data.

6 Conclusion

This paper addresses the problem of question-
answer pairs preparation from two participants’ on-
line chat logs. The major problem with this kind
of data is that a complete message may be split
into several utterances, therefore additional task
(message merging task) is required to merge some
of these utterances together before forming the
question-answer pairs. To extract question-answer
pairs from chat logs, we perform reply-to predic-
tion task on merged messages in order to identify the



QNAP: Reply-to prediction
Data Set Manual Heuristic
Model F1 Acc F1 Acc

Si
ng

le
-t

ur
n

SHCNN (Jiang et al., 2018) 0.429 0.722 0.432 0.702
GCNN+LSTM 0.390 0.680 0.441 0.694
LSTM+DualAtt 0.403 0.706 0.461 0.710

AOA (Huang et al., 2018) 0.449 0.754 0.394 0.709
BERT-SPC shown1 0.736 0.413 0.665

BERT-SPC-AOA 0.498 0.794 0.410 0.717
M

ul
ti-

tu
rn LSTM (Lowe et al., 2015) 0.750 0.932 0.796 0.946

MultiView (Zhou et al., 2016) 0.802 0.943 0.820 0.950
SAN (Wu et al., 2019) 0.814 0.948 0.811 0.952

CONTEXT-AOA 0.800 0.944 0.823 0.956

Table 3: QNAP chat log: Reply-to prediction

Figure 5: Learning curve for reply-to prediction task.

correct question-answer pairs. In terms of model de-
sign, we propose a context-aware AOA model which
utilizes the idea of Attention-over-attention models
to capture the relationship between context, ques-
tion, and answer message.

Experimental results on both message merging
and reply-to prediction tasks show that allowing the
model to gain access to the context significantly im-
proves the performance on both tasks. Our pro-
posed CONTEXT-AOA model outperforms the ex-
isting models on message merging task and achieves
comparable performance on reply-to prediction task
for manually labeled data. In addition to manually
labeled data, we also conduct experiments on heuris-
tically labeled data where our proposed model out-
performs the existing models and the result demon-
strates that more training data may further improve
the problem.
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