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Abstract
Discussion quality assessment tasks have re-
cently attracted significant attention in nat-
ural language processing. However, there
have been few studies on challenging such
tasks, with a focus on synchronous discus-
sions. In this study, we annotate quality scores
to each discussion in an existing multi-modal
multi-party discussion corpus. Furthermore,
we propose some quality assessment meth-
ods with multi-modal inputs. As the results
show, attention-based long short-term memory
(LSTM) with multi-modal inputs produces the
best performance for the “Effectiveness” crite-
rion whereas text information has an important
role in the “Reasonableness.”

1 Introduction

In recent years, problem-based and cooperative
learning have been attracting attention as a means
of skills training, such as communication skills,
in education. One educational training approach
is a group discussion, which involves debate and
consensus-building. Introducing this learning ap-
proach to a classroom requires a great deal of ef-
fort to evaluate and provide feedback on the abil-
ities and achievements of all groups and individu-
als from various perspectives because several dis-
cussion groups usually exist in a single class at
the same time. Furthermore, an assessment is
a difficult task because there are no correct an-
swers regarding discussions in general. Moreover,
quantitative and objective evaluations are difficult.
Therefore, an automatic assessment, such as a vi-
sualization of the discussion state and a judgment
of the discussion score, is a desirable and valuable
task for education, examinations through discus-
sion, and so forth. It will be possible to reduce the
burden of evaluation activities on the evaluators.

One of the educational applications in natural
language processing is automated essay scoring
(AES) (Ke and Ng, 2019) as an argument qual-
ity evaluation. However, the structure of a spoken

discussion, which is our target in this paper, is not
as clear as that of a written discussion. In addi-
tion, in spoken discussions, both verbal and non-
verbal information have important roles in under-
standing and evaluating the discussion. Mukawa
et al. (2018) have reported that non-verbal fea-
tures, such as gestures and an interval of utter-
ances, have a powerful effect on group discus-
sions.

In this study, we annotate several quality assess-
ment criteria and scores to a multi-modal multi-
party discussion corpus. The language used is
Japanese, and the corpus is freely available1. In
addition, we propose the use of machine-learning-
based methods, such as a support vector machine
(SVM) and neural networks, and then evaluate the
methods using multi-modal inputs. In the experi-
ment, we discuss the relationships between the as-
sessment criteria and input modalities.

2 Related work

There are some dialogue and meeting corpora
(Carletta, 2007; Janin et al., 2003). Some face-
to-face discussion corpora have been also devel-
oped. Zhang et al. (2016) have constructed a cor-
pus through a competitive debate format. They
reported that their method predicts the winner
of each debate at a rate of approximately 60%.
Hayashi et al. (2015) have developed a group dis-
cussion interaction corpus to evaluate five com-
munication skills. This corpus contains not only
transcriptions but also speech, gaze, head motions,
and poses using certain devices. Olshefski et al.
(2020) have constructed a discussion tracker cor-
pus in an educational environment. The corpus
consists of 29 multi-party discussions. Yamamura
et al. (2016) have constructed a corpus for a dis-
cussion summarization. The corpus consists of 9
discussions by four participants.

1http://www.pluto.ai.kyutech.ac.jp/
~shimada/resources.html#kyutechDB
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As mentioned in Section 1, many studies and
corpora of asynchronous and written texts exist,
such as essay writing (Ke and Ng, 2019). Some
researchers have recently studied interactions be-
tween participants during discussions. For exam-
ple, Okada et al. (2016) have annotated communi-
cation skill scores on the MATRICS corpus (Nihei
et al., 2014). They also proposed a multi-modal
prediction model for such a task. In addition, Avci
and Aran (2016) and Murray and Oertel (2018)
have proposed performance prediction models by
using features extracted from the states of the dis-
cussions and the participants. In this paper, we
also introduce multi-modal features to our quality
assessment method.

3 Dataset

Our purpose in this paper is to assess a quality of a
multi-party discussion. For the purpose, we need a
discussion corpus. In this paper, we utilize the cor-
pus that was constructed by (Shiota and Shimada,
2020), namely the Kyutech Debate corpus. It is
freely available on their website2. This section de-
scribes their corpus first and then our annotation
process for our purpose.

In the Kyutech Debate corpus, two people in
a group first debated an issue from both posi-
tive and negative standpoints, and the two groups
then came to a consensus through compromise.
The first (debate) and second (consensus-building)
parts were each 20 min in length. The discussions
of five groups were recorded, with 200 min of dis-
cussions as a whole. The corpus consisted of 7,449
utterances that were transcribed3, body key-points
determined by OpenPose4, facial landmarks deter-
mined by OpenFace5, and the speech features an-
alyzed using Surfboard6.

In this paper, we newly add quality assess-
ment scores for the corpus. In general, partici-
pants need to discuss various topics in the case of
debating/consensus-building of an issue. Hence,
we extract topic-based segments (hereinafter re-
ferred to as “discussion segments”) and regard
them as the target units of a quality assessment.

2http://www.pluto.ai.kyutech.ac.jp/
~shimada/resources.html

3Transcription units were based on a 0.2 seconds interval.
4https://github.com/

CMU-Perceptual-Computing-Lab/openpose
5https://github.com/TadasBaltrusaitis/

OpenFace
6https://github.com/novoic/surfboard

We referred to the topic segmentation manual (Xu
et al., 2005) of the AMI corpus, which is a popular
conversation corpus. As a result, we obtained 178
segments from the Kyutech Debate corpus.

Next, we created criteria based on the theory of
computational quality assessment of natural lan-
guage arguments (Wachsmuth et al., 2017b) and
conducted a grading process. According to the
classification defined by the above study, the qual-
ity of an argument can be evaluated through two
main criteria, “Reasonableness (Re)” and “Effec-
tiveness (Ef),” and their sub-criteria. The sub-
criteria of Re are “Global Acceptability (GA),”
“Global Relevance (GR),” and “Global Suffi-
ciency (GS).” The sub-criteria of Ef are “Credibil-
ity (Cr),” “Emotional appeal (Em),” “Clarity (Cl),”
“Appropriateness (Ap),” and “Arrangement (Ar).”
Table 1 provides a description of each criterion
based on the previous study.

Three workers, who were graduate students and
not related to this work in our laboratory, were as-
signed to each discussion segment. Given the tran-
scription and video data of a discussion segment,
they judged the quality of each segment on the
basis of the more detailed explanation provided
in Table 1. The first step was to rate each sub-
criterion as low (L), middle (M), or high (H), and
then determine the score of the main criteria on the
basis of the score distribution of the sub-criteria:
very low (VL), L, M, H, or very high (VH).

The reliability of the annotated main and sub-
criteria was confirmed by calculating the agree-
ment rate. Table 2 shows Krippendorff’s α co-
efficient for each criterion. This coefficient is a
continuous value of between -1 and 1, which can
be used to calculate the rate of agreement for all
scales. The values in the table are not always high.
The result denotes that the annotation task is in-
herently difficult. As a similar study, Wachsmuth
et al. (2017a) also reported an annotation process
and the result using the same scheme for the writ-
ten text. In their study, the Klippendorff α of
crowd workers ranged from -0.27 to 0.53. In other
words, the result was also low. Moreover, the val-
ues of some criteria by Wachsmuth et al. (2017a)
dropped below zero. On the other hand, such re-
sults did not appear on our annotation. Therefore,
our annotated data contain a better point than the
previous study. In other words, our data are a
better-than-random chance although the previous
work contained a result that was less than a ran-
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Criterion Explanation
Re Does the argumentation satisfy GA, GR, and GS?
GA Does the target audience accept both the consideration of the stated arguments regarding

the issue and the way in which they are stated?
GR Does it contribute to the resolution of the issue?
GS Does it adequately rebut the counterarguments by properly anticipating them?
Ef Does the argumentation satisfy Cr to Ar?
Cr Does it convey arguments and is it similar in such a way that it makes the author worth

considering?
Em Were emotions elicited to make the target audience more open to the author’s arguments?
Cl Was the argument correct and widely unambiguous?
Ap Did the language used support the credibility?
Ar Were the issue, arguments, and their conclusion presented in the correct order?

Table 1: Definitions of the Quality Dimensions, based on Wachsmuth’s study.

Re GA GR GS - -
0.151 0.087 0.029 0.128 - -

Ef Cr Em Cl Ap Ar
0.135 0.032 0.038 0.017 0.076 0.155

Table 2: Krippendorff’s α of each criterion.

dom chance. Although this annotation is a com-
plicated task, it is necessary to improve the agree-
ment as one future work. As one of our contribu-
tions, we will open the annotated data on the web.

4 Quality Assessment Method

In this section, we describe our quality assessment
method for the dataset introduced in Section 3.
First, we define the quality assessment task and
then propose four models based on the SVM and
neural networks.

4.1 Task Definition

A discussion segment S consists of a sequence of
utterance vectors U = {u1,u2, ...,uN}. Here, N
is the number of utterances in a segment, and ui is
a vector of the i-th utterance in S. The task in this
paper is to predict the class labels of each criterion
from a sequence U with verbal and non-verbal in-
formation. Here, the class labels are L, M, and H,
as described in Section 3. Owing to the limited
number of instances that belong to each class, VL
is merged with L, and VH is merged with H. In
other words, the task is a classification task with
three class labels for the criteria in Section 3.

Here, ui is expressed as follows:

ui = [spi; ti; bi;f i;ai] (1)

where [·; ·] denotes the concatenation of the vec-
tors.

In addition, spi denotes whether the speaker of
the i-th utterance is different from the speaker of
the i−1-th utterance. In other words, it is a binary
feature, i.e, the speaker is the same (0) or different
(1).

Moreover, ti is a vector from text information of
the i-th utterance. For the ti, we use BERT (De-
vlin et al., 2019). We apply the CLS token (768
dimensions) on the 11th layer from a Japanese
BERT developed by Tohoku University7.

Here, bi is a vector from the body information
of the i-th utterance. It consists of the average
and standard deviation of (x, y) values of the nose,
neck, right shoulder, right elbow, right wrist, right
eye, right ear, left shoulder, left elbow, left wrist,
left eye, and left ear from OpenPose (a total of 48
dimensions).

In addition, f i is a vector from facial informa-
tion of the i-th utterance. It consists of the average
and standard deviation of the facial and eye points
(x, y), gaze direction, head location, and head di-
rection. In addition, it contains the presence of
facial action units (AUs). OpenFace extracts these
values, and the number of dimensions is 586.

Finally, ai is a vector from audio information
of the i-th utterance. It consists of the minimum,
maximum, average, and standard deviation of 13
MFCC, the RMS, the fundamental frequency, and
the spectral centroid. In addition, it contains the
Jitter and Shimmer values. Surfboard extracts
these values, and the number of dimensions is 72.

7https://github.com/cl-tohoku/
bert-japanese
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Figure 1: Method based on SVM.

4.2 SVM
As one of the simplest models, we apply an SVM
(Vapnik, 2013) to the task. Because an SVM can-
not handle sequence information directly, we com-
pute the average and standard deviation of each
vector in the time sequence and use the values as
the vector of each discussion segment. We esti-
mate each quality assessment label ŷdim by us-
ing the model with the vector. Figure 1 shows an
overview of this method.

4.3 LSTM
As mentioned above, the SVM-based method can-
not handle the utterance sequence information
well. Therefore, as a suitable model for sequence
information, we use LSTM for this task.

Given an input ui, the units of LSTM are com-
puted as follows:

hi = LSTM(ui,hi−1, ci−1) (2)

After the computation for all utterances, LSTM
obtains the final state of a discussion segment hN .
In this paper, we regard hN as the embeddings of
the discussion segment. We calculate a probability
distribution Ŷdim using the softmax function.

Ŷdim = softmax(W shN + bs), (3)

where W s and bs are parameters in the learning
process, respectively. In addition, softmax() is the
softmax function. Finally, we select the label with
the maximum probability (ŷdim).

ŷdim = arg max
ydim

Ŷdim (4)

4.4 Attention-based LSTM
By using the LSTM, we can capture the sequence
information of the utterances. However, discus-
sion segments often contain non-important utter-
ances for a quality assessment task, e.g., a nod.
Therefore, we introduce attention mechanisms to
the LSTM-based method, such as the models from
(Wang et al., 2016) and (Zhou et al., 2016).

…
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of modalities
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Attention

Figure 2: Attention-based LSTM.

First, in the same way as the LSTM-based ap-
proach, we compute hi of i. We then compute the
weight ai of hi by

mi = ωT tanh(hi), (5)

ai =
exp(mi)

N∑
j=1

exp(mj)

, (6)

where ωT is a parameter, and exp() is the expo-
nent function. Next, we obtain the final state h∗ by
using the summation of hidden layers hi weighted
by ai.

r =

N∑
i=1

aihi, (7)

h∗ = tanh(r), (8)

where tanh() is the hyperbolic tangent function.
We regard h∗ as the embeddings of the segment
and calculate Ŷdim.

Ŷdim = softmax(W sh
∗ + bs) (9)

Finally, we select the label with the maximum
probability (ŷdim). Figure 2 shows an overview
of this method.

4.5 Hierarchical LSTM

By using an LSTM and attention mechanisms,
we can handle the state of an utterance sequence.
However, ti does not directly handle the word se-
quence in an utterance. We therefore incorporate
word sequence information with the LTSM-based
model similarly to the approach by (Tran et al.,
2017).

We compute hUttr
i,j with wi as follows:

hUttr
i,j = LSTMUttr(wi,j ,h

Uttr
i,j−1, c

Uttr
i,j−1), (10)

wi = hUttr
i,Mi

, (11)
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Figure 3: Hierarchical LSTM.

where LSTMUttr() is an encoder of the sequence
of word vectors, and wi,j is the vector of the j-th
word in the i-th utterance in a segment S. The vec-
tor is also extracted from the 11th layer of BERT.
Here, hUttr

i,j is the hidden layer of the LSTM at
(i, j), cUttr

i,j is the memory cell of the LSTM at
(i, j), and Mi is the number of words in the i-th
utterance. Hence, the vector ui of this method is
as follows:

ui = [spi;wi; bi;f i;ai] (12)

After that, similarly to the LSTM-based method
described in Section 4.3, we also obtain the fi-
nal state hHier

i , Ŷdim, and the class label with the
maximum probability.

hHier
i = LSTMHier(ui,h

Hier
i−1 , c

Hier
i−1 ) (13)

Ŷdim = softmax(W sh
Hier
N + bs) (14)

Figure 3 shows an overview of this method.

5 Experiment

5.1 Setting
As mentioned in Section 4.1, we merged the VH
class with H and the VL class with L. Hence, the
task in this paper is a three-class classification,
namely, L, M, and H. The targets of the classifica-
tion are the two criteria with relatively high Krip-
pendorff α values listed in Table 2: Re (Reason-
ableness) and Ef (Effectiveness). The statistics are
shown in Table 3.

We applied the L2 norm cross-entropy loss as
the loss function for the neural network-based
methods. We used the SGD (Bottou, 1991) with
Momentum (Qian, 1999) (α = 0.95) as the opti-
mizer. For the hyperparameters, the size of hidden

Criterion L M H
Re 13 89 76
Ef 9 97 72

Table 3: Distribution of each class of two target criteria.

layers was 500 dimensions, the batch size was 32,
the number of epochs was 50, the learning rate was
0.01, the drop-out rate was 0.2, and the decay fac-
tor was 0.001.

Our dataset is small, namely, 178 segments
from 10 discussions. We divided the dataset into
eight discussions for the training, one discussion
for the development, and one discussion for the
test. We then evaluated each method based on
a 10-fold cross-validation of the discussion level.
We calculate the average F-scores for each crite-
rion, i.e., Re and Ef, based on the cross-validation.
For the robustness of the results, we conducted this
evaluation five times and then calculated the aver-
age values of the five evaluations.

5.2 Results and Discussion
Table 4 shows the experiment results. Here, T, B,
F, and A denote the text, body information, fa-
cial information, and audio information modali-
ties. The combination of each letter denotes the
combination of modalities. For example, TB de-
notes the combination of text and body informa-
tion as the input of each method. Hence, TBFA,
on the left-most side of the table, denotes the
method with all modalities. Boldface denotes the
best score among the modality combinations. The
underlined values denote the best values of uni-
modal, bi-modal, and multi-modal inputs. For ex-
ample, 0.398, 0.459, and 0.399 are the best scores
of TB, TF, and TA, namely, bi-modal inputs. The
best score of the bi-modal setting is 0.459 by the
TF input. The scores with ∗ denote the best scores
for each criterion.

For the Re criterion, multi-modal inputs were
not always effective for the classification. How-
ever, there were no significant changes in the re-
sults when the input modalities were expanded.
The best score was 0.459, achieved by hierarchi-
cal LSTM (H-LSTM) with text and facial informa-
tion. However, the difference between H-LSTM
and SVM with text only was slight (0.008). More-
over, H-LSTM is a method that can handle word
information directly, as compared with LSTM and
attention-based LSTM (A-LSTM). Here, recall
that the Re criterion consists of the acceptability,



Criteria Model
F1-Score

T TB TF TA TBF TBA TFA TBFA

Re

SVM 0.451 0.338 0.337 0.343 0.333 0.317 0.320 0.340
LSTM 0.387 0.398 0.392 0.380 0.410 0.379 0.388 0.360

A-LSTM 0.412 0.392 0.387 0.399 0.371 0.359 0.398 0.398
H-LSTM 0.359 0.354 0.459∗ 0.388 0.415 0.391 0.370 0.405

Ef

SVM 0.459 0.382 0.383 0.436 0.384 0.392 0.406 0.379
LSTM 0.428 0.478 0.438 0.476 0.467 0.472 0.486 0.435

A-LSTM 0.433 0.470 0.426 0.468 0.450 0.396 0.444 0.490∗
H-LSTM 0.459 0.433 0.416 0.379 0.414 0.440 0.431 0.451

Table 4: Experiment results of four methods with a combination of four modalities.

relevance, and sufficiency of the discussions. In
other words, it is related to the content of each
discussion. Therefore, non-verbal information is
less likely to contribute to improving the accuracy.
From these results, we concluded that text infor-
mation is the most important factor for the Re cri-
terion.

For the Ef criterion, the combination of modal-
ities improved the F-scores except for the SVM-
based method. The best F-score was produced by
A-LSTM with all modalities (0.490). The Ef cri-
terion is based on the receivers’ emotions during
the discussions, such as credibility and emotional
appeal. In addition, it contains clarity and appro-
priateness in the discussion. In general, we uti-
lize eye contact (addressing) and body language
to clearly convey a message and elicit sympathy.
In other words, not only text but also actions, ex-
pressions, and the tone of voice of the speakers
have an important role for the Ef criterion. From
these results, we conclude that incorporating both
verbal and non-verbal modalities leads to an im-
provement of the estimation of this criterion.

One simple method for predicting the label of
a criterion is to use the majority label. In this
dataset, this is label M for both criteria (Re and
Ef) from Table 3. However, note that the distri-
bution of labels in each discussion is uniform. In
other words, there is a situation in which most of
the labels in a discussion are H, although another
discussion contains as many instances of label M
as label H. In fact, the F1-scores of the majority se-
lection based on the same calculation approach de-
scribed in Section 5.1 were 0.333 for Re and 0.384
for Ef8. These values were lower than most of the
F-scores in Table 4. This result shows the effec-
tiveness of our methods.

8Note that these values cannot be calculated from Table 3
because of a lack of label distribution for each discussion.

6 Conclusions

In this paper, we annotated quality assessment
scores for an automatic discussion evaluation to
a multi-party conversation corpus. We proposed
four machine learning methods for the task: SVM-
based, LSTM-based, attention-based LSTM, and
hierarchical LSTM methods. We used not only
text but also non-verbal information, namely,
multi-modal inputs.

We evaluated the methods using a 10-fold cross-
validation for two criteria at the discussion level,
namely, Re and Ef, in the corpus. For Re, the
hierarchical LSTM with text and facial informa-
tion obtained the best F-score. In addition, the
SVM with only text information obtained a good
result. For this criterion, text information has the
most important role because it is related to the con-
tent of the discussions. For Ef, the attention-based
LSTM with all modalities produced the best F-
score. For this criterion, various inputs are essen-
tially suitable because it is related to the impres-
sion and emotion of the speakers and receivers in
the discussion. However, the F1-scores are insuf-
ficient (0.459 for Re and 0.490 for Ef). Improv-
ing the method using other information, such as
knowledge graphs (Al-Khatib et al., 2020), is an
important area of future work.

We annotated several quality assessment criteria
to an existing discussion corpus. However, the size
of the corpus is not large. Annotation to other cor-
pora is an important task. An improvement of the
agreement of each criterion will be also an impor-
tant future research area, although it is essentially
a difficult task.
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