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Abstract

Community Question Answering (CQA) fo-
rums are a popular place for open-ended
question-answers and discussions by the pub-
lic. Popular question answering sites have
become a one-stop solution for the diverse
information-seeking needs of the netizens.
However, it is quite common that users some-
times ask the same question which may have
been posted before and appropriately an-
swered by the community members. It is
not uncommon for users to perform an im-
proper search and pose the same question
again. Community members start responding
to that question; however, the answer may al-
ready have been proposed previously on a dif-
ferent thread. When two questions are get-
ting at the same problem, community mem-
bers (moderators) in the forum often flag one
as a duplicate of the other to help route traf-
fic to high-quality novel questions and their
correct answers. However, they usually do
this manually based on the novelty or redun-
dancy of the question. In this work, we try
to mitigate this problem of detecting semanti-
cally equivalent non-novel questions automat-
ically and flagging those. We also propose
an approach to identify novel questions from
CQA forums so that only the novel questions
and corresponding answers threads stay, and
semantic duplicates are removed. We make
use of a Dynamic Memory Network (DMN)
to assimilate information from multiple source
questions to answer whether a new question
is novel or a semantically equivalent question
already exists. We introduce a new dataset
for semantic-level novelty detection on com-
munity question answering. Our proposed ap-

proach attains performance improvements of
+6.64% in terms of accuracy and +9.09% in
terms of averaged F1 score over recent textual
novelty detection methods. We would make
our newly created dataset and the proposed
approach available at https://github.
com/edithal-14/DMN-Novelty.

1 Introduction

Community Question Answering forums are a con-
venient source of information for web users. Users
post their questions on the forum, and fellow com-
munity members help them with pointers or answers
to their diverse information needs. However, with
the rapid growth of content within those websites,
redundancy has become a problem. Unaware of
existing solutions, users pose questions on a new
thread that may already have been resolved in an ex-
isting thread. Such activity is widespread, and un-
aware community members start interacting on the
new thread with solutions/pointers that may have al-
ready been discussed on an older thread. Usually,
CQA forums have moderators who flag such non-
novel questions and route the users to the existing
solutions on the forum. To channel traffic to high
quality and novel questions and answers on the fo-
rum, it is important to weed out redundancies and
non-novelties.

Most of the CQA platforms request the users to go
through the previously asked questions before post-
ing a new question and post their question only if a
similar question does not exist. But expecting such
due diligence from each and every user is a tall ask
in itself. Moreover, manually tagging questions as



duplicates also requires a lot of effort on the moder-
ators. This necessitates automatic techniques for ef-
ficient identification of non-novel or duplicate ques-
tions. Such a system could be used to tag and merge
the duplicates out of the already asked questions and
alert the users to the existence of a potential dupli-
cate question while attempting to post a new ques-
tion.

We leverage the DMN+ model (Xiong et al.,
2016a) which proposed modifications to the input
module and memory module of the original DMN
framework (Kumar et al., 2016). Also, we extend
the usage of DMN from word embeddings to sen-
tence embeddings. We use the Infersent sentence
encoder (Conneau et al., 2017) trained on the se-
mantically rich SNLI corpus using GloVe word vec-
tors. Experimental results show significant improve-
ments over two deep learning-based baselines and
two existing comparable systems. The major con-
tributions of our current work are (i). An improved
DMN framework for semantic level novelty detec-
tion in CQA forums, and (ii). A novelty detec-
tion dataset parsed from publicly available Stack Ex-
change (STE) data dump.

The remainder of the paper is organized as fol-
lows: Section 2 describes the related works. We de-
scribe the dataset in detail in Section 3. Methodolo-
gies adopted in this article are described in Section 4.
System evaluation results obtained along with com-
parisons and rigorous error analysis are presented
in Section 5. Finally, we conclude this article with
some future research directions in Section 6.

2 Related Works

The problem of novelty mining is a long-standing
problem in Information Retrieval (IR). The task has
matured through several shared tasks, workshops,
etc. Starting from Wayne (1997) to the novelty de-
tection track as a part of The Text Retrieval Con-
ference (TREC) workshop organized by NIST in
the year of 2002 (Voorhees, 2002), 2003 (Voorhees,
2003) and 2004 (Clarke et al., 2004). Allan et al.
(2003) investigated the tasks defined in the TREC
2020 novelty track, i.e., given a topic and list of doc-
uments relevant to the topic. The task is to first find
the relevant sentences from the collection of doc-
uments and then find the novel sentences from the

collection of relevant sentences.
The task of novelty detection can also be per-

formed by Textual Entailment (TE). This idea had
taken shape through the shared tasks organized in
the year 2006 (Bentivogli, 2010), and 2007 (Ben-
tivogli, 2011). In this era of deep learning, the
availability of high-quality benchmark data has been
the key bottleneck in advancing the novelty detec-
tion field. Ghosal et al. (2018b) first came up with
a considerable amount of data, namely Document
Level Novelty Detection (DLND) TAP-DLND 1.0
and later extended version TAP-DLND 2.0 to feed
data-hungry deep neural models and adapted the
novelty detection task from sentence level to doc-
ument level.

Duplicate questions detection is a sub-task in QA.
A pair of questions are assumed to be similar if both
the questions can be satisfied with the same answer.
It is a challenging task in two aspects: viz. (i). There
are many ways of asking a question, i.e., (question
paraphrasing) and (ii). Asking a question has an
implicit purpose, so even if two different questions
seem like looking for the same solution, they can
have entirely different purposes. Being able to de-
tect such questions leads to an increase in the accu-
racy of a QA system. Bogdanova et al. (2015) de-
fined two questions can be considered as duplicates
if the same answer can answer them. Robertson
et al. (1994) considered two questions as a bag of
words and computes scores between them. Further,
a weighted matching (Inverse Document Frequency)
between the tokens is performed for determining if
two questions are close. The system proposed in
Prabowo and Budi Herwanto (2019) detects dupli-
cate questions in QA Website. The proposed system
is equipped with GloVe pre-trained word embed-
dings, Convolutional Neural Network (CNN), and
siamese network. Labeled data is precious, Rücklé
et al. (2019) tried to mitigate this problem. They
framed this problem into a zero-shot setting.

In contrast to the prior work, we frame the prob-
lem of identifying duplicate questions from a differ-
ent viewpoint. We employ a novelty detection ap-
proach for this. There are almost no studies that ad-
dress this problem from a novelty perspective. We
consider duplication as an opposite characteristic of
novelty. So given a pair of input questions, novelty
detection system predicts as novel (non-duplicate) or



non-novel (duplicate). With this intuition, we carry
out the experiments performed in this article. Our
model is based on the Dynamic Memory Network
(DMN) (Kumar et al., 2016) technique. DMN has a
special property of having a memory component and
an attention mechanism. This kind of network-aided
technique has been used for QA, but we are unaware
of any such methods that use DMN for novel ques-
tion detection in online CQA forums.

3 Dataset Description

We create a new ‘novel-question’ detection dataset
from the Stack Exchange family of websites. All of
the community-contributed questions and answers,
along with comments, upvotes, downvotes, tags, and
other metadata from all these sites, are published
publicly by the Stack Exchange network on the In-
ternet Archive1 regularly. As of this writing, the lat-
est available data dump is from 06 June 2022. In the
data dump, each question is connected to a set of re-
lated questions through the PostLinks entity. One of
the attributes of this entity is the LinkTypeId, pos-
sible values of which are 1 and 3, depending on
whether the present question is or is not a duplicate
of the related question, respectively. This informa-
tion comes from the act of marking questions as po-
tential duplicates of related questions by the CQA
forum moderators. The Stack Exchange (STE) nov-
elty dataset is thus automatically created by extract-
ing pairs of related questions, and the ground truth of
novelty is established based on the value of the Link-
TypeId for each such pair (NOVEL, NON-NOVEL).
The dataset thus created spans 50 different topics
with an average of 4312 question pairs for each topic
resulting in 215667 question pairs. In Figure 1 we
present the statistics for the top ten topics in the STE
dataset.

4 Methodology

Our proposed novelty-detection method is based on
Dynamic Memory Networks (DMN), which proved
to be very effective in question answering.

4.1 Dataset Used
SNLI: SNLI (Bowman et al., 2015) is a widely
used, well-recognized Natural Language Inference

1https://archive.org/details/stackexchange

Figure 1: Statistics of top 10 topics by number of in-
stances in the Stack Exchange dataset. The F-score cor-
responds to the performance of our DMN+ based model
on that topic.

(NLI) corpus. It has 570k human-written English
example pairs that are labeled manually for balanced
classification with the labels entailment, contradic-
tion, and neutral. We use SNLI to train our sentence
encodings method (Infersent).

Stack Exchange Dataset: We parse the Stack Ex-
change data dump to create a Novelty detection
dataset as described in Section 3 and run our pro-
posed model on this newly created dataset.

4.2 Data pre-processing
We convert the source and target documents into a
document matrix by encoding each sentence in the
question into a 2048 dimensional vector. We employ
InferSent(Conneau et al., 2017) for this purpose.

4.3 An improved DMN framework: DMN+
The basic DMN framework (Kumar and Irsoy, 2015)
was proposed for dealing with QA problems. DMN
consists of four independent modules viz. Input
Module, Question Module, Episodic Memory Mod-
ule, and Answer Module that can be improved in-
dependently. We re-implement the DMN+ model
(Xiong et al., 2016b) for our task, which proposes to
change the Input and Memory module of the original
DMN framework.

Input Module: This module is responsible for en-
coding the inputs and adding contextual information
to the inputs to produce fact vectors (f ) used for fur-
ther processing. The vanilla DMN model works on



the word level. In contrast, in the DMN+ model, we
work on document level. We compute all sentences
(contained in a document) embedding beforehand
(using Infersent) and pass them through a Bi-GRU,
and consider the output at each time-step is one fact.
Let us consider our input consists of n sentences,
and representation for each sentence from Infersent
as Si, i = 1....n; so the input is a sequence of n such
representations as follows: S = (s1, s2, s3......sn).
This sequence is fed into a Bi-GRU, At each time
step t, the network updates its hidden state ht =
BiGRU(M [wt], ht−1), where M is the embedding
matrix and wt is the sentence index of the tth sen-
tence of the input sequence. This module outputs the
hidden states of the recurrent network. So we obtain
fn facts representation. The DMN+ approach solves
two problems: (i). it allows for direct interaction be-
tween sentences that might be related to each other;
at the word level, this type of interaction is difficult
to capture, and (ii). a Bi-GRU allows for incorporat-
ing more contextual information from preceding and
succeeding sentences, improving the quality of the
fact vectors. We opt for Bi-GRU as it is lightweight,
has fewer parameters, requires fewer computational
resources, and is much faster than LSTM.

Question Module: We encode the target doc-
ument’s sentence representations via a Bi-GRU.
Given the target question of TQ sentences, hidden
states for the question encoder at time t is given by
qt = Bi − GRU(M [wQ

t ], qt1), M represents the
embedding matrix as in the Input Module and wQ

t

represents the sentence index of the tth sentence in
the question. The word embedding matrix is shared
across the input and question modules. This mod-
ule produces the final hidden state of the Bi-GRU
encoder, q = qTQ

.

Memory Module: The outputs from the previous
two modules are fed into the memory module. We
attend the facts with respect to the question vector
and the memory state (m) (initial memory state is
the question vector itself) using a modified GRU
called Attention GRU to create a context vector (c).
The vanilla model sets the next memory state equal
to this context vector, however the DMN+ model
uses a memory update step to compute the next
memory state using a ReLU layer over c, Q, and

m. The final memory state after a defined number
of memory state updates (also known as episodes or
hops) is sent to the answer module. The final mem-
ory state should have enough information to answer
the question after multiple attention passes over the
incoming facts.

Attention GRU: The attention GRU is a tradi-
tional GRU with its update gate modified, which
represents the importance of the incoming fact at the
current time step. Following is a mathematical rep-
resentation of a traditional GRU (here, x is the in-
coming fact, h is the hidden state of the GRU, i is
the current time step, and • symbolizes the element-
wise product)

ui = σ(W (u)xi + U (u)hi−1 + b(u)) (1)

ri = σ(W (r)xi + U (r)hi−1 + b(r)) (2)

h̃i = tanh(Wxi + ri • Uhi−1 + b(h)) (3)

hi = ui • h̃i + (1− ui) • hi−1 (4)

We replace the update gate u with an attention gate
g as follows (here, f is the incoming fact, q is the
question vector, m is the memory state, i is the cur-
rent time step and t is the current memory update
step)

zti = [fi • q; fi •mt−1; |fi − q|; |fi −mt−1|] (5)

Zt
i = W (2)tanh(W (1)zti + b(1)) + b(2) (6)

gti =
exp(Zt

i )

Σn
k=1exp(Z

t
k)

(7)

hi = gti • h̃i + (1− gti) • h(i−1) (8)

Note that g is the output of a softmax layer which is
essentially a probability distribution of how impor-
tant each feature of the incoming fact is. The final
hidden state of the Attention GRU is called the con-
text vector (c).

Memory update step: This step is used only in
the DMN+ model to compute the memory state
based on the context vector. Note that the initial
memory state m0 is the question vector itself.

mt = ReLU(W t[mt−1; ct; q] + b) (9)
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Figure 2: Novelty detection model based on DMN+
framework, colored blocks represent various tensors (e.g
word/sentence embedding, attention and memory ten-
sors).

Answer Module: This module differs according
to the task at hand. We can use a linear layer with
softmax for classification or one-word answer prob-
lems. We can use an RNN-based decoder network;
if the answer is expected to be a sentence. We
use the former approach, as our task is to classify
the target document (question) as ‘Novel’ or ‘Non-
Novel.’ The final memory state is concatenated with
the question vector and passed through a ReLU layer
followed by a softmax layer for classifying the target
document as novel or non-novel.

5 Evaluation

5.1 Training

We use the Pytorch library for the implementation of
the proposed model. We use the cross-entropy loss
function since we have the softmax layer as the final
layer to classify into Novel or Non-Novel classes.
We initialize the model parameters using the Xavier
initialization method, and we optimize them using
Adam optimizer (Kingma and Ba, 2017). We de-
crease the learning rate (LR) by a factor of 10 on
the validation accuracy plateau with the patience of
3 epochs (if validation accuracy does not improve by
1% in 3 epochs); this allows the optimizer to escape
the local minima when it is stuck in one and prevents

the model from over-fitting. We use a batch size of
32. We train the model for 25 epochs with an early
stopping of 10 epochs (stop if the validation accu-
racy does not improve in 10 epochs). We chose the
model with the best validation accuracy for testing.
We perform model hyper-parameters tuning manu-
ally. The original DMN+ model uses three memory
update iterations (hops) in its memory module; how-
ever, we observe that four hops provides the optimal
result, further increasing the number of hops reduces
the accuracy.

5.2 Results

We test our model on the newly introduced Stack
Exchange (STE) novelty dataset. We compare the
results with two deep learning-based models that
we consider as the baselines and two other exist-
ing comparable systems, viz. (i) RDV-CNN (Ghosal
et al., 2018a) and (ii) Decomposable attention-based
model (Ghosal and Edithal, 2020). For each of the
50 topics in the dataset, we split the available docu-
ment pairs into 80:20 ratios for training and testing,
respectively. We then individually train and evalu-
ate the model on each topic separately. Finally, we
average the performance of the model across all the
topics. We show a comparison of the results in Table
1. From the Table we conclude that leveraging the
DMN+ framework to obtain a joint representation of
a pair of source and target documents and then using
it for Novelty judgment provides much better accu-
racy than simply passing the sentence embeddings
through a BiLSTM.

5.3 Analysis

We now show an example non-novel (redundant)
source/target document pair, where our proposed
model can capture document redundancy. In con-
trast, its close competitor, the decomposable atten-
tion model (Ghosal and Edithal, 2020) fails to detect
the redundancy and classifies the document pair in-
correctly as Novel. We present the model’s predic-
tions along with a heatmap to explain the predictions
in Figure 3.

Source [s1] Coronavirus disease (COVID-19) is
an infectious disease caused by a newly discovered
coronavirus. [s2] Most people who fall sick with
COVID-19 will experience mild to moderate symp-



Model Accuracy P (N) R (N) P (NN) R (NN) F1 (avg)
Doc2Vec + BiLSTM + MLP 64.88% 0.66 0.62 0.64 0.67 0.65
Inner attention + BiLSTM +
MLP

70% 0.60 0.70 0.75 0.75 0.70

RDV-CNN (Ghosal et al.,
2018a)

72% 0.71 0.61 0.70 0.71 0.72

Decomposable Attention
(Ghosal and Edithal, 2020)

77% 0.82 0.68 0.73 0.85 0.77

Inner attention + DMN+ +
MLP

83.64% 0.86 0.80 0.81 0.87 0.84

Table 1: Comparing our model with two baselines and two comparing systems (RDV-CNN and Decom-
posable attention) on the STE dataset. Average performance across all the 50 topics in the STE dataset.
N→Novel, NN→Non-Novel

Topic Link to Source Docu-
ment

Target Document Gold
class

Predicted
class

Comments

blender
/08761.json

https://blender
.stackexchange.com
/questions/16267/i-dont-
know-how-i-locked-
view-offset-but-how-do-i-
unlock-it

https://blender
.stackexchange.com
/questions/47935/how-to-
remove-revert-blender-
object-centre-view

Novel Non-
Novel

Domain specific parlance and overlap-
ping named entities caused the model
to predict Non-Novel

cs /00632.json https://cs.stackexchange.
com/questions/4800/the-
order-of-growth-analysis-
for-simple-loop

https://cs.stackexchange.
com/questions/
10813/decreasing-runs-
of-inner-loop-in-outer-
loop

Non-
Novel

Novel Inability of the model to under-
stand mathematical formatting and
programming language syntax causes
wrong prediction

academia
/00074.json

https://academia
.stackexchange.com
/questions/1190/what-
are-some-good-project-
management-tools-for-
academics

https://academia
.stackexchange.com
/questions/1273/use-
cases-of-org-mode-as-a-
scientific-productivity-
tool-for-academics-
without-pr

Non-
Novel

Novel There are instance of incorrect gold la-
bels in this dataset, since this dataset
is created by an algorithm which uses
linked posts and post metadata, it is
prone to mistakes. In this case the
given document pair is clearly Novel,
however, the gold label states Non-
Novel

Table 2: Error analysis of the DMN+ model using STE instances, topic corresponds to the topic specific
Stack Exchange forum where the questions were asked. The comment column explains the cause of the
miss-classification.

toms and recover without special treatment. [s3] The
virus that causes COVID-19 is mainly transmitted
through droplets generated when an infected person
coughs, sneezes, or exhales. [s4] These droplets are
too heavy to hang in the air, and quickly fall on floors
or surfaces. [s5] You can be infected by breathing in
the virus if you are within close proximity of some-
one who has COVID-19, or by touching a contam-
inated surface and then your eyes, nose or mouth.
[s6] You can reduce your chances of being infected
or spreading COVID-19 by regularly and thoroughly
cleaning your hands with an alcohol based hand rub
or wash them with soap and water. [s7] Washing
your hands with soap and water or using alcohol
based hand rub kills viruses that may be on your
hands.

Target (Non-Novel) [t1] COVID-19 symptoms
are usually mild and begin gradually. [t2] Some
people become infected but don’t develop any symp-
toms and don’t feel unwell. [t3] Most people (about
80%) recover from the disease without needing spe-
cial treatment. [t4] Older people, and those with un-
derlying medical problems like high blood pressure,
heart problems or diabetes, are more likely to de-
velop serious illness.

5.4 Error Analysis

In Table 2 we present a few instances from the STE
dataset wherein our model failed to classify the nov-
elty of the document pair correctly. In some cases,
our model predicts a pair of source and target doc-
uments as non-novel or duplicate due to a signif-



Figure 3: Heatmap denoting attention values between
source and target sentences for the document pair men-
tioned in the Analysis section. Left: attention values from
the last hop of the episodic memory module in our DMN
based model. Right: attention values from the sentence
comparison step of the Decomposable attention model.

icant overlap of named entities between the two.
For instance, consider the pair for the topic blender,
our model incorrectly predicts it as a non-novel pair
mainly because of the use of domain-specific termi-
nologies and due to the occurrence of named entities
such as blender, numpad, view and others in both the
source and the target.

In some other cases, the model makes wrong pre-
dictions due to the inability to understand the mathe-
matical formatting and programming language syn-
tax used in the questions’ text. An example of such
a pair is the one under the topic of cs, in which both
the source and target consist of code snippets and
inline mathematical expressions. Moreover, there
are also instances of erroneous duplicate tagging of
the question pairs in the gold set. This might be at-
tributable to the subjective nature of the job, as often
in CQA forums, the questions marked as duplicates
and merged by moderators are later unmerged af-
ter reviewing the appeals from the original user who
posted the question or even fellow community mem-
bers. This is illustrated by the pair from the topic
academia.

6 Conclusion and Future Work

In this work, we address the problem of dupli-
cate question identification in community question-
answering forums from the perspective of textual
novelty detection. To the best of our knowledge,

no prior work has leveraged textual novelty detec-
tion for tackling this problem. We use a deep Dy-
namic Memory Network, specifically the DMN+ for
assimilating information from multiple source ques-
tions to detect the novelty of a target question at the
semantic-level. Our method outperforms the deep
learning-based baselines and recently proposed tex-
tual novelty detection methods. We also propose a
new dataset consisting of 215K novel and non-novel
question pairs over 50 different topics. We automat-
ically create this dataset from the publicly available
data dumps of the Stack Exchange network of web-
sites.

In the future, we would like to validate our ap-
proach on other CQA forums such as Reddit and
Quora questions/posts. We would also like to in-
vestigate how the recent large contextual language
models would perform for this problem. We envis-
age that our novel investigation of associating tex-
tual novelty detection to detect semantic duplicates
on the web would aid in several downstream tasks to
alleviate the quality of information available.
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