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Abstract

One of the emerging research fields in Natural
Language Processing is Noise Detection (ND),
the process of identifying posts containing
noise information on textual data. While nu-
merous datasets and approaches are developed
for ND research in other languages, equiv-
alent resources for the Vietnamese are lim-
ited. To the best of our knowledge, no dataset
or method has been investigated or proposed
to address the noise Detection tasks in the
Vietnamese language. In reality, noise data
is constantly present in datasets and some-
times hurts relevant model performance. To
overcome this limitation, we propose ViND, a
first human-annotated dataset that is available
to the scientific community as a benchmark
for the task of Vietnamese Noise Detection.
The ViND dataset contains 12,862 posts col-
lected from five major Vietnamese real es-
tate news websites. This paper provides an
overview of the Vietnamese Noise Detec-
tion task, the process of creating the ViND
dataset, and the techniques for carrying out the
baseline experiments. On the ViND dataset,
the PhoBERTlarge model outperforms robust
baseline models such as LSTM, Bi-LSTM,
BERT, RoBERTa, XLM-R, and DistilBERT
and achieves a macro F1-score of 0.9024. In
addition, our proposed method also success-
fully improves the related task’s performance,
mainly Vietnamese Named Entity Recognition
(NER) for real estate posts, about 0.0239 in
terms of macro F1-score.

1 Introduction

In Natural Language Processing (NLP) and Ma-
chine Learning, data and data processing play
a significant role, especially when working with

∗*Corresponding author: Binh T. Nguyen (e-mail: ngt-
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user-generated or social network content formed
in non-standardized text. Furthermore, data in this
aspect generally contains meaningless or useless,
and this kind of information often impacts nega-
tively on purpose but is easily ignored. Therefore,
to increase the quality of data and the performance
of the NLP models, removing all of the noisy in-
formation from the dataset (Subramaniam et al.,
2009) is necessary.

The explosion of data available from social net-
working and e-commerce platforms has opened
the need and opportunities for noise information
processing in NLP (Al Sharou et al., 2021). How-
ever, for real estate, the posts could be disturbed
by the wrong input from creators, missing essen-
tial descriptions, and the mistakes made by real
estate agents. Besides, there is a wide range of
helpful values with complete information. Never-
theless, their definitions are still ambiguous and
complicated, making them difficult to distinguish
from the actual noise (Subramaniam et al., 2009).
Moreover, Vietnamese real estate post data also
includes many challenges such as abbreviations,
spelling errors, or some unclear situations that lead
to misunderstandings for readers.

In this research, we present a study on building
a Vietnamese real estate post dataset and a pro-
posed method for Noise Detection in Vietnamese
real estate posts data to improve the efficiency of
other vital tasks on this data. Firstly, we collected
data from Vietnam real estate from websites. Next,
according to annotation guidelines, we annotated
the data to noise or non-noise. Finally, we con-
duct experiments on noise classification methods
to compare, analyze and propose a suitable tech-
nique. Three main contributions of this paper are
summarized as follows:
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1. We present ViND, the first manually-
annotated dataset created to serve as a bench-
mark for the task of Vietnamese Noise De-
tection. There are 12,862 posts annotated us-
ing a strict and efficient process to assure the
dataset’s quality.

2. Based on the best-performing model
PhoBERTlarge, we proposed a simple and
efficient method for the Vietnamese Noise
Detection task. Various experiments were
implemented and evaluated on the ViND
dataset using state-of-the-art baseline mod-
els. Moreover, we experimented with a
combination of Noise Detection and the
NER task for Vietnamese real estate posts to
verify the effectiveness and contribution of
the proposed method.

3. We have analyzed the error cases, limitations,
and specific case studies that need to be ad-
dressed to improve the models’ performance
and develop further studies.

The rest of this paper can be organized as fol-
lows. First, in Section 2, we survey and describe
an overview of the fundamentals of the Noise De-
tection task and relevant studies. Next, Section 3
shows the process of building our ViND dataset,
including three stages: data collection, data anno-
tation, and validation of annotation. Then, Sec-
tion 4 contains our experiment and analysis on the
ViND dataset, which includes the performance of
the baseline models and common error cases. Fi-
nally, Section 5 provides our main conclusion and
future works.

2 Fundamental of Noise Detection

2.1 Task Definition

The starting step for the Noise Detection task is
to determine a proper noise definition (Al Sharou
et al., 2021). It is worth noting that the mean-
ing of the noise can be different on diverse issues.
In this section, we aim to recapitulate the Viet-
namese Noise Detection task. The goal of this task
is to classify the label y (noise or non-noise) cor-
responding to a provided real-estate advertisement
post X.

Input: Given Vietnamese real estate posts on
the real estate websites.

Output: One of the two labels described below.

1. Noisy real estate posts (NOISE) contains
noisy data that are frequently intended to
cause confusion and can harm the impression
of information about a certain real estate. A
post is identified as NOISE if it (1) mention
many real estates in a single post; (2) does
not provide critical information such as an ad-
dress, price, or area; (3) refers to numerous
pricing and places for one real estate.

2. Non-noise real estate posts (Non-NOISE)
is a normal post. It can be an advertisement,
brokerage, buying, or selling of real estate
that contains transparent and necessary infor-
mation without being confusing or restrictive.

Figure 1: Several instances of the Noise Detection task
in Vietnamese.

2.2 Existing Methods for Noise Detection
Subramaniam et al. (Subramaniam et al., 2009)
presented a picture of text noise types for doc-
uments. The authors surveyed different research
topics, including Information Retrieval, Text Clas-
sification, Text Summarization, and Information
Extraction tasks. The review showed general text
noises for different sources of documents from
different task aspects. Therefore, there would
be many methods for each text noise type of the
noise-detection task. Jindal et al. (Jindal et al.,
2019) proposed a framework to enable a DNN to
learn better sentence representations in the pres-
ence of label noise for text classification tasks.



It helped noise models absorb most of the la-
bel noise. Bagla et al. (Kumar et al., 2020)
conducted experiments by using SOTA methods
such as BERT (Devlin et al., 2019), RoBERTa
(Liu et al., 2019), etc., on IMDB movie reviews
datasets (Maas et al., 2011) and Stanford Senti-
ment Treebank (SST-2) (Socher et al., 2013) for
the binary text classification task. The research
also pointed out the importance of being mindful
of any noise in text data when fine-tuning NLP
models on noise text data.

2.3 Noise Detection in Vietnamese Real
Estate

Text-noise is observable in most digital texts, in-
cluding emails, SMS, blogs, and so on (Subra-
maniam et al., 2009). Furthermore, as real estate
post data can be contributed by the community, be-
ing affected by noise is unavoidable. Noisy texts
will degrade the performance of machine learn-
ing models, particularly transformer-based models
(Kumar et al., 2020). Despite significant global
development in this field (Jindal et al., 2019; Ku-
mar et al., 2020), research in Vietnam is still lim-
ited. According to our survey, there is no re-
search on this topic in Vietnam. As a result, we
propose implementing Noise Detection into real
estate posts. Our work contributes to the first
dataset for Vietnamese Noise Detection in real es-
tate posts. It also implements SOTA methods such
as deep neural networks and transformer-based
models to evaluate the findings.

3 Dataset Creation

Figure 2 depicts an overview of the process we per-
formed to make the ViND dataset. Our dataset cre-
ation process goes through three phases: Dataset
Collection, Data Annotation, and Validation of
Annotation. These phases are described in detail
as follows.

Figure 2: The procedure of creating ViND dataset.

3.1 Data Collection
Our data for this study comes from publicly avail-
able online sources, including major real estate
websites in Vietnam, including https://nhad
at247.com.vn, www.prozy.vn, https:
//homedy.com, https://muaban.net,
and www.batdongsan.com.vn. For data col-
lection, we use the robust Python tool - Beautiful
Soup1. This library significantly assists us in ex-
tracting data from HTML or XML files by provid-
ing Pythonic techniques for iterating, searching, or
editing directly on the parse tree. After the crawl-
ing is completed, an appropriate database is con-
structed to store the data.

Each collected sample of real estate posts typi-
cally includes a post description and any additional
information such as an address, area, and price.
In some situations, such as when the post descrip-
tion contains undesirable artifacts, erroneous char-
acters, or HTML markers, it is still possible to col-
lect this information. Nonetheless, raw data could
occasionally lack critical information from post
descriptions. Therefore, combining all relevant
features collected from the post description with
those already available in raw data could be criti-
cal in building an effective data collection strategy
from multiple sources. In the end, we collected
12,862 samples to create the ViND dataset.

3.2 Data Annotation Process
Metric For Inter-Annotator Agreement Co-
hen’s Kappa is commonly used to evaluate inter-
annotator agreement (IAA) in several tasks and
is widely considered as the benchmark (McHugh,
2012). As a result, we employ Cohen’s Kappa
(Bhowmick et al., 2008) to compute inter-
annotator agreements of annotators and quality as-
surance of human annotation. The Cohen’s Kappa
coefficient can be formulated as follows:

k =
Pr(a)− Pr(e)

1− Pr(e)
, (1)

where k represents an inter-annotator agreement,
Pr(a) represents a relative observed agreement
among raters, and Pr(e) represents the hypotheti-
cal probability of chance agreement.

3.2.1 Stage 1: Pilot Annotation
We recruited six undergraduate students for our
annotation tasks. Most of them had experience

1https://pypi.org/project/beautifulso
up4/
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annotating several datasets in Vietnamese Natu-
ral Language Processing. The primary goal of
this Pilot Annotation Stage was to acquaint our
annotators with the task. After that, we created
an initial set of annotation guidelines with exam-
ples and sent them to annotators. Then, before
annotating the same 200 random samples from
the collected data, all annotators were asked to
proofread carefully and rigorously adhere to the
annotation guidelines. They repeated these steps
five times to compute IAA using Cohen’s Kappa,
which was obtained by averaging the results of
pairwise comparisons among all annotators. Fi-
nally, annotators annotated the data independently
until the inter-annotator agreement of the annota-
tions achieved more than 0.80 (near perfect agree-
ment) (McHugh, 2012), and they completed the
annotation guidelines. Figure 3 presents the IAA
of our staff on the tasks of Vietnamese Noise De-
tection during the Pilot Annotation stage.

Figure 3: Inter-annotator agreements from five separate
annotation training rounds.

Annotation Guidelines A detailed annotation
guideline has been explicitly composed for the an-
notators to identify and label noises efficiently.
The proposed guideline includes the following
phases: (1) If the annotating post contains suffi-
cient information in the description, it will be la-
beled as not noise; (2) Any post whose descrip-
tion mentions more than one real estate or contains
many values for the same property, such as area or
price, can be labeled as noise; (3) There are also
posts with either selling or renting types or a com-
bination of these two types that do not provide any
information about the address and area or address
and price of a specific real estate. Again, it im-
plies that those posts can be labeled “noise” when
no helpful information is found.

Sometimes the guidelines do not cover all the
diversity of real estate posts and can create chal-
lenges that the annotation team may face during
the annotation process. Some rare cases where the
post contains ambiguous information that is too
difficult to identify noise can be set aside for later
discussion. After each discussion, the guideline
will be modified in detail and complemented to
generalize better to new cases in the future.

3.2.2 Stage 2: Ground Truth Annotation
We randomly selected a Ground Truth set of 1,200
posts from the collected data for this stage. Two
guideline developers independently annotated the
Ground Truth set using the well-developed guide-
lines from the previous step and reached an IAA
of 0.87. These annotators have a deep awareness
of the data and tutorials that ensure the reliability
and efficacy of the annotation process. In addition,
they discussed annotation concerns and solutions
for further improvement.

3.2.3 Stage 3: Main Annotation
We divided the collected posts into six equal and
non-duplicating subsets. Each well-trained anno-
tation from Phase 1 will be assigned a subset to
annotate. In addition, we add 200 samples from
the ground truth set to each subset at random and
separately. Annotators were asked to modify tasks
until the IAA reached 0.80 or higher. Then, the
IAA (Cohen’s Kappa) was evaluated by compar-
ing each annotator to the corresponding ground
truth. This procedure was completed with a mean
Cohen’s Kappa of 0.83.

3.3 Validation of Annotations

We carefully validated the annotated data before
publishing it for research purposes. We required
our annotators to self-check the posts they had an-
notated and prepare short notes to report on their
own mistakes after annotating every 500 samples
to improve their annotation. This effort decreases
the possibility of our annotators making the same
mistake too often. To reduce the error rate, we
have an additional step of cross-checking once we
complete annotating every 3,000 samples. Our
staff then investigates and validates any mistakes
discovered by others.

3.4 Dataset Statistics

The ViND dataset contains 12,862 posts divided
into three subsets: training, development, and test,



with a ratio of 6:2:2. Basic statistics of the three
ViND subsets are shown in Table 12. We can see
that the length of posts ranges from 8 to 1,038
words, with an average of 110 words utilized in
each post. Besides, having a large quantity of
training vocabulary allows us to train and fine-
tune the models more effectively. Interestingly,
posts labeled with noise are, on average, 12.2±1.5
words less in length than non-noise posts. It is
because non-noise data contains posts that do not
provide essential information, making it shorter.

Table 1: Basic statistics of proposed ViND dataset.

Training set Development set Test set

Fu
ll

D
at

a

Number of posts 7,717 2,571 2,574
Average posts length 109.5 111.2 108.3
Total Vocabulary size 845,632 283,404 278,808
Maximum posts length 1038 622 622
Minimum posts length 8 11 8

N
oi

se

Number of posts 1,524 417 420
Average posts length 98.1 101.2 98.4
Total Vocabulary size 123,117 42,229 41,337
Maximum posts length 585 579 505
Minimum posts length 8 13 8

N
on

-n
oi

se

Number of posts 6,463 2,154 2,154
Average posts length 111.8 111.9 110.2
Total Vocabulary size 722,515 241,175 237,471
Maximum posts length 1038 622 622
Minimum posts length 8 11 10

Figure 4 depicts the distribution statistics of the
number of posts with and without noise labels in
each ViND subset. We can observe from the sta-
tistical results that the dataset is unbalanced since
posts with noise labels account for a considerable
proportion of the total. It can be explained by
the fact that, in real life, the real estate websites
we choose to collect have a team of administrators
who filter and eliminate noise posts. However, for
objective reasons, a small proportion of such posts
still exist and should be deleted from the system.

Figure 4: The labels distribution on each ViND subset.

2Note that vocabulary size and comment length are com-
puted at the word level.

4 Experiments

Figure 5 presents an overview of the experimental
procedure for our task in this paper.

Figure 5: Overview of the experimental procedure for
Vietnamese Noise Detection.

4.1 Data Preprocessing

The dataset is processed using the following tech-
niques before it is used in experiments: (1) Nor-
malizing text to Unicode standard; (2) Cleaning
input formats (e.g., HTML or Javascript from
crawlers); (3) Removing invalid characters (e.g.,
emojis, non-Vietnamese characters). Example:
*Nhà đẹp lung linh**beautiful house*→Nhà đẹp lung
linhbeautiful house; (4) Fixing non-standard diacriti-
cal marks and non-standard punctuations. Exam-
ple: Thanh Hoá→ Thanh Hóa, uỷ bancommittee →
ủy bancommittee; (5) Using the VnCoreNLP tool (Vu
et al., 2018) to do word segmentation.

4.2 Baseline models for Noise Detection
performance comparison

We experiment with various approaches to clas-
sify noise data, including transformer-based pre-
trained language models and deep neural network
models. In this study, state-of-the-art models,
including LSTM, Bi-LSTM, BERT, RoBERTa,
XLM-R, DistilBERT, and PhoBERT, are imple-
mented and fine-tuned to find the best model for
the task of Vietnamese Noise Detection.

Long Short Term Memory (LSTM) is a particu-
lar type of RNN, which was introduced by Hochre-
iter et al. (Hochreiter and Schmidhuber, 1997) in
1997. This method has an additional memory cell
compared to traditional RNN to capture long-term
dependencies information. Moreover, LSTM also
presents new gates like input and forget gates to
control gradient flow, helping us avoid vanishing
gradients when training.

Bidirectional-LSTM (Bi-LSTM) is an extended
version of LSTM (Hochreiter and Schmidhuber,
1997) that was proposed by Grave et al. (Schuster
and Paliwal, 1997). Unlike standard LSTM, this
approach utilizes the information flow from both
directions, thus, enhancing the understandability



of the model. BiLSTM can be used in various
NLP tasks like machine translation, named entity
recognition, and our text classification task.

Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2019) is a
transformer-based approach for pre-trained in var-
ious NLP task which was developed by Delvin et
al. in 2018. This technique was pre-trained on two
tasks: masked language modeling and next sen-
tence prediction. This work uses the training set
for fine-tuning the pre-trained BERT model before
classifying posts.

Robustly optimized BERT approach
(RoBERTa) (Liu et al., 2019) is trained with
the help of dynamic masking. This technique
forces the system to predict the hidden sections
of text truly while unannotated language ex-
amples. RoBERTa, implemented in PyTorch,
is an extension of the BERT approach (Devlin
et al., 2019) with some adjustments in terms
of key hyper-parameters like mini-batches size
and learning rates. This method also discards
the next-sentence pre-trained objective from the
original BERT.

XLM-RoBERTa (XLM-R) (Conneau et al.,
2020) is a multilingual language model introduced
Conneau el at. in 2019. It is a variant of RoBERTa
(Liu et al., 2019) which was pre-trained on 2.5T
of data across 100 languages containing 137GB of
Vietnamese texts. On several cross-lingual bench-
marks, this technique outperforms mBERT (Con-
neau et al., 2020).

DistilBERT (Sanh et al., 2019) is a smaller ver-
sion of BERT approach (Devlin et al., 2019) which
was introduced by Sanh et al. in 2019. Although
it just contains 40% fewer parameters than BERT,
this method enables it to preserve over 95% of
BERT’s performance and execute 60% faster. Tak-
ing advantage of this efficient method, we utilize
DistillBERT in our experiment with the belief of
achieving a sustainable result.

PhoBERT (Nguyen and Tuan Nguyen, 2020)
is a monolingual pre-trained language model
that was trained on a 20GB Vietnamese dataset
using the same architecture and approach as
RoBERTa (Liu et al., 2019). PhoBERT enables
to outperform many state-of-the-art approaches
in Vietnamese-specific NLP tasks, including text
classification (Nguyen and Tuan Nguyen, 2020;
Tran et al., 2022, 2021).

4.3 Experimental Settings

We use the training set to fit experimental pa-
rameters and the development set to fine-tune
classifier hyper-parameters. We utilize the test
set to evaluate our baselines and implement an
Adam optimizer (Kingma and Ba, 2015) with a
Dropout of 0.2 and a fixed learning rate of 1e-5,
and num_train_epochs equal to 4 to fine-tune the
hyper-parameters of baseline models. Deep neural
network models, including LSTM and Bi-LSTM,
are implemented with a 300 embedding size and a
Dense two output layer with a Sigmoid activation
function. We also pass our input through several
well-known word embedding (Tuan Nguyen et al.,
2020; Vu Xuan et al., 2019) before feeding it to
LSTM and Bi-LSTM model.

In this work, we use simpletransformers3 to
implement all pre-trained language models in
transformer-based models. These pre-trained
models have a max sequence length equal to 100
and a learning rate decay of 0.01. In addition,
we also apply both variants of BERT, RoBERTa,
XLM-R, and PhoBERT, including base and large
versions.

4.4 Noise Detection Performance Evaluation
Metrics

This section presents the evaluation metrics em-
ployed in this study. The commonly used metrics
for text classification tasks in general (Sokolova
and Lapalme, 2009), and detecting noise posts
in particular, are Precision, Recall, and F1-score.
However, because the proposed datasets have no-
tably imbalanced classes, the average macro F1-
score, the harmonic mean of Precision and Recall,
is the optimal metric for this task. As a result,
we used the average macro F1-score as the critical
measure, with the Precision and Recall providing
additional information.

4.5 Experimental Results

Table 2 shows our results from the experiments.
Compared to deep learning models, the combina-
tion between Bi-LSTM and FastText has the high-
est F1 score of 0.6594 for the ViND test Full
Data. Furthermore, the model mentioned above
has an F1 score of 0.4119, the highest in the Noises
Data category. Besides, combining Bi-LSTM with
PhoW2Vword achieves the greatest F1-score of
0.9077 in the Non-noises Data category.

3https://simpletransformers.ai/

https://simpletransformers.ai/


Table 2: Noise Detection results on the ViND test set using various methods. The best outcomes in each category
are highlighted.

Model Full Data Noises Data Non-noises Data
Pre. Rec. F1-score Pre. Rec. F1-score Pre. Rec. F1-score

LSTM + fastText 0,8489 0,5972 0,6248 0,8333 0,2024 0,3257 0,8645 0,9921 0,9239
LSTM + Word2vec 0,8133 0,6116 0,6429 0,7576 0,2381 0,3623 0,8690 0,9851 0,9234
LSTM + PhoW2Vword 0,8449 0,6015 0,6307 0,8241 0,2119 0,3371 0,8658 0,9912 0,9242
LSTM + PhoW2Vsyllable 0,8634 0,5946 0,6213 0,8632 0,1952 0,3184 0,8637 0,9940 0,9242
Bi-LSTM + fastText 0,6952 0,6404 0,6594 0,5106 0,3452 0,4119 0,8799 0,9355 0,9068
Bi-LSTM + Word2vec 0,6839 0,6383 0,6549 0,4883 0,3476 0,4061 0,8796 0,9290 0,9036
Bi-LSTM + PhoW2Vword 0,6976 0,6372 0,6573 0,5165 0,3357 0,4069 0,8787 0,9387 0,9077
Bi-LSTM + PhoW2Vsyllable 0,6926 0,6406 0,6590 0,5052 0,3476 0,4118 0,8801 0,9336 0,9061
BERTbase 0,9172 0,8326 0,8674 0,8938 0,6810 0,7730 0,9406 0,9842 0,9619
BERTlarge 0,8973 0,8701 0,8829 0,8390 0,7690 0,8025 0,9557 0,9712 0,9634
RoBERTabase 0,9219 0,8209 0,8608 0,9076 0,6548 0,7607 0,9362 0,9870 0,9609
RoBERTalarge 0,9016 0,8820 0,8914 0,8430 0,7929 0,8172 0,9601 0,9712 0,9656
XLM-Rbase 0,9307 0,8313 0,8711 0,9218 0,6738 0,7785 0,9396 0,9889 0,9636
XLM-Rlarge 0,9324 0,8270 0,8686 0,9269 0,6643 0,7739 0,9380 0,9898 0,9632
DistilBERT 0,9153 0,8894 0,9016 0,8686 0,8024 0,8342 0,9620 0,9763 0,9691
PhoBERTbase 0,9416 0,8661 0,8983 0,9313 0,7429 0,8265 0,9518 0,9893 0,9702
PhoBERTlarge 0,9312 0,8790 0,9024 0,9053 0,7738 0,8344 0,9571 0,9842 0,9705

With transformer-based models, we get better
outcomes in every area when utilizing DistilBERT
and PhoBERT. For example, whereas DistilBERT
has the two highest Recall scores for Full Data and
Noises Data categories (0.8894 and 0.8024, re-
spectively) and the highest value of 0.9620 for Pre-
cision of Non-noise Data category, PhoBERTbase

has the two highest Precision of Full Data and
Noise Data with 0.9416 and 0.9313 orderly.

Experimental results indicate that the
PhoBERTlarge model outperforms transformer-
based models on Full Data, Noise Data, and
Non-noise Data, respectively, by an F1 score
of 0.9024, 0.8344, and 0.9705. The PhoBERT
model, particularly the PhoBERTlarge model,
has the benefit of being trained on a substantial
Vietnamese data domain gathered from vari-
ous subjects and news websites (Nguyen and
Tuan Nguyen, 2020). Due to the diversity of
language in the pre-trained and training data,
domain knowledge and terminology are better
represented, improving model performance.

Furthermore, the traditional technique using
LSTM and PhoW2Vec provides an outstanding re-
sult in 0.9940 of Recall. Besides, one can see
that almost the metric values of transformer-based
models are higher than the older ones. On the
other hand, the monolingual pre-trained language
model for Vietnamese (PhoBERT) beats the mul-
tilingual models on the task of Vietnamese Noise
Detection. It turns out that existing solutions can
solve Noise Detection tasks and generate positive
results.

4.6 Error Analysis and Discussion

Based on the macro F1 scores, we select the best
baseline models, DistilBERT, PhoBERTbase, and
PhoBERTlarge, to perform error analysis. Then,
as shown in Figure 6, we report the statistics of
the ratio of various types of error cases4 of 200
random samples in the ViND development set.

Table 3: Case studies in ViND development
set. We evaluate DistilBERT, PhoBERTbase, and
PhoBERTlarge on 3 sampled posts, with their gold la-
bels and model predictions.

We notice that Information overlap5, Needing
syntactic knowledge6, and Short sequence7 are

4Definition of errors are explained in the Appendix A.
5The presence of several overlapping items of information

on a given property in the case.
6The case contains complicated syntactic structure, and

the model is unable to recognize the exact meaning.
7The input case is very short (< 20 words).



Figure 6: We conduct error analysis on ViND datasets with three best-performing models. We divide error cases
into eight categories: Ambiguity, Needing domain knowledge, Needing syntactic knowledge, Information overlap,
Short sequence, Annotation mistake, Rare words, and Irrelevant description.

the most common types of failure in DistilBERT,
PhoBERTbase, and PhoBERTlarge. DistilBERT
model, in particular, has a high proportion of type
Needing domain knowledge errors because it was
pre-trained on a limited Vietnamese data domain.

We further show some cases study on ViND de-
velopment set in Table 3. In the first case, we no-
tice that both DistilBERT and PhoBERTbase fail
to predict the post’s label, while PhoBERTlarge

can obtain the correct prediction. Since this post
includes real estate terms and PhoBERTlarge pre-
trained language models that have the advantage of
being trained on a larger Vietnamese data domain,
one could use domain knowledge to comprehend
those terms. In the second case, all three mod-
els fail to detect the noise since the post is highly
complicated and contains information overlap. In
the last point, PhoBERTlarge incorrectly predicts a
short post because the model requires a significant
amount of information to identify.

As depicted in Figure 6 and Table 3, overlapping
information, lack of information due to limited in-
put data, and complexity in posting structure are
challenging issues that need to be addressed in the
future. In conclusion, we conclude that the task
of Vietnamese Noise Detection is challenging due
to the unique peculiarities of the Vietnamese lan-
guage, and more state-of-the-art methods should
be investigated and proposed.

4.7 Contribution Verification For The
Proposed Noise Detection Model

We have investigated the proposed method’s ef-
fectiveness in reducing noise posts in the NER
task for Vietnamese real estate posts. In experi-

ments, we utilize our best model, PhoBERTlarge,
as a classifier, and the system can eliminate the
advertisement posts predicted by the model to be
noise. In contrast, the remaining posts can be used
to train and evaluate NER models.

To ensure reliability and transparency in the
comparison, we conduct the experiment using the
same data partitioning, experimental settings, and
metrics as Son et al. (Huynh et al., 2021). Fur-
thermore, we decide to compare our approach with
Son et al. (2021) as it is the most recent research in
the Vietnamese NER task and is in the same field
as the real estate news we are addressing.

The experimental results are presented in Tale 4.
The results show that our proposed Noise Detec-
tion method significantly improves the NER per-
formance (increase up to 0.0239 F1-score). As a
result, using PhoBERTlarge to reduce noise data is
efficient and generates state-of-the-art results on
the task of NER for Vietnamese real estate.

5 Conclusion and Future Works

This paper presents ViND, a new Vietnamese real
estate posts dataset for Noise Detection, includ-
ing 12,862 samples. In addition, we implement
LSTM and BERT models to find a better model
that achieves better performance in the Noise De-
tection task. Finally, from the obtained results, we
analyze and record typical error cases that need to
be handled to help improve model performance.

As discussed in Section 4.6, we will investigate
and test approaches for dealing with imbalanced,
overlapping data to improve the solution’s perfor-
mance in the future. Moreover, our research lays



Table 4: The results compare NER models performance without and with using Noise Detection.

Model
Previous study

(Huynh et al., 2021)
Our Noise Detection

+ (Huynh et al., 2021)
Precision Recall F1-score Precision Recall F1-score

MaxoutWindowEncoder W64 0.8623 0.8933 0.8775 0.8739 (↑0.0116) 0.9224 (↑0.0291) 0.8975 (↑0.0200)
LSTM W64 0.8486 0.8628 0.8556 0.8581 (↑0.0095) 0.8591 (↓0.0037) 0.8586 (↑0.0030)
MishtWindowEncoder W64 0.8677 0.8669 0.8673 0.8753 (↑0.0076) 0.8874 (↑0.0205) 0.8813 (↑0.0140)
BiLSTM W64 0.8573 0.8331 0.8450 0.8547 (↓0.0026) 0.8525 (↑0.0194) 0.8536 (↑0.0086)
MaxoutWindowEncoder W300 0.8739 0.8871 0.8805 0.8783 (↑0.0044) 0.8968 (↑0.0097) 0.8875 (↑0.0070)
LSTM W300 0.8649 0.8869 0.8758 0.8675 (↑0.0026) 0.8946 (↑0.0077) 0.8808 (↑0.0050)
MishWindowEncoder W300 0.8914 0.9237 0.9072 0.9174 (↑0.0260) 0.9452 (↑0.0215) 0.9311 (↑0.0239)
BILSTM W300 0.8524 0.8549 0.8535 0.8725 (↑0.0201) 0.8782 (↑0.0233) 0.8753 (↑0.0218)

the groundwork for various emerging research in
Natural Language Processing, such as: (1) Named
entity recognition; (2) Text classification; (3) Nat-
ural Language Inference.

Limitations and Ethics

We recognize the risk of releasing a dataset for de-
tecting noise texts. For example, because of the
subjectivity of manual annotation, our dataset may
contain mislabeled data. In addition, due to lim-
its in data coverage and training approaches, our
benchmarks cannot detect all types of noise. How-
ever, we believe that our proposed benchmark pro-
vides more advantages than risks.

All comments in ViND are collected from real
estate news websites. This study has ensured user
anonymity by eliminating all relevant information
when constructing the dataset and rigorously ad-
hering to data source protocol. As a result, the
items in our dataset DO NOT reflect our opinions
or thoughts. ViND is made available to the public
for research purposes only.
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A Definition of Error Cases for Error
Analysis

We introduce the error definition as follows and
illustrate some error cases for Vietnamese Noise
Detection tasks in Figure 6:

• Ambiguity: the case has the same context
but a distinct meaning, which causes the pre-
diction to be incorrect.

• Needing domain knowledge: there is real-
estate terminology in the case that requires
domain knowledge to comprehend.

• Needing syntactic knowledge: the case con-
tains complicated syntactic structure, and the
model fails to recognize the exact meaning.

• Information overlap: the presence of sev-
eral overlapping items of information on a
given property in the case.

• Short sequence: the input case is very short
(< 20 words).

• Annotation mistake: the annotated label is
incorrect.

• Rare words: the case contains low-
frequency terms.

• Irrelevant description: the instance has a
large amount of irrelevant information, which
causes the prediction to be incorrect.
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