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Foreword 
 

The 36th Pacific Asia Conference on Language, Information, and Computation, PACLIC 36 (2022) is 

organized by the Department of English and Applied Linguistics, Br. Andrew Gonzalez FSC College of 

Education, De La Salle University, the National University (Philippines), and the Lasallian Institute for 

Development and Educational Research (LIDER), De La Salle University. This edition of the PACLIC 

series of conferences, as its long tradition, continues to emphasize the synergy of theoretical analysis 

and processing of natural language, aiming to strengthen the communication between researchers 

working in different fields of language study in the Asia-Pacific region as well as around the world.  

 

Like its predecessors in 2020 and 2021, the 36th PACLIC Conference was held fully online due to the 

COVID-19 pandemic’s continued restriction on mobility in the Philippines. We fervently hope that the 

local and global situation on COVID eases in the future, such that we could resume a face-to-face format 

of the conference. We received 164 submissions out of 25 countries in total, tallying a 62.19 percent 

acceptance rate. In the 102 papers accepted, 84 of which were for oral presentations and 18 for poster 

presentations. In addition to excellent oral and poster presentations, the conference also highlighted 

three plenary talks and three invited talks delivered by notable scholars in the field. We thank Kathleen 

Ahrens, Hanjung Lee, Stefanie Shamila Pillai, Wilkinson Daniel Wong Gonzales, and Nguyen Thi Minh 

Huyen. 

 

We would also like to thank the PACLIC Organizing and Steering Committee for being the backbone of 

this conference, especially in light of logistical difficulties and unique challenges of the conference’s 

online setup. We express our sincerest gratitudes to the Local Organizing Committee, Reviewers, and 

the Secretariat for ensuring that the conference’s preparation and execution were done efficiently and 

smoothly. Lastly, we would like to thank Department of English and Applied Linguistics, the Br. 

Andrew Gonzalez FSC College of Education and the Office of the President and the Office of the Vice 

President Research and Innovation of the De La Salle University for all the support to this endeavor. 

 

         

       Shirley N. Dita 

       Jong-Bok Kim 

       Rachel Roxas 

       36th PACLIC Program Committee Chairs 

       (on behalf of the Organizing Committee) 
 

iii



Organizers 
 

PACLIC Steering Committee Standing Members: 

Chu-Ren Huang, The Hong Kong Polytechnic University, Hong Kong  

Jong-Bok Kim, Kyung Hee University, Seoul 

Ryo Otoguro, Waseda University, Tokyo 

Rachel Edita O. Roxas, National University, Manila  

Maosong Sun, Tsinghua University, Beijing 

Benjamin T’sou, City University of Hong Kong, Hong Kong  

Min Zhang, Soochow University, Suzhou 

 

Local Organizing Committee 

 Conference Chair:   Shirley N. Dita 

 Conference Co-Chairs:  Arlene O. Trillanes 

         Rochelle Irene G. Lucas 

 

Program Committee 

 Chairs:   Jong-Bok Kim 

                 Rachel Editha Roxas 

                 Shirley N. Dita 

 Co-Chairs:  Rochelle Irene Lucas 

   Leah Gustilo 

   Raymund Vitorio 

 Members: Sharon Joy Bulalang 

   Grace Cortez 

   Aileen Bautista 

 

Publicity Committee 

 Chair:  Mideth B. Abisado 

 Members: Angelique D. Lacasandile 

   Ryan Richard H. Guadaña 

 

Registration Committee 

 Chair:  Marilou Santos 

 Member: Ma. Angelica Gumangan 

 

 

Logistics Committee 

 Chair:  Frederick Talaue 

 Members: Philip Rentillo 

   Aileen Bautista 

 

Communications Committee 

 Chair:  Jean Purpura 

 Member: Eden Grace Canopio 

 

 

 

iv



Secretariat 

 Lovely Liz De Luna  

 Ma. Nilda Perilla 

 Ronnie Sabado 

 

Program Sub-committee/Reviewers: 

  

Muhammad Afzaal Ramsey Ferrer Vladimir Mariano Shu-Ing Shyu 

Ericson Alieto Ana Cristina Fortes Dalos Miguel Melanie Siegel 

Alice Mae Arbon Cecilia Genuino Eusebio Jr. Mique Pornsiri Shinghapreecha 

Aireen Arnuco Ryn Jean Fe Gonzales Alen Mateo Muñoz Sanghoun Song 

Chirbet Ayunon Wilkinson Gonzales Naonori Nagaya Elineth Suarez 

Judith Azcarraga Yanhui Gu Thi Minh Nguyen Christian Sy 

Nguyen Bach Nicanor Guinto Nathaniel Oco Jennifer Tan-De Ramos 

Aileen Bautista Munpyo Hong Ethel Ong Michael Tanangkingsing 

Alejandro Bernardo Joseph Imperial Chautamanee Onsuwan Zhivang Teng 

Annie Mae Berowa Rowland Imperial Jong C. Park Gina Ugalingan 

Sharon Bulalang Jeffrey ingosan Rafael Michael Paz Paolo Valdez 

Mary Joy Canon Jong-Bok Kim Charmaine Ponay Raymund Vitorio 

Marvin Casalan Valia Kordoni Ariel Robert Ponce Tak-Sum Wong 

Jasper Kyle Catapang Huei-Ling Lai Nattama Pongpairoj Hongzhi Xu 

Angie Ceniza Nguyen Le Minh Jeanne Purpura Cheng-Zen Yang 

Maria Art Clariño Phuong Le-Hong Edward Jay Quinto Aiden Yeh 

Romina Grace Cortez Yong-Hun Lee Rodolfo Jr. Rafa Satoru Yokoyama 

Kristine de Leon Xiaoqian Li Reginald Neil Recario Liang-Chih Yu 

Aprillette Devanadera Joanna Marie Lim Philip Rentillo  

Nimfa Dimaculangan Rochelle Irene Lucas Rachel Roxas  

Chenee Dino-Aparicio Romualdo Mabuan Byong-Rae Ryu  

Shirley Dita Alvin Malicdem Ria Sagum  

Jennibelle Ella Erlyn Manguilimotan Julie Ann Salido  

Ma. Regina Estuar Wenwei Mao Sheena Sapuay  
 

v



Invited Talks 
 

Keynote Speaker 
 

Breaking through glass ceilings or opening glass doors? Addressing the challenges of equality and 

inclusion via metaphors 

 

Kathleen Ahrens (The Hong Kong Polytechnic University) 

 

Women, but not men, are faced with metaphorical glass ceilings, and in some cases, glass cliffs. These 

novel constructed metaphors reflect the difficulties women have in advancing in their career, particularly 

in terms of advancement in leadership roles in politics and in the professions. However, what is less 

clear is if there are gendered associations for source domains associated with conventionalized 

conceptual metaphors. This talk will examine this issue and present recent advances in conceptual 

metaphor theory that use ontologies and collocational patterns to verify source domains (Ahrens &amp; 

Jiang 2020) as a prior step to examining gendered associations. Drawing on data from business and 

politics, I will also explain how women use these conventionalized metaphors to position themselves as 

leaders. I will close my talk with a discussion of how we, as scholars, can influence the creation and 

interpretation of metaphor use so as to engender positive social change. 

 

Plenary Speakers 
 

Cue reliabillity and motivation in grammar and language use: A new look at differential subject 

marking 

 

Hanjung Lee (Sung Kyun Kwan University, South Korea) 

 

In many languages, arguments such as subjects and objects enjoy substantial freedom in terms of the 

form in which they are realized: a noun or pronoun with or without a following or preceding functional 

particle, a bare noun, a null-form argument, etc. This talk is concerned with caseless subjects in Korean, 

that is, those subjects that occur without functional particles signaling case or discourse function. An 

interesting and challenging problem for theoretical approaches to case is that caseless and case-marked 

subjects are in systematic contrast as to their interpretation. This makes Korean a Differential Subject 

Marking (DSM) language in Aissen’s (2003) terms, wherein some subjects are marked with formal 

particles while others are not, depending on the semantic and pragmatic features of the subject.  

 

This talk will focus on a hitherto unexplained property of caseless-subject clauses triggering a direct 

perception interpretation. I will first present evidence from conversation data demonstrating that caseless 

subjects predominantly occur in clause types that have an agent directly identifiable in the here and now, 

whereas nominative-marked subjects are most productively used in clause types wherein the 

identification of an agent cannot be grounded in the here and now. Based on this evidence, I will 

propose a new account of DSM in terms of cue reliability (Rosch & Mervis 1975; Levshina 2021), 

arguing that the association of caseless subjects with seemingly unrelated features such as direct 

perception in the here and now, agentivity, definiteness, tense deficiency and a simple, thetic 

interpretation (the most preferred information structure associated with caseless-subject clauses) follows 

from an economical use of formal particles motivated by the reliability of cues for identifying or 

predicting the grammatical, referential, or discourse status of an argument NP or a clause containing it. 
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When such cues are weak, sentences are likely to convey information that is less predictable and 

redundant; speakers prefer to mark the subject by overt particles in such sentences, as using case 

markers would lead to more uniform information density than leaving them unmarked.  

 

These preliminary results support efficiency-based accounts of patterns of grammar, and underscore the 

importance of communicative efficiency in explaining and motivating grammatical rules and language 

use (Hawkins 2004, Haspelmath 2008, Jaeger 2010, Lee 2010, 2016, 2021, Lestrade & de Hoop 2016, 

Levshina 2021). 

 

Building the next generation WordNet for Filipino with sense embeddings and network science 

 

Briane Paul V. Samson (De La Salle University, Manila, Philippines) 

 

The low-resource and highly morphological setting of Philippine languages is a challenge in developing 

a word representation or a language model.  The current linguistic resources lack in rich semantic data 

that is crucial in most NLP tasks, and the fast-paced evolution and adaptation of Philippine languages 

make things even more difficult in creating a well defined language model. Thus, building a Filipino 

WordNet is crucial in advancing the landscape of Filipino NLP. With the vast amount of data in many 

digital platforms that can represent different domains and varieties of words through time including 

changes in its semantic and syntactic forms, we aim to create word representations of the Filipino 

language that is temporal and context aware and store them in the expanded Filipino WordNet. Given 

that languages continue to evolve and adapt, we also investigate the diachronic emergence and semantic 

shifts of word senses across different contexts and media, especially for the low-resource Filipino and 

Philippine English languages. 

 

Invited Lectures 
 

BibePortMal: A mobile app dictionary for Melaka Portuguese 

 

Stefanie Shamila Pillai (University of Malaya, Malaysia) 

 

Melaka Portuguese (also known as Papiá Cristang) has its roots in the arrival of the Portuguese in 

Melaka in the16th Century. The language is still spoken by the descendants of unions between the 

Portuguese and locals especially in Melaka, but the dwindling number of fluent speakers and the lack of 

intergenerational transmission has led to this language being classified as one of the many endangered 

languages in Malaysia (Pillai, Soh, & Kajita, 2014). Several community engagement projects have been 

undertaken to translate research into efforts to revitalise Melaka Portuguese (Pillai, Phillip, & Soh, 

2017). Among the efforts to encourage the use of the language and to assist the teaching of the language 

by a community member, a Melaka Portuguese-English dictionary in the form of a mobile application, 

BibePortMal, was developed. In this session I will talk about the rationale and the process of developing 

the application with community representatives. Some of the challenges in its development will also be 

discussed along with plans to improve the application. 
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Harnessing the power of social media in linguistic analysis: A diachronic and sociolinguistic study 

of Philippine English(es) using the Twitter Corpus of Philippine Englishes 

 

Wilkinson Daniel Wong Gonzales (The Chinese University of Hong Kong) 

 

Research on contemporary Philippine English remain relatively scarce and inadequate in comparison to 

research on other varieties such as American English and Singapore English, partially due to the lack of 

large-scale, organized, publicly available data sets that allow comprehensive and in-depth investigations 

of the variety. Responding to this demand, I introduce the Twitter Corpus of Philippine Englishes 

(TCOPE) – a 135-million-word corpus created from roughly 27 million tweets sampled from 29 major 

cities in the Philippine archipelago. In the first part of the talk, I provide an overview: I discuss the 

considerations that went into TCOPE’s design, the compilation procedure, the format, and how 

interested individuals can access the corpus. Then, I illustrate the utility of the corpus by showcasing 

how it can be used to insightfully examine the linguistic features of Philippine English as well as the 

relationship between these features and socio-temporal factors (e.g., ethno-geographic region, time, age, 

sex), focusing on four documented Philippine English features: (1) the use of irregular past tense 

morpheme -t, (2) double comparatives, (3) subjunctive were in subordinate counterfactual clauses, and 

(4) the phrasal verb base from. My initial explorations confirm patterns observed in previous research 

but go further to show the multifaceted and dynamic nature of Philippine English, providing empirical 

support for the theory that Philippine English is at the final stage of Schneider’s dynamic model. 

Because of its large size, sampling distribution, and its availability in different corpus formats, TCOPE 

can be used to investigate features in ‘general’ contemporary Philippine English as well as different 

types of variation, particularly diachronic and ethno-geographic variation – a feat that might not be 

possible with other Philippine English corpora. In combination with other existing corpora, TCOPE has 

the potential to broaden horizons in the diachronic and sociolinguistic study of Philippine English(es). 

 

Towards universal syntactic-semantic resources for Vietnamese 

 

Nguyen Thi Minh Huyen (VNU University of Science, Hanoi, Vietnam) 

 

Despite the fact that Vietnamese is spoken by around 100 million persons all over the world, it remains a 

low resource language in terms of gold datasets for natural language processing (NLP). Although many 

NLP applications have been developed in recent years thanks to the emergence of deep learning and 

embedding methods, it is important to build sustainable linguistic resources, using sophisticated 

linguistic annotation frameworks for the Vietnamese language, in harmony with universal frameworks. 

In this talk, I will present our work on the construction of Vietnamese syntactic-semantic resources, 

including a VerbNet-based lexicon and annotated corpora for syntactic and semantic parsing. 
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Abstract

Attention mechanisms and linear-chain con-
ditional random field (CRF) have been ap-
plied to constituency parsing, and the achieved
results are phenomenal. While self-attention
and label attention layers (LAL) have been
proven to be state-of-the-arts in English con-
stituency parsing for their improvement in the
encoding phase, the CRF two-stage technique
shows its effectiveness in lowering computa-
tional cost. Attention-based architectures al-
low a word (self-attention) or a label (label-
attention) to include its own viewpoint into ex-
tracted information. Our system is an extension
of the current CRF-based model with additional
attention-based methods to improve the quality
of the encoding phase. Another crucial factor in
our encoder is BERT as the pre-trained model
has gained recognition in various natural lan-
guage processing (NLP) tasks. Taking the ad-
vantage of different methods, we implement a
model that combines label attention, contextu-
alized encoding, and conditional random field.
Furthermore, we adopt the biaffine attention,
which is mainly used in the dependency pars-
ing task, in our scoring layer. The architecture
performs greatly on the Vietnamese treebank
as it gives an over-85 F1-score on the test set
and an over-82 F1-score on the dev set. On a
larger scale, our idea of integration could be
utilized in other language models.

1 Introduction

In the modern era, syntactical parsing has gained
remarkable results due to the rise of deep learn-
ing and neural networks (Mrini et al., 2020; Zhang
et al., 2020; Zhou and Zhao, 2019; Stern et al.,
2017; Wang and Tu, 2020; Yang and Deng, 2020).
Especially, constant improvements on English and
Chinese constituency parsing come from propos-
als of machine learning techniques (Mrini et al.,
2020; Zhang et al., 2020; Zhou and Zhao, 2019;
Stern et al., 2017), which encourages us to apply
such models to the same task of the Vietnamese

language. Since most of the existing constituency
parsers are encoder-decoder architectures, the main
approach to improving the performance is to up-
grade either encoder or decoder or both.

Encoders handle inputs and extract their signifi-
cance in vector forms so that the model can easily
understand them. Particularly, the inputs of a con-
stituency parser are sentences, and the encoders try
to learn the information of each word or span of the
sentences. Recurrent neural networks (RNN) and
Long short-term memory networks (LSTM) are the
main tools to extract such features from data for
their ability to learn the contextual characteristics,
and Zhang et al. (2020); Stern et al. (2017); Gaddy
et al. (2018) have benefited from these mecha-
nisms. PHAN et al. (2019), one of the pioneers in
Vietnamese constituency parsing, used BiLSTM in
their encoder. Despite RNNs and LSTMs’ ability to
capture contextual information, they are surpassed
by the works of self-attention.

In 2017, Vaswani et al. (2017) presented the
model of Transformer and the self-attention mech-
anism, which opened a new chapter for natural lan-
guage processing (NLP). Self-attention layers are
capable to understand the global context of a given
input and additionally, an attention-weighted view
of the input’s words to itself. With self-attention,
(Kitaev and Klein, 2018) improved the works of
(Stern et al., 2017; Gaddy et al., 2018). Later on,
Tran et al. (2020) adopted the model for Viet-
namese constituency parsing successfully, which
inspires us to combine the architecture with our
encoder.

After the emergence of Transformer, BERT (De-
vlin et al., 2019), which is a Transformer-based
model and pre-trained on a large corpus of a tar-
get language, was proposed. PHAN et al. (2019);
Tran et al. (2020) included PhoBERT (Nguyen and
Nguyen, 2020) in their models as PhoBERT is
specifically trained on Vietnamese, and impres-
sive results are achieved. Besides that, PhoBERT
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also performed astonishingly in other Vietnamese
NLP tasks (Nguyen and Nguyen, 2021) which we
believe to enhance our encoder with the pre-trained
knowledge of Vietnamese.

In 2020, Mrini et al. (2020) further developed the
attention mechanism which resulted in Label At-
tention Layer (LAL). While self-attention (Vaswani
et al., 2017) refers to input’s views to itself, LAL
offers the view of a label to the given sentence.
Self-attention, BERT, and LAL are composed to
better the encoder. The impact of LAL is further
discussed in the Experiment section 3.

Besides dealing with the encoder, we adopt the
conditional random field (CRF) concepts and two-
stage decoding from Zhang et al. (2020) as they
have proposed an efficient inside algorithm and
proven the effectiveness of the methods. We also
consider the biaffine attention (Dozat and Man-
ning, 2017) for the scorer which is inspired by the
task dependency parsing.

In this paper, we make a combination of current
mechanisms into one single model: self-attention
layers, label attention layers, PhoBERT for en-
coder; Biaffine Attention for scoring; two-stage
CRF method for the decoder. We conduct examine
our model on Vietnamese treebank (Nguyen et al.,
2009) and achieve the results of over 85 on the test
set and over 82 on the dev set (all results are given
in F1-score). Section 2 re-describe our parser in
the order of encoder, scorer, decoder, loss function.
Section 3 presents the experiments’ settings and a
comparison between our model and other methods,
and finally, we give our conclusion in section 4.

2 Model Architecture

2.1 Overview

Our parser includes 3 main components: encoder,
scorer, decoder. Before being processed by the
parser, the input sentence is transformed into the
desired representations for the encoder. The en-
coder is a combination of the Attention mechanism
and BERT, both of which extract essential informa-
tion of the input sequence. On the Attention branch,
the word-level weighted views for the sentence
are extracted by k self-attention layers (Vaswani
et al., 2017), and the following dlal-head label at-
tention(Mrini et al., 2020) is responsible for en-
hancing these outcomes with label-level weighted
views. Additionally, the BERT(Devlin et al., 2019)
branch handles the input independently and pro-
vides the features that are learned from the pre-

training process. The results of two branches are
aggregated into one sentence representation, which
goes through the Biaffine scorer (Dozat and Man-
ning, 2017) to compute the span score matrix, and
the label score tensor. For the decoder, we apply the
theory of Conditional Random Field (CRF) (Zhang
et al., 2020) and lower the computational cost with
the two-phase strategy. The model is referred to
figure 1.

2.2 Encoder

Our encoder includes 2 parts: the Attention part
and the BERT part. A visualization of the Attention
part is given in figure 2. The idea of the encoder
is based on the hypothesis that a constituency tree
depends on the set of constituency labels and the
context of the given text. To realize the assumption,
we use:

• k self-attention layers to extract the informa-
tion of how each word of a sequence ‘see’ the
sequence’s context itself.

• dlal-head label-attention layer on the top of
the self-attention layers to retrieve the view-
point of the constituency labels to the input
sentence.

• BERT on the other branch to improve the en-
coder with pretrained contextual features.

Token representations For the Attention part,
we concatenate the content and the position embed-
ding following (Vaswani et al., 2017), where the
content is represented by the part-of-speech (POS)
embedding 1. We choose POS embedding instead
of the word embedding because we observe that the
POS one gives higher performance (which we will
discuss in the Experiment section (3)) and because
the information of words are extracted by the BERT
layer instead.
For the BERT part, we tokenize the sequence into
subword representations which are widely used for
BERT encoders.

Self-attention Mechanism We follow the en-
coder implementation of (Mrini et al., 2020) in
which the token representations are put through
several self-attention layers (Vaswani et al., 2017)
before being processed by the LAL.

Self-attention consists of a number of consecu-
tive layers, each of which has identical operations.

1The POS tags are in XPOS forms.
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Figure 1: Model architecture. The main flow of the model for the sentence "Tôi đang nấu cơm". The sentence is
encoded by Label Attention Layer (Mrini et al., 2020) and Bidirectional Encoder Representations from Transformers
(BERT) (Devlin et al., 2019). Afterwards, it is moved through MLP to extract features before being scored by the
Biaffine (Dozat and Manning, 2017) mechanism and Conditional Random Field (CRF) (Zhang et al., 2020). The
score is decoded using Cocke–Kasami–Younger (CKY) algorithm.

Figure 2: The encoder of attention mechanism includes
2 parts. Firstly, The token representations go through k
self-attention layers to extract the attentive-weighted in-
formation. Subsequently, the data are fed into dlal-head
label attention. The output of each head is divided into
2 halves which act as forward and backward features of
the word. (The × operator refers to the matrix multipli-
cation operation, and the ⊕ implies the concatenation.
POS and PE stand for part-of-speech embedding and
positional embedding).

In a layer k of the self-attention, for a single head j
in the self-attention layers, given the input matrix

X(k):

c′j = softmax(
(W ′Qj X(k))(W ′Kj X(k))

√
d′

)W ′Vj X(k)

(1)
where W ′Qj ,W ′Kj ,W ′Vj are the learnt matrices of
the head j. We used ′ to distinguish notations be-
tween the label attention and the original self-
attention. Each attention head j learns from the
input individually as they have their own trainable
parameters. The chosen number of heads is 8 fol-
lowing (Vaswani et al., 2017).

To aggregate multiple heads of attention, we con-
catenate the outputs together:

output′ = Linear(c′1 ⊕ c′2 ⊕ ...⊕ c′8) (2)

where the Linear operation is used to transform
the output back to the input X ’s dimension.
Multihead is followed by a residual connection
and a Layer Normalization (Ba et al., 2016) which
results in the layer k’s output.

L(k) ≡ Layer(k)(X(k))

= LayerNorm(X(k) + output′)
(3)

Before being fed to the next layer k + 1, the
output goes through a position-wise feed-forward
which has the same form as in (Vaswani et al.,
2017) and a residual-LayerNorm again:

X(k+1) = LayerNorm(L(k) + PWFF (L(k)))
(4)

where PWFF is the position-wise feed-forward
function.

PWFF (X) = Linear(ReLU(Linear(X)))
(5)
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where ReLU refers to the Rectified Linear Unit
function. The input and output of position-wise
feed-forward have the same dimensions (Kitaev
and Klein, 2018).

Label Attention Layer For English constituency
parsing, the authors of (Mrini et al., 2020) have
proposes the Label Attention Layer(LAL), and it
has produced a state-of-the-art result. As Label
Attention allows the labels to give their attention
views on a given sentence, we apply the mechanism
to our model as a part of encoder. A comparison
between models with and without LAL is made
and reported in the Experiment section (3).
The LAL takes a matrix X as input which consists
of embedded vectors of words of a given sentence.
The attention weight of each head j is represented
by an attention-weight vector aj which is calculated
from the query vector qj .

aj = softmax(
qj(W

K
j X)
√
d

) (6)

where W k
j is a learnt matrix of head j, and it is

used to learn the key factors ofX . d is the length of
the query vector. Afterwards, the context vectors cj
are computed (Label Attention Layer uses vectors
instead of matrices).

cj = aj(W
V
j X) (7)

where W V
j is the learnt value matrix of head j.

The context vectors are projected to the dimen-
sion X’s vectors before being repeatedly added to
X.

cj = Linear(cj) (8)

outputj =




cj
cj
...
cj


+X (9)

The outputj is a matrix representing the la-
bel j view of the sequence X, and it is projected
to a smaller dimension dlal to prevent overfitting
as well as to optimize computational effective-
ness. The outcomes of all attention heads j (for
j ∈ [1; dlabel]), given that dlabel is the number of
heads), are concatenated into the final output of
LAL.

outputj = Linear(outputj) (10)

L = output1⊕output2⊕ ...⊕outputdlabel (11)

L ∈ Rn×(dlabel∗dlal) where n is the length of the
given sequence, and Li represents the vector of the
given sequence’s ith word.

Although the paper (Mrini et al., 2020) states
that we can choose as many attention heads as the
labels, they also show that the relation between the
number of attention heads and one of the labels is
not specifically one-to-one. This number is a hyper-
parameter that should be chosen via experiments
which we present in the Experiment section(3). The
LAL is put on top of the self-attention module to
provide the labels’ weighted views for the words’
attentions. In other words, the self-attention lay-
ers are not replaced by the LAL but instead, are
enhanced by it.

Inside the self-attention and label attention lay-
ers, we apply the partition for content embedding
and positional embedding as it is shown in (Kitaev
and Klein, 2018) to gain better performance.

BERT Fine-tuning BERT (Devlin et al., 2019)
is a context-aware embedding encoder, and it is
pretrained on a large corpus of the target language.
We decide to fine-tune the encoder further which
leads the pretrained model to fit the treebank. The
authors of (Nguyen and Nguyen, 2020) have intro-
duced a RoBERTA-based (Liu et al., 2019) model:
Phobert, and the model is pretrained on a large
Vietnamese corpus, which makes it more suitable
for the task. PhoBERT (Nguyen and Nguyen, 2020)
has shown impressive improvement in many Viet-
namese tasks such as dependency parsing, POS
tagging, named entity recognition (Nguyen and
Nguyen, 2021). Given a sequence of subwords
{sw1, sw2, ..., swn}, the output of BERT is de-
noted as:

Bi = BERT (swi) (12)

While the LAL provides the viewpoint of the la-
bels to a given delexical sequence, BERT supports
the contextual attention views of each word to the
input sentence.

Input Representation Following (Stern et al.,
2017), we combine the forward and backward rep-
resentations of the output. We split the composition
of BERT and LAL in two halves and treat them as
the forward and backward representations. For a n-
long sequence s, the process is shown in equations
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13, 14, 15.

fori = Bi[0 : n/2]⊕ Li[0 : n/2] (13)

backi = Bi[n/2+1 : n]⊕Li[n/2+1 : n] (14)

Ei = fori ⊕ backi+1 (15)

2.3 Scorer
Inspired by the Biaffine Attention (Dozat and Man-
ning, 2017) used for the task of dependency pars-
ing, we apply the mechanism to our scoring archi-
tecture. The authors of (Zhang et al., 2020) made a
comparison between the Biaffine scoring method
with the previous one (Stern et al., 2017), and
the Biaffine one gave a consistently higher per-
formance.

Feature Extraction We extract the information
of the left and right boundaries using two separate
MLP layers as each word wi acts as either the left
boundary (the span endpoint is to the left of wi)
or the right boundary (the span endpoint is to the
right of wi) of a span. Another two MLP layers
are used for the labelling task.

spanl
i, span

r
i =MLP l

span(Ei),MLP r
span(Ei)

(16)

labelli, label
r
i =MLP l

label(Ei),MLP r
label(Ei)

(17)

Biaffine Scorer The Biaffine takes the outputs
from the feature extraction process as it inputs.
Particularly for a span (i, j), the Biaffine uses the
left boundary features of the ith word and the right
one of the jth to score the span. Similarly, we gain
the label scores of any span (i, j) and label l ∈ ℓ.

s(i, j) =

[
spanl

i

1

]T
D
[
spanr

j

]
(18)

where D is a trainable parameter, and D ∈ Rd×d.
d is the output dimension of MLP

l/r
span.

s(i, j, l) =

[
labelli

1

]T
Dl

[
labelrj

1

]
(19)

where Dl is a trainable parameter, and D ∈
Rd̂×|ℓ|×d̂. d̂ is the output dimension of MLP

l/r
label.

2.4 CRF Decoder

In (Zhang et al., 2020), the authors proposed a two-
stage framework for constituency parsing, which
they proved to have a lower computational cost.
Given a sentence x, our goal is to find an optimal
tree Ŷ. While the previous one-stage method (Stern
et al., 2017; Gaddy et al., 2018) tries to parse the
optimal tree directly, the two-stage method firstly
finds the optimal unlabelled tree.

S(x, y) =
∑

(i,j)∈y
s(i, j) (20)

where S(x, y) is the total score of the parsed tree
(given x) which is calculated by summing all edge’s
scores of a legal tree y. y is one of the candidate
constituency tree. We put the score under CRF to
calculate the conditional probability.

p(y|x) = eS(x,y)∑
y′∈Tr(x) e

S(x,y′)
(21)

where Tr(x) is the set of legal trees. Under CRF,
the constituency tree is optimized by the CKY al-
gorithm.

Ŷ = argmax
y

p(y|x) (22)

The next stage is to identify the label of the opti-
mal unlabelled tree. For each constituent (i, j) of
a given tree y and n-length sentence x, the label L̂
of (i, j) is:

L̂ = argmax
l∈ℓ

s(i, j, l) (23)

where ℓ is the set of all possible constituency labels.
According to (Zhang et al., 2020), the complex-

ity of the decoding phase is O(n3 + n|ℓ|) as the
CKY algorithm takes O(n3) time complexity and
the second stage takes O(|ℓ|) for each edge in y (a
constituency tree has 2n− 1 constituents).

2.5 Loss Function

The loss function of our model consists of 2 parts:
the span loss and the label loss. The span loss is
calculated by the CRF loss as we try to maximize
the conditional probability in equation 21. In other
words, given a sentence x and its target tree y, we
minimize the − log p(y|x):

Lspan(x, y) = −S(x, y) + log
∑

y′∈Tr(x)

eS(x,y
′)

(24)
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The second term of equation 24 has an efficiency
batchified calculation which is detailed in (Zhang
et al., 2020). The label loss Llabel is computed us-
ing the cross entropy function, and the total loss of
the model is the sum of two parts:

Ltotal(x, y, l) = Lspan(x, y) + Llabel(x, y, l)
(25)

where l is the set of possible labels.

3 Experiment

3.1 Experiment Setup
Data We use the Vietnamese treebank (Nguyen
et al., 2009) to train and test our models. The
dataset is divided into 3 sets: train, dev, test with
8321, 692, 1388 sentences respectively. The data
are pre-processed using the code4 provided by (Ki-
taev and Klein, 2018). The root constituents are
included in the data, and the function tags are re-
moved due to the purpose of the task. The data
are biased as the numbers of ‘NP’ and ‘VP’ la-
bels dominate others, which results from the high
amount of Noun and Verb words in the treebank.
This is heavily affected by Vietnamese grammar,
where a simple clause is usually formed from a
noun phrase and a verb phrase. Figure 3 and 4 vi-
sualize the statistic of constituency labels and POS
tags in the dataset.

Parameter choice For the self-attention and la-
bel attention layers, we adopt directly the setting
of (Mrini et al., 2020) without any tuning except
for the number of label attention heads. Follow-
ing (Mrini et al., 2020), we choose the output
dimensions for the MLPs in 2.3 to be 1024 for
MLPspan’s and 250 MLPlabel’s. For other pa-
rameter settings, we directly follow the choice
of (Dozat and Manning, 2017). The token-batch
size is 1000, and the training process runs for 100
epochs. The model is evaluated on the performance
of the dev set.

Measurement We follow the standard measure-
ment precision (P), recall (R), F-score (F) for eval-
uation with the help of the EVALB tool2.

Models define Our baseline model is the original
CRF model using CharLSTM and BiLSTM-based
encoder of (Zhang et al., 2020)3 with the same set-
tings of the authors. Other models to be compared
are listed below:

2https://nlp.cs.nyu.edu/evalb/
3https://github.com/yzhangcs/parser

• CRF model using pre-trained PhoBERT and
BiLSTM encoder3: we examine the impact of
our encoder with the LSTM-based one.

• Berkeley Neural Parser (Benepar) using pre-
trained PhoBERT4: we compare our model
with the previous method used in (Tran et al.,
2020).

• Our model without using Label Attention Lay-
ers5: we consider the contribution of label
attention to the parser.

For models using PhoBERT, we re-train them on
both base and large versions of PhoBERT to evalu-
ate their influences. Furthermore, we try different
setups and use two types of token representations
for our LAL to find the optimal choice.

3.2 Results
Table 1 compares our model’s scores with other
models’ on the Vietnam treebank’s dev and test
set. Overall, our parser (using the large version of
PhoBERT) obtains the highest score in all scores
(precision, recall, F-score) on both dev and test set.
With PhoBERTbase, the model slightly drops by
0.45 in precision, 0.21 in recall, 0.33 in F-score on
the dev set while the numbers are 0.78, 0.48, 0.64
respectively on the test set.

3.3 Evaluation
Evaluation on dev set We conduct the experi-
ments on both versions of PhoBERT (Nguyen and
Nguyen, 2020), and we observe that the contribu-
tion of Phobertlarge is greater than PhoBERTbase.
The difference in F-score between the 2 versions
ranges from 0.3 to 0.48. When using Character-
level LSTM instead of PhoBERT, the scores fall
sharply, which proves the essence of the Viet-
namese pre-trained model.

With the rich information provided by the en-
coder and the effectiveness of the Biaffine scorer,
our model (w PhoBERTlarge) gives better results in
all precision, recall, and F-score on the Vietnamese
treebank (Nguyen et al., 2009) as it increases by
1.70% in F-score compared to the Benepar model
(w PhoBERTlarge) and 1.78% higher compared to
the CRF model (w PhoBERTlarge).

Evaluation on test set On the test set,
PhoBERTlarge continues to outperform

4https://github.com/nikitakit/self-attentive-parser
5Our model without LAL refers to removing the self-

attention → LAL block in our encoder.
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Figure 3: Constituency labels statistic (removed labels
whose frequency is 1). Up down: train set, dev set, test
set

Figure 4: POS tags statistic(removed tags whose fre-
quency is 1). Up down: train set, dev set, test set

PhoBERTbase in the Benepar and our mod-
els, with 0.51 and 0.64 higher in F-score
respectively. However, CRF models give a con-
trasting result, one of whose explanations can be
that the LSTM encoder of the CRF models cannot
handle thoroughly massive features gained by
PhoBERTlarge.

Our model receives absolute higher results as it
achieves a consistent improvement of more than 1
F-score compared to other models. It is clear that
the components of our combination benefit from
each other and they reconcile to surpass the current
architectures.

Impact of Label Attention Layers We examine
the importance of the Label Attention mechanism
by removing it from the model, and the result drops
by 1.42 (the model w PhoBERTlarge) and 0.78 (the
model w PhoBERTbase). Without the LAL, the
result is still higher than other tested models.

We make a comparison between different num-
bers of attention heads in LAL, and table 2 gives
the details. In our model defined in 3.1, we use
64 heads for it gives the best F-score on the test
set. We test a lower number of heads (32) and sur-
prisingly, the obtained dev set’s F-score is better
(0.1 higher compared to the 64-head) while the test
set’s F-score is not significantly lower (0.04 lower
compared to the 64-head). Following (Mrini et al.,
2020), we choose the last model with 89 heads
as there are 89 label heads in Vietnamese treebank
and obtain the peak performance on the dev set. Al-
though the 89-head model gives peak performance
on the dev set, it requires much more time to train.
On the other hand, with the lowest computational
cost, the 32-head model still achieves a relatively
high F-score on both the dev and test set.

As mentioned in token representations in sec-
tion 2.2, we use POS embedding instead of word
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embedding as the content for the self-attention→
LAL block. To make the decision, we trained our
model with either the POS or the word embedding
whose performances are shown in table 3. Using
the word embedding leads to a steep decrease, with
1.65 and 1.68 F-score drops on the dev and test
set respectively, which might result from a large
amount of the words in the dictionary (the size of
the POS’s dictionary is only 63).

4 Conclusion

While English and Chinese constituency parsing
has achieved significant improvement with dif-
ferent advanced techniques, the task of the Viet-
namese language still lacks approaches. We pro-
pose an extension of CRF-based model (Zhang
et al., 2020) with label attention mechanism (Mrini
et al., 2020) to enhance the performance of con-
stituency parsing. This paper takes the advantages
of each mechanism to gain a greater impact: pre-
trained PhoBERT provides knowledge of Viet-
namese; self-attention and label attention retrieve
the view of words and labels respectively; biaffine
attention enhances the scoring framework, and two-
stage decoding lowers computational cost. The out-
comes of the model are promising with a high F-
score, and the idea of combination can be general-
ized for other languages.
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Abstract

Preparing question-answer pairs from conver-
sation logs (chat logs) is often considered
a prerequisite for downstream dialogue tasks
such as response generation and response se-
lection tasks. In this paper, we study a task
called reply-to prediction, which can be used
to prepare question-answer pairs. Unlike other
works, our data comes from the instant mes-
saging (IM) platform where participants could
split long sentences into short utterances and
send them in multiple messages. We consider
a task called message merging task which
aims to determine whether those messages
need to be merged or not before generating
message pairs for reply-to prediction task. The
theory behind this task is similar to, yet differ-
ent from reply-to prediction task in which this
task uses the messages from the same speaker
to predict whether these two messages are re-
lated or not. We propose a CONTEXT-AOA
model to include the context (previous dia-
logue) as additional input apart from pairwise
messages. Our experiments show that our
proposed model outperforms both single-turn
(pairwise) conversation models and multi-turn
(context-aware) conversation models on mes-
sage merging task and achieves a close per-
formance compares to other multi-turn mod-
els on reply-to prediction for manually labeled
data and outperforms other models when us-
ing heuristic labeled data.

1 Introduction

Preparation of questions-answers from conversation
logs (also known as chat logs) between customers

and enterprise personnel is important for the devel-
opment of chatbots. For example, Figure 1 shows a
conversation between a customer service staff and a
client. The goal here is to find the question-answer
pairs such as (d, e), (p, q), from the chat logs such
that the question-answer pairs can be used as the
chatbot’s responses to the corresponding question.

Finding the question-answer pairs is similar to
the link prediction task where the goal is to de-
cide whether an incoming message replies to the
existing question based on the similarity between
messages. Link prediction can be defined either
as a reply-to prediction or as a response selection.
Both of the problems require message pair similari-
ties to determine which previous or following mes-
sage is the best-matched candidate question or re-
sponse. Similar to conversation disentanglement,
earlier works on response selection only use the last
message in the context for matching with the can-
didate response message from different utterances
(Wang et al., 2013). However, human does not give
the response entirely based on a link prediction task.
Real-world chat logs are multi-turn conversations,
thus including the context as another input is nec-
essary in order to allow a model to remember what
has been discussed so far. Recent works show that
including the multi-turn conversation improves the
response selection’s performance, e.g. (Zhou et al.,
2016; Zhou et al., 2018; Wu et al., 2019).

In this work, we focus on online instant messages
between customers and service personnel. The ma-
jor problem is that a complete message (either the
question or the answer) may be split into several ut-
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Data Set Manual Heuristic
ID Author Messages IDM RT IDH RT
a Client need support with an open ticket 0 0
b QNAP paoyang

1
1 0c QNAP Hi, how are you doing

d QNAP what is the ticket #? 2 0
e Client #FNA-202-51465

3 2 2 1
f Client it is for 3M
g Client they are very unhappy with the ...
h Client ive been on hold on the phone ...
i QNAP I am working on that ticket.

4 3 3 2j QNAP They are using an embedded ...
k QNAP According to the tech who worked on it ...
l Client have you let them know ...

5 4 4 3
n Client so will it not work at all with their server?
m QNAP so this seems like an issue with ...

6 5 4
o QNAP It seems to be closely related to ...
p Client So when should I tell ... 7 6 6 5
q QNAP I will respond back to them but ... 8 7 7 6
r Client Okay, I will let them know of our conversation.

9 8 8 7
s Client Thank you.

Figure 1: A real-world conversation between QNAP customer service and client.

terances. For example, e, f , g and h in Figure 1 to-
gether make a complete answer to question d, there-
fore these four messages should be merged together
into one utterance. However, we cannot directly
merge all adjacent utterances from the same speaker
since each message might be either an incomplete
message related to its previous utterance or a com-
plete message on its own. For example, c and d
should not be merged since message d alone makes
a complete response to message a while message c
asks about something unrelated to the question in
message a.

To deal with this kind of dataset, we propose
a two-stage pipeline for the question-answer pair
preparation. We distinguish the task of extract-
ing question-answer pairs into two subtasks: mes-
sage merging task and reply-to prediction task in
order to solve the problem we mentioned previ-
ously. We first regard both subtasks as a sentence
pair classification task within a single-turn conver-
sation setting. Three neural networks models based
on GloVe word embedding (including CNN+LSTM,
LSTM with dual attention, and attention over atten-

tion (AOA) (Huang et al., 2018)) as well as two
BERT (Devlin et al., 2019) based models (BERT
sentence pair classification and the combination of
BERT-SPC and AOA) are proposed. However, the
best performance only achieves 0.763 and 0.794 ac-
curacy (0.443 and 0.498 F1) on the message merging
task and reply-to prediction task respectively.

To further improve the performance, we consider
including context (previous dialogue) as additional
input apart from only pairwise messages. With the
application of AOA over any pairs of the context
and two messages, we show a significant improve-
ment over the previous models for message merging
(0.964 accuracy and 0.887 F1) and even outperform
existing models on reply-to prediction task when us-
ing heuristic labeled data (0.956 accuracy and 0.823
F1).

The rest of the paper is organized as follows:
First, we give a definition of the two tasks (message
merging task and reply-to prediction task)r. Then,
we introduce the dataset used in this paper and de-
scribe the preparation process. Next, we describe
our proposed model (CONTEXT-AOA). Finally, we
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show the question-answer pair’s preparation model
for both tasks and compare them with the results
from existing models.

2 Related Work

2.1 Conversation Disentanglement

The idea of treating the disentanglement task as a
two-stage problem which has later been the major
idea for most existing studies on this task has been
proposed by Elsner and Charniak (2008). The first
stage is a binary classification task where the main
goal is to mark each message pair as alike or differ-
ent while the second stage utilizes the results from
the first stage to cluster the utterances into each con-
versation thread (same thread prediction).

Earlier approaches to the first stage or link (reply-
to) prediction are based on a statistical classifier with
the use of linguistic features in order to calculate
the similarity of each message pair, e.g. (Elsner
and Charniak, 2008; Elsner and Charniak, 2010).
Recent approaches use neural models to learn ab-
stract linguistic features. Mehri and Carenini (2017)
use handcraft features along with the probability of
being the next utterance which is predicted from a
pre-trained LSTM model to train the reply classi-
fier. Jiang et al. (2018) introduced Siamese Hierar-
chical CNN (SHCNN) to investigate how message
similarity could be estimated. SHCNN uses hierar-
chical CNN to capture both low-level and high-level
message meanings of each message. The interaction
between two message representations which is com-
puted using element-wise absolute difference meth-
ods is then used along with the handcraft features to
estimate the similarity between two messages.

2.2 Single-turn vs. Multi-turn Response
Selection

Earlier works on response selection tasks are only
based on pairwise message comparison. Lu and Li
(2013) proposed a DNN-based matching model for
short text response selection by extracting the local
pairwise relations on a low level with patches and
sending them to the DNN layers. Hu et al. (2014)
utilize deep CNN in order to capture the interaction
between message and response.

However, using only pairwise messages might not
be enough to solve this task, Lowe et al. (2015) in-

troduced the task called multi-turn conversation re-
sponse selection pair requires matching between a
response and a conversation context (previous utter-
ances) instead of a single previous message. They
applied LSTM on the concatenated utterances (con-
text) and a response message to perform context-
response matching on a word-level context vector.
Later, the work by Zhou et al. (2016) extended this
idea by performing context-response matching on
noa t only the general word level context vector
but also the utterance level context vector. How-
ever, ignoring the relationships between the utter-
ances (context) when concatenating them together
(Lowe et al., 2015) or converting the whole con-
text to a vector without enough supervision from re-
sponses (Zhou et al., 2016) might be the cause of
some information loss which affects the model per-
formance. To address this problem, the work by
Wu et al. (2017) proposed a sequential convolutional
network (SCN) that matches a response with each
utterance in the context with a CNN and then ac-
cumulated the matching vectors in the utterances’
temporal order to model their relationships. Another
work from Wu et al. (2019) replaced the convolution
neural network (CNN) with an attention layer to ex-
tract the interaction between each utterance and re-
sponse.

2.3 Message Pair Classification

To build a better model for reply prediction tasks,
we also refer to other tasks that accept two mes-
sages as input such as aspect-based sentiment anal-
ysis (ABSA) and natural language inference (NLI).

Aspect-based sentiment analysis aims to deter-
mine the sentiment polarity of a given sentence and
aspect. Many models and methods have been pro-
posed from traditional machine learning methods
(Kiritchenko et al., 2014) to deep learning mod-
els (Liu et al., 2020). For example, Wang et al.
(2016) proposed an attention-based LSTM network
for aspect-based sentiment classification. Huang
et al. (2018) introduced an attention-over-attention
(AOA) neural network to capture the interaction be-
tween aspects and context sentences, which out-
perform LSTM-based architectures. However, one
drawback of LSTM-based architectures is that their
training process is time-consuming. To address
this problem, Xue and Li (2018) introduced GCAE
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model where its main components are CNN and gat-
ing mechanisms to reduce the number of training pa-
rameters and speed up the procedure.

On the other hand, the task of natural language
inference is to determine if one given statement (a
premise) semantically entails another given state-
ment (a hypothesis). For example, Parikh et al.
(2016) proposed “Decomposable Attention Model”
which uses a shared sentence representation with
fewer parameters and mutual attention mechanism
to build a model with high performance.

3 Problem Definition and Dataset

Instant messaging (IM) is a type of online chat
which offers real-time text-based communication in
which two persons participate in a single conversa-
tion over their computers or mobile devices within
an Internet-based chatroom. This type of online
chat is commonly used in many business companies
in order to support their clients. Companies often
store their conversation logs between customer ser-
vice staff and clients in order to be used in the future
to improve their service and customer experiences.

The main goal of this work is to predict whether
one message is a reply-to message to a previous
message. However, unlike messages from other
sources such as email or Reddit forums, messages
from instant messaging are generally short to enable
quick response. Moreover, participants could split
long sentences into short utterances and send them
in multiple messages. Therefore, some messages
need to be merged before generating reply-to mes-
sage pairs.

The overview of the training phase is outlined as
follows, where we build a merging model to decide
whether two messages from the same speaker need
to be merged and a reply-to model to decide whether
two messages from two speakers are a reply-to mes-
sage pair.

• Message merging task aims to determine
whether a given message pair from the same
speaker should be merged or not. Most con-
tinuous messages from the same speaker could
be merged, however, some messages should not
be merged when they deliver different inten-
tions. As shown in Figure 1, message e to h
can to be merged in order to make a complete

response to message d, while message d should
not be merged with message b and c because
they serve different purposes.

• Reply-to prediction task is to determine
whether a given message pair from different
speakers is a question-answer pair or not. For
example, the message IDM = 2 is a response
to message IDM = 0 (positive) while the
merged message IDM = 1 is not a response
to message message IDM = 0 (negative).

3.1 Training Data Preparation

An in-house QNAP customer service dialogue
dataset contains conversation logs between two par-
ticipants: a QNAP client and a customer service
staff. QNAP customer service staff may reply to pre-
vious messages for troubleshooting or ask questions
to clarify the problem while assisting the clients.
The chatlog disentanglement task here is to find
direct reply messages for question-answer pairing.
A total of 1,860 conversations with an average of
31.7 messages per conversation are collected as our
dataset.

Manual Annotation
We randomly select 60 conversations and ask

three annotators to label these conversations. Two of
them are asked to label the 60 conversations while
the third annotator is asked to make the final de-
cision on the inconsistent labels. For the message
merging task, we only focus on the message pairs
where both two messages are from the same speaker.
The merged message is renumbered with message
ID IDM . For the reply-to prediction task, the anno-
tators will focus on the merged messages and mark
the current message as a response to which previous
IDM from the other speaker.

Message Pairs Preparation Given the annotated
messages, we can pair messages that need to be
merged as a positive example and independent mes-
sages as a negative example. Since each message
(2,136 messages for the message merging task and
1,366 messages for the reply-to prediction task) can
be paired with all of its previous messages in the
same conversation, the number of negative examples
is much larger than that of positive examples. Thus,
the kappa value from the two annotators is quite high
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(0.876 and 0.990) for the merging and reply-to tasks,
respectively.

Dataset Chat Log
Conversations 60 1,800

Labeling Manual Heuristic Heuristic
# Messages 2,136 2,136 56,792
Pos. Pairs 770 1,082 29,437
Neg. Pairs 3,679 - -

# Pairs 4,449 - -
# Merged Msg 1,366 1,054 27,355

Reply-to 743 753 19,188
Non-Reply 4,032 3,407 86,290

# Pairs 4,775 4,160 105,478

Table 1: Training and Testing data in chat log

With the third annotators, we get a total of 770
positive pairs and 743 reply-to pairs. To deal with
imbalanced data, we restrict the maximum number
of negative message pairs for each message. That
is to say, we conduct negative message pairs down
sampling. For the message merging task, we set the
maximum number of negative message pairs equal
to 2 which means we randomly choose at most 2
negative pairs from all possible negative pairs for
each message, and for the reply-to prediction task,
we set the maximum number of negative message
pairs equal to 4. Overall, we have 3,679 negative
pairs for the message merging task and 4,032 non-
reply pairs for the reply-to prediction task from the
60 conversations via manual labeling.

Heuristic Labeling
The heuristic labeling data is prepared by merg-

ing all consecutive utterances from the same speaker
into one message under the assumption that a client
service staff’s message following the customer’s
question in the previous turn is a reply to the ques-
tion and using this assumption to annotate all con-
versations automatically. As shown in Figure 1, ad-
jacent messages from the same speaker are merged
into one message and are renumbered with a new ID,
IDH . Since the heuristic labeling always merges
the adjacent messages from the same speaker, there
are no negative examples. We then generate mes-
sage pairs x = (i, j) with i < j, where x is a pos-
itive reply-to example if j equals i + 1, otherwise a
negative (Non-Reply) example. Similar to the man-
ual labeling process, we conduct negative example

Figure 2: Applying heuristic labeling to 60 manually an-
notated conversations.

down sampling to prepare pairs. Finally, we gener-
ate 19,188 reply-to pairs and 86,290 non-reply pairs
from 1,800 conversations.

To see how effective the heuristic labeling is,
we take the 60 manually annotated conversations
as golden answers and compare them with the
heuristic labeling result for performance evalua-
tion. Since heuristic labeling merges all consecu-
tive messages by the same speaker, the merge ra-
tio (0.51=1082/2136) is higher than that of man-
ual labeling (0.36=770/2136) (see Table 1). Due to
the difference in the message merging step, some
messages do not have corresponding matches in
the other labeling method. Therefore, a third class
“NaN” is used to denote message pairs that do
not have corresponding matches as shown in Fig-
ure 2. Excluding unmatched pairs, the heuristic
labeling has a 0.92 (=335/(335+31)) precision and
0.95 (=335/(335+18)) recall.

4 Context-Aware Message Pair
Classification Models

Both the message merging and reply-to prediction
models can be regarded as sentence pair classifica-
tion models. However, the existing models which
use only question-answer pair as input might not be
enough for a task such as chat log (conversation) dis-
entanglement. Inspired by the works on response se-
lection task and AOA (Huang et al., 2018), we pro-
pose a model which includes the previous dialogue
(context) as an input in addition to the question-
answer pair. The overall model structure is as shown
in Figure 3.
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Figure 3: Context Attention-over-Attention BERT model
structure (u < v).

Contextual Representation Layer
For each message pair (mu,mv) from a chat

log C, we also include its context mctx =
{m1, ...,mu−1} as part of the input. That is to
say, each training example is a triplet tuple x =
(mctx,mu,mv). If mv is a reply to mu, x is con-
sidered a positive example, otherwise it is a negative
example. We then apply shared BERT embedding
to get the representation h ∈ Rl×d of each message
m respectively, where l is the number of tokens af-
ter BERT word piece subword segmentation and d
(=768) is the dimension size of BERT embedding.

Attention-over-Attention (AOA) Layer
Given two message representation M1 ∈ Rn×d

and M2 ∈ Rm×d, AOA first calculates a pair-wise
interaction matrix I = M1 ·MT

2 , where the value
of each entry Iij represents the correlation of a word
pair among the two input messages. Next, two ma-
trix column-wise softmax, α ∈ Rn×m and row-wise
softmax, β ∈ Rn×m are computed as follows.

αij =
exp(Iij)∑n

k=1 exp(Ikj)
, βij =

exp(Iij)∑m
k=1 exp(Iik)

,

(1)
The idea of AOA is to use the averaged attention

weight β ∈ Rm for the computation of output fea-
ture vector γ ∈ Rn, where

βj =
1

n

n∑

i=1

βij , (2)

and the output of the attention-over-attention layer
structure is computed by using βj as a weight for
each αj :

AOA(M1,M2) = α · βT. (3)

Suppose the output of BERT embedding for
the training example is denoted as Mu, Mv,
and Mctx. We then pair these embedding
and apply attention-over-attention over three pairs
to obtain AOA(Mctx,Mu), AOA(Mctx,Mv) and
AOA(Mu,Mv).

Final Classification Layer
Next, we use AOA(M1,M2) for calculating

the attention-weighted representations of each input
pair.

r(Mu,Mv) =MT
u ·AOA(Mu,Mv)

r(Mctx,Mu) =MT
ctx ·AOA(Mctx,Mu)

r(Mctx,Mv) =MT
ctx ·AOA(Mctx,Mv)

Finally, we concatenate all the attention-weighted
representations to the prediction layer, i.e. po =
r(Mu,Mv)⊕r(Mctx,Mv)⊕r(Mctx,Mu) by Eq. 4.

P (y|x) = σ(w · po + bo) (4)

5 Experiments

During testing time, we are given a chat log that is
not labeled. We simply apply the merging model
and reply-to prediction model in order as shown in
Figure 4:

1. Message pairing (Same speaker): We first
pair the messages from the same speaker based
on the trained merging models to determine
whether these message pairs should be merged
or not. The messages will be merged accord-
ing to the output from the merging model. We
then update the chat log file by replacing the
message pairs that need to be merged with the
merged messages.

2. Message pairing (Different speaker): We
then pair reply-to message pairs using the chat
log we obtained in the previous step. Unlike the
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Figure 4: The testing phase of reply message prediction
model.

first message pairing step, in this step, we focus
on the message pairs from a different speaker.
These pairs are then given to one of the reply-
to prediction models to decide whether they are
correct reply-to message pairs or not.

5.1 Experimental Setup

We divide the manually labeled data into 5-fold and
use either 4-fold (48 conversations) out of the 60
conversations as training data to build the prediction
models (both merging model and reply-to model for
manually labeled examples). The models are tested
on the remaining 12 conversations. The process is
repeated five times and the result is averaged to ob-
tain the final result. For heuristically merged and
labeled examples from 1,800 conversations, we train
the reply-to prediction models and test on all 60 con-
versations to compare the performance.

We implement three GloVe-based neural network
models and two BERT models for performance
comparison.

GloVe-based Models

A typical neural network model consists of an
embedding layer for word representation, a hid-
den layer such as mutual attention for message
representation, and an output layer for prediction.
For the embedding layer, we adopt a pre-trained
GloVe (Pennington et al., 2014) word embedding
matrix from the Common Crawl dataset (42B to-
kens), which contains a case-sensitive vocabulary of
size 1.9 million. We consider three models for mes-
sage representation. The first one is GCNN-LSTM,
the second is LSTM with dual attention, and the
third is Attention-over-Attention (AOA) model.

• GCNN-LSTM Representation We use Con-
volutional Neural Networks (CNN) for feature
extraction with Gated Linear Unit (GLU) pro-
posed in (Dauphin et al., 2017) to control which
information flows in the network. To deal with
word sequence, we adopt a BiLSTM layer to
capture the message information. The outputs
from the BiLSTM layer are passed through two
fully connected layers to make the prediction.

• LSTM Dual Attention Model Inspired by the
power of the attention mechanism, the second
model we proposed is BiLSTM with dual atten-
tion where we can exploit the attention mecha-
nism to generate a representation for m1 based
on the content of m2.

• Attention-over-Attention (AOA) model The
above two models only focus on message rep-
resentation. Therefore, we exploit the idea of
capturing the interaction between one message
to another message given the hidden semantic
representations of the two messages generated
by BiLSTMs with AOA. (Huang et al., 2018).

The pre-trained GloVe word embedding has a di-
mension size of 300. The hidden layers in BiL-
STMs are 128, 128, and 300 for GCNN+LSTM
model, LSTM+DualAtt model, and AOA model re-
spectively, the number of kernels used in CNN is
128 with the kernel size equal to 5. The batch size
used in the traditional deep learning model is 128
and the maximum epoch and initial learning rate are
set to 40 and 1 ∗ 10−3.

BERT-based Models

Different from context-free models, which gen-
erate a fixed word embedding representation for
each word in the vocabulary, BERT is able to
give a context-dependent representation of the
words. Consequently, we use the BERT model re-
leased by Google and fine-tune it for the message
merging/reply-to prediction task.

Given two input messages m1 (with length n)
and m2 (with length m), we employ BERT compo-
nent withL transformer layers to calculate the corre-
sponding contextualized representations with input
of the form ([CLS],m1, [SEP ],m2).
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• BERT-SPC The basic BERT sentence pair
classification (BERT-SPC) model takes the out-
put of [CLS] token as the prediction layer input.

• BERT-SPC-AOA We exploit the idea of
Attention-Over-Attention model to further im-
prove the BERT-SPC model by concatenating
the output from AOA with [CLS] output as the
input to the prediction layer.

For BERT based model, the batch size is 16 and 8
for CONTEXT-AOA model. The maximum epoch
and initial learning rate are 6 and 2 ∗ 10−5, respec-
tively. The optimizer used in all models is Adam
with β1 = 0.9 and β2 = 0.999. All models are trained
on GeForce GTX1080Ti 10GB GPU.

5.2 Performance Comparison
Table 2 and 3 show the performance comparison
of the proposed CONTEXT-AOA model with both
single-turn models based on message pair similarity
and multi-turn chatlog disentanglement models with
additional context.

Message Merging Task
For message merging task, single-turn approaches

with only two message input exhibit limited perfor-
mance. The highest F1 score of these models is only
0.443 F1, which is achieved by BERT-SPC-AOA
model as shown in Table 2, While all multi-turn
approaches including (Lowe et al., 2015), (Zhou
et al., 2016), and (Wu et al., 2019) have signifi-
cant improvement over single turn approaches. The
proposed CONTEXT-AOA model achieves the best
0.887 F1 and 0.964 accuracy.

QNAP: Message Merging Task
Model F1 Acc

Si
ng

le
-t

ur
n

SHCNN (Jiang et al., 2018) 0.266 0.763
GCNN+LSTM 0.271 0.731
LSTM+DualAtt 0.254 0.680

AOA (Huang et al., 2018) 0.333 0.516
BERT-SPC 0.374 0.734

BERT-SPC-AOA 0.443 0.731

M
ul

ti-
tu

rn LSTM (Lowe et al., 2015) 0.859 0.958
MultiView (Zhou et al., 2016) 0.841 0.944

SAN (Wu et al., 2019) 0.851 0.948
CONTEXT-AOA 0.887 0.964

Table 2: QNAP chat log: Message Merging Task

Reply-to Prediction Task
For reply-to prediction task, we see a similar re-

sult. The proposed CONTEXT-AOA model yields
0.800 F1 and 0.944 accuracy, while the highest F1
score of single-turn models is 0.498 (by BERT-SPC-
AOA model) as shown in the “Manual” column of
Table 3. The experimental results demonstrate that
one cannot neglect the relationship between pre-
vious messages (context) and the question-answer
pair. Including previous messages as additional in-
put significantly improves the performance for both
subtasks on manually labeled examples.

For the result shown in the “Heuristic” column of
Table 3, we train the models using all of the heuris-
tically labeled data as training data and test on man-
ually labeled examples where we divided the test-
ing data into 5 folds and train the models similar to
what we’ve done with the experiments on manually
labeled examples.

Interestingly, the heuristically labeled data pro-
vides better performance for most of the multi-turn
reply-to prediction models. The result may be at-
tributed to a large amount of training data even
though the heuristic labeling rule does not always
generate the correct labeled data. This might also
be the cause of an unstable performance for several
models.

Figure 5 shows the performance of multi-turn
conversation task models on heuristic labeled data
in regard to the size of training data. We find that all
models exhibit a steep slope the training data size
is lower than 5%. Moreover, using 25%-50% of
heuristic labeled data to train the models can signif-
icantly outperform the full size of manually labeled
data, which is about 5% of the heuristic labeled data.

6 Conclusion

This paper addresses the problem of question-
answer pairs preparation from two participants’ on-
line chat logs. The major problem with this kind
of data is that a complete message may be split
into several utterances, therefore additional task
(message merging task) is required to merge some
of these utterances together before forming the
question-answer pairs. To extract question-answer
pairs from chat logs, we perform reply-to predic-
tion task on merged messages in order to identify the
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QNAP: Reply-to prediction
Data Set Manual Heuristic
Model F1 Acc F1 Acc

Si
ng

le
-t

ur
n

SHCNN (Jiang et al., 2018) 0.429 0.722 0.432 0.702
GCNN+LSTM 0.390 0.680 0.441 0.694
LSTM+DualAtt 0.403 0.706 0.461 0.710

AOA (Huang et al., 2018) 0.449 0.754 0.394 0.709
BERT-SPC shown1 0.736 0.413 0.665

BERT-SPC-AOA 0.498 0.794 0.410 0.717

M
ul

ti-
tu

rn LSTM (Lowe et al., 2015) 0.750 0.932 0.796 0.946
MultiView (Zhou et al., 2016) 0.802 0.943 0.820 0.950

SAN (Wu et al., 2019) 0.814 0.948 0.811 0.952
CONTEXT-AOA 0.800 0.944 0.823 0.956

Table 3: QNAP chat log: Reply-to prediction

Figure 5: Learning curve for reply-to prediction task.

correct question-answer pairs. In terms of model de-
sign, we propose a context-aware AOA model which
utilizes the idea of Attention-over-attention models
to capture the relationship between context, ques-
tion, and answer message.

Experimental results on both message merging
and reply-to prediction tasks show that allowing the
model to gain access to the context significantly im-
proves the performance on both tasks. Our pro-
posed CONTEXT-AOA model outperforms the ex-
isting models on message merging task and achieves
comparable performance on reply-to prediction task
for manually labeled data. In addition to manually
labeled data, we also conduct experiments on heuris-
tically labeled data where our proposed model out-
performs the existing models and the result demon-
strates that more training data may further improve
the problem.
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Abstract 

Discontinuity is a nearly universal phenomenon 

observed in natural languages. Several 

approaches have been proposed so far by 

different grammar formalisms but they are 

widely regarded as distinct approaches owing to 

their theoretical motivations. This paper 

proposes the correspondence principle which 

will enable the representation of discontinuity 

by way of the unification of the representations 

of linguistic structures in three grammar 

formalisms: Phrase Structure Grammar (PSG), 

Dependency Grammar (DG), Categorial 

Grammar (CG). The goal is not to unify PSG, 

DG and CG, but rather to sketch out a way of 

representing discontinuity by uniting 

constituency relations (as in PSG), head-

dependent relations (as in DG) and functor-

argument relations (as in CG) for the encoding 

of discontinuous expressions in natural 

languages. The implications for natural 

language syntax and computational linguistics 

will be offered towards the end of the paper. 

1 Introduction 

Syntactic discontinuity is a grammatical 

phenomenon in which a constituent of a sentence 

is split into two (or more) parts because of the 

insertion of an element which is not a part of the 

constituent. The evidence for discontinuity is 

frequently found in languages with relatively free 

word-order such as Turkish, Russian, Japanese, 

Croatian, German, Tamil, Warlpiri etc. In the 

sentence from Malayalam below, the predicate 

and its argument are not contiguous as per the 

linear order because the subject is located between 

them, indicating a case of discontinuity. 

 

i. Kaṇṭu kuṭṭi     aanaye.   (Falk, 2001:19) 

    saw    child.NOM    elephant.ACC 

‘The child saw the elephant.’ 

[NOM=nominative case marking;          

ACC=accusative case marking] 

 

It is also observed in rigid word order 

languages such as English, but is limited to long-

distance dependencies such as topicalisation, long-

distance Wh-questions etc. Various theories of 

grammar have accounted for discontinuity in 

natural languages (both rigid and free word order) 

in different ways, as per their theoretical 

motivations. For example, PSG has rules and 

analyses syntactic structures only in terms of 

constituents/phrases, making it well-nigh 

impossible to account for discontinuous 

constituents. DG and related formalisms 

accommodate discontinuous constituents by 

analysing expressions on the basis of head-

dependent relations. The paper introduces the 

correspondence principle which will help in the 

unification of the representations of linguistic 

structures in these grammar formalisms for some 

cases of discontinuity. Firstly, a brief introduction 

to each of the grammar formalisms is given 

followed by a mention of the previous approaches 

towards discontinuity. This is followed by an 

illustration of the correspondence principle which 

will help in the derivations, considering one 

discontinuous sentence from Croatian language. 

Finally, a brief conclusion is provided towards the 

end of the paper. 
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2 The Three Grammar Formalisms: 

PSG, DG and CG 

2.1 PSG 

Analysing sentences as constituents is central to 

the PSG formalism which was first put forth by 

Noam Chomsky in his book ‘Syntactic Structures’ 

(1957) and later developed in the Extended 

Standard Theory, The Revised Extended Standard 

Theory, Government/Binding theory and the 

Minimalist Program. They all exhibit certain 

common characteristics: all syntactic 

representations are analysed as phrases and 

depicted using trees; the grammatical functions are 

derived from the constituent structures; the 

configuration of the subject is higher and external; 

certain operations called transformations (hence 

transformational grammar) on an existing 

constituent structure change it into a similar, but 

not identical, constituent structure called the 

'surface structure'. Thus, the traditional PSG 

greatly emphasizes the interdependence of 

grammatical relations, thematic roles and 

constituency. Rewriting rules based on PSG trees 

specify the manner in which each of the 

word/phrase is combined to form constituents. For 

instance, in the discontinuous sentence (i), PSG 

depicts the predicate Kaṇṭu and its argument 

aanaye as V and NP respectively (S → V NP NP). 

However, Kaṇṭu and aanaye are considered to 

form a single VP constituent (VP → V NP) if it 

were a continuous sentence. Thus, any word order 

variations are encoded in the rewriting rules based 

on PSG trees depicting the dominance and linear 

relations among various constituents (Gazdar, 

1983; Chomsky, 1995; Newmeyer, 2001).  

2.2 DG 

DG is a descriptive tradition in linguistics that can 

be traced back to Panini and was later developed 

by the French linguist Lucien Tesniѐre (1959). It 

analyses sentences in terms of head and dependent 

relations, motivated by the grammatical functions. 

A DG can be specified by a 4-tuple: DG = <VN, 

VT, D, R> where VN is the set of auxiliary/non-

terminal items (syntactic categories), VT is the set 

of terminal items (actual words realized from 

syntactic categories), D is the set of dependency 

rules and R is the initial symbol at the root of the 

tree (that is, R∈ VN). A dependency rule in D is a 

statement consisting of one auxiliary element 

functioning as the governing element or head (I) 

and any finite number of auxiliary elements as the 

dependents. There are two important rules in D: 

Rule 1: I(D1,…,Dm * Di,.…,Dk)  (i, m, k  ≥ 0 ; not 

always i=m=k) ; Rule 2: I (*); ‘I’ is the governing 

element and indicates the presence of only one 

independent category; D1,…,Dm represents the 

dependent categories towards the left of the root 

word/head; Di,….,Dk represents the dependent 

categories towards the right of the head word; m 

and k are the number of dependents on the left and 

right of the head word respectively. The asterisk 

‘*’ indicates the location of 'I' in the linear order of 

words. As per this rule, the valence of ‘I’ will be 

the total number of dependent elements i.e. 

‘(m+k)’. Therefore, the terminal elements, the 

non-terminal elements, the correspondences 

(dependency functions) which exist between them, 

and the rules constitute the core of the dependency 

theory (Hays, 1964; Gaifman, 1965; de Marneffe 

and Nivre, 2019). Accordingly, the rule in D for 

the sentence i is V(*NP, NP) which will be 

realized as Kaṇṭu (*kuṭṭi, aanaye). This indicates 

that V Kaṇṭu is the head and NPs kuṭṭi and aanaye 

are its dependents. The central idea is that in a 

sentence, all except one word (‘the root’) depend 

on another word. A dependent Y depends on a 

head X when Y is usually optional with respect to 

X, and/or X selects Y, and/or Y agrees or is 

governed by X, and/or the linear position of Y is 

with reference to that of X (de Marneffe and 

Nivre, 2019: 203).  
 

2.3 CG 

Thirdly, CG is a context-free grammar formalism 

first defined by the logician Kazimierz 

Ajdukiewicz (1935). The notion of ‘category’ and 

analysis of sentences in terms of functor-argument 

relations constitute the core idea of this formalism. 

Words are assigned a category in terms of N and S, 

based on their combining properties (Steedman, 

1992, 2014). The widely used ‘slash’ notations for 

directional categories were pioneered by Bar-Hillel 

(1953) and Lambek (1958). Lambek’s notation 

uses a forward slash ‘/’ to indicate an argument on 

the right and a backward slash ‘\’ to indicate an 

argument on the left. It needs to be emphasized 

that for the CG analyses in this paper, the standard 

Lambek notation of functor-argument relations (by 
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using only the categories N and S) has been 

adopted. Given this basic understanding, the next 

section makes a brief note on the solutions 

proposed so far to solve the problem of 

discontinuity. A CG can be defined by a 4-tuple: 

CG = <V, C, R, F>. Here, V is the set of all lexical 

items in a language; C is the set of primitive 

categories ({N, S}); R is the set of functional 

composition rules for the generation of categories 

for lexical items. It specifies the process of 

generation of category of any given lexical item. F 

is a function that maps each lexical item (LI) to its 

set of categories (each element of V is mapped to 

its corresponding element(s) which can be a set of 

primitive/atomic categories from the set C and/or 

categories derived by means of R), whose form is:  

F(LI) = {C1,…,Cn}. For instance, for the 

Malayalam sentence (i), V = {Kaṇṭu, aanaye, 

kuṭṭi}; C = {N,S}; as per the definition of R and F, 

the category of Kaṇṭu is ‘(S/N)/N’ (with ‘/’ 

indicating the argument is to the right) and ‘N’ is 

for aanaye and kuṭṭi. In Step 1 of the CG 

derivation, Kaṇṭu is the functor and its argument 

aanaye is to its right. Here, the cancellation of ‘N’ 

results in the output ‘(S/N)’ (Kaṇṭu aanaye). In 

Step 2, (S/N) is the functor and N (kuṭṭi) is the 

argument. Here, ‘N’ is cancelled out, which results 

in the final output S. We shall now look into the 

previous approaches to discontinuity proposed so 

far in the literature. 
 

3 Previous Approaches to Discontinuity 

Questioning the validity of a universal constituent, 

several linguists have proposed alternative 

approaches towards discontinuity.  

3.1 Characterisation of Non-Configurational  

Languages 

Hale’s (1982, 1983) work on Australian languages 

such as Warlpiri, Navajo and Dixon’s (1972, 1977) 

work on Dyirbal and Yidiny provided rich 

evidence for the existence of discontinuity in 

natural languages. Hale associated three key 

properties with ‘non-configurational languages’:  

(i) free word order  

(ii) the use of syntactically discontinuous  

expressions, and  

(iii) the extensive use of the null anaphora (an 

argument such as subject and object that is not 

represented by an overt nominal expression in the 

phrase structure).  

This is because the syntactic nature of these 

languages is not the same as that of more familiar 

languages which admit of analyses in terms of 

phrase structure constituency (the structure of a 

clause, configurations of NPs and VPs), 

subordination, wh-movement and extraposition 

(Nordlinger, 2014). Austin and Bresnan’s (1996) 

claim of Warlpiri phrase structure as flat and 

characterised by free base-generation of elements 

is another approach towards discontinuity.  

3.2 Phenogrammatical Structure 

Dowty (1996) makes two important assumptions. 

First, he proposes a ‘minimalist theory of syntax’ 

to describe various discontinuous syntactic 

phenomena by taking linear structure as the norm 

rather than hierarchical structure, that is, ‘a clause 

or a group of words is only a string’. Second, some 

words and constituents are more tightly bound 

(attached) to adjacent words than others. The linear 

structures/representations of expressions are 

treated as unordered lists. 

3.3 Sequence Union Operation/Shuffle 

Donohue and Sag’s (1999) adopted Reape’s (1996) 

‘sequence union operation’ or ‘shuffle’. The 

sequence union of two lists l1 = <a,b> and l2 = 

<c,d> is the list l3 iff each of the elements in l1 and 

l2 is present in l3 and the original order of the 

elements in l1 and l2 is preserved. For example, the 

sequence union of l1 and l2 is any of the following 

lists/sequences: <a,b,c,d>, <a,c,d,b>, <a,c,b,d>, 

<c,d,a,b>, <c,a,d,b>, <c,a,b,d>  but not <b,a,c,d>, 

<a,b,d,c> etc. This allows discontinuous elements 

to intervene in the linear order of a constituent, 

thus accounting for discontinuity.  

3.4 Tangled Trees 

McCawley’s tangled trees (McCawley, 1982; 

Iwakura, 1988; Blevins, 1990) relax the no-

crossing constraint and the single mother 

condition of the standard PSG trees to account for 

discontinuity.  

 

3.5      Parallel Merge 

Citko’s (2011) ‘parallel merge’ relaxes the single 

root/mother condition to linearize multidominant 
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structures, thus accounting for discontinuous 

structures. 

 

3.6 Encoding Constituents in terms of 

Dependency Relations 

These include Barry and Pickering’s (1990, 1993) 

‘dependency constituent’ linking dependency 

relations with constituent relations, the formulation 

of ‘subtrees’ from DG trees by  Hays (1964), 

Gaifman’s (1965) formulation of weak equivalence 

between ‘parenthetical expressions’ of PSG trees 

and dependency graphs.  

However, these are limited to showing the 

correspondences between PSG and DG. This paper 

goes beyond this and attempts to show a way of 

unifying CG functor-argument relations with DG 

head-dependent relations and constituency rules in 

PSG. Now we shall introduce the correspondence 

principle and the motivations behind this proposal. 

 

4 The Correspondence Principle 

Before proceeding to show the desired way of 

uniting the representations, an elaboration of the 

principle proposed here, called as the 

Correspondence Principle is noteworthy. In order 

to achieve a unified system of representation, one 

needs to establish an equivalence relation between 

(a) PSG and CG and also between (b) DG and CG. 

The CG derivations would piggyback on PSG 

constituents in the analyses as the CG derivations 

proceed as per the constituency relations in PSG 

with the wrapping
1

 operation allowed for the 

functor-argument distance over more than one 

(constituent) expression, but the CG relations 

defined on the relevant constituents have to be 

mapped onto the dependency relations. This 

warrants a principle that can help unify the DG and 

CG representations. Therefore, the correspondence 

principle has been proposed.  

 

5 Motivations for The Correspondence     

Principle 

PSG trees fail to capture discontinuous 

constituents unless the trees are tangled, that is, the 

no-crossing constraint and the single mother 

                                                           
1 Wrapping rules usually infix, by way of a sort of swapping, a 

discontinuous string element in a place where another element 

was initially located (see for details, Steedman, 1985: 527). 

condition are relaxed as proposed by McCawley 

(1982). The ‘parallel merge approach’ too relaxes 

the single mother condition. This relaxation may 

seem theoretically gratuitous, because this 

indicates that the no-crossing constraint and the 

single mother condition need to be adhered to in 

cases of non-discontinuity and these very 

conditions need to be relaxed in cases of 

discontinuity. This in turn gives rise to two 

different and separate structural representations for 

continuous and discontinuous constituents, the 

former without the above mentioned two 

conditions relaxed and the latter, with the 

conditions relaxed, be it PSG trees or tangled trees. 

On the other hand, DG captures cases of 

discontinuity, with CG remaining in-between. 

Given this situation, there arises incompatibility 

between PSG, CG and DG in analyses of linguistic 

structures. The Correspondence Principle is the 

‘glue’ that can bind the principles of PSG, CG and 

DG together in a non-superfluous manner for both 

continuous and discontinuous structures. Once the 

Correspondence Principle is applied, the need for 

the no-crossing constraint and the single mother 

condition disappears, precisely because all cases 

demanding these conditions are re-interpreted and 

re-analysed in terms of functioning of the basic 

principles of DG and CG united together. 

Accordingly, this principle would be used for the 

DG → CG and CG → DG derivations illustrated in 

the fifth section of this paper. 

 

The Correspondence Principle:  

A(B*)
 
˅A(*B) ≡ A|B 

For any two words A and B, A(B*) indicates B is 

dependent on A and B is to the left of A and A(*B) 

indicates B is dependent on A and B is to the right 

of A. Here, ‘˅’
 
is the logical disjunction, ‘≡’ is a 

special equivalence sign and A|B indicates that 

either A or B can be the functor in categorial 

relations, with ‘|’ indicating the neutral direction of 

the functor. This implies that the other element will 

be the argument. The logical relation is that of an 

implication, but not of an entailment, because 

when one element (A or B) is the functor, nothing 

is said about the other element. In cases where 

there is a direct dependency relation between the 

functor and the argument, A and B on the Left-

Hand Side (LHS) and Right-Hand Side (RHS) turn 

out to be the same. However, this is not the case 

always. In exceptional cases, only either A or B 
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tends to be the same on LHS and RHS, and the 

other category can vary across sides. If, for 

example, we suppose that A is the same on both 

sides, the exact value of B may differ on the LHS 

and the RHS (that is, B can take a word X, for 

example, on the LHS, while it takes a word Y, for 

example, on the RHS). Given this understanding of 

the Correspondence Principle, we shall now turn 

to the derivations to apply this principle and arrive 

at a unified system of representation for a Croatian 

sentence. 

 

6 Towards a Unified Representation: An 

Illustrative Case of a Croatian Sentence 

 

This section provides an illustration of the unified 

system of representation for a discontinuous 

Croatian sentence. An outline of the strategy 

followed is given below. The following four steps 

(not necessarily in the same order) are essential: 

(a) PSG to CG derivation (b) DG to CG derivation 

(c) CG to DG derivation (d) CG to PSG derivation. 

For the PSG to CG derivation, the starting point 

would be the PSG tree, hence the CG derivation is 

depicted in the PSG tree. For the CG to PSG 

derivation, each step of the CG derivation is 

mapped onto an appropriate PSG constituent. The 

final PSG tree can be derived after the last step of 

the CG derivation. For the CG to DG derivation, 

the CG derivation would be the starting point. For 

a functor-argument relation in each step of the CG 

derivation the corresponding head-dependent 

relation is established. The DG tree of the 

expression can then be drawn based on the outputs 

of the individual steps. This is where the proposed 

correspondence principle will come into picture. 

Similarly, for the DG to CG derivation, for each 

head-dependent relation in the DG graph a functor-

argument relation is derived by using the 

correspondence principle. These account for the 

forward and converse derivations for establishing 

the equivalence relations CG ≡ PSG and DG ≡ CG. 

This has been illustrated for the Croatian sentence 

below: 

 

ii. Naša  je   učionica udobna.    

Our    is   classroom comfortable 

‘Our classroom is comfortable.’ (Van Valin, 

2001:88) 

In this sentence, discontinuity arises since je and 

udobna are not contiguous in the linear order of the 

sentence. 

(iia) A CG derivation in the phrase structure tree 

(PSG → CG) 

Figure 1 depicts the CG derivation of (ii) in its 

PSG tree and Figure 2 depicts the CG derivation of 

(ii). 

 

Figure 1. The CG derivation in PSG tree 

 

 
Figure 2. The CG derivation of (ii) 

 

The illustration of Fig 2: 

 In step1, the category of je is cancelled out 

with respect to the category of udobna.  

 In step 2, the category of Naša is cancelled 

out with respect to the category of 

učionica. 

 In step 3, the output of step 2 (category of 

Naša učionica) now becomes the input and 

it is cancelled out with respect to the 

category of je udobna, resulting in the 

final output S. 

  

It may be noted that though standard PSG 

trees do not allow for criss-crossing lines in the 

tree diagrams, the crossing lines are drawn in order 

to explain how the cancellation of categorial 

functions can be implemented with the help of the 

PSG tree as seen in Figure 1. The cancellation of 

arguments of a function proceeds in accordance 

with the constituency relations in PSG, as seen in 

Figure 2. The exact manner in which tree branches 
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are or can be tangled reflects the way categorial 

derivations can work, thus uniting CG derivations 

with PSG. That the crossing lines are made 

insignificant in CG is substantiated by the 

specification of the series of steps for the 

categorial derivation of the sentence which is 

shown right in Figure 2. 

 

(iib) Dependency functions in terms of CG 

formulae (DG → CG) 

The dependency graph for the sentence (ii) is 

depicted in Figure 3. It may be observed that δ is a 

dependency valuation function that takes a node as 

an input and returns a real value as an output (see 

Levelt, 2008: III:51). If A~B (meaning that A is 

dependent on B), then δ(A)>δ(B). The real value is 

set to 0 at the top of the tree, but we can start from 

1 at the top of the tree. This function will be useful 

for recoding CG functor-argument relations in 

terms of dependency relations as discussed below: 

 

 

Figure 3. A dependency graph of (ii) 

 

The above figure illustrates the following 

dependencies:  

i. udobna is dependent on je. 

ii. Naša is dependent on učionica. 

iii. učionica is dependent on je. 

Based on Figures 2 and 3, the dependency 

functions capturing all the functor-argument 

relations/cancellations can be formulated as 

follows: 

 

Step 1: ẟ(Aux)/ẟ(A) ẟ(A) 

This step captures the functor-argument relation 

between udobna (A) and je (Aux) corresponding to 

step 1 of the CG derivation in Figure 2. This step 

builds the meaning conveyed through is 

comfortable. 

Step 2: ẟ(Det)/ẟ(N) ẟ(N) 

This step captures the functor-argument relation 

between Naša and učionica corresponding to step 

2 of the CG derivation in Figure 2. This step builds 
the meaning conveyed through our classroom. 

Step 3: ẟ(Aux)/ẟ(N)  ẟ(N) 

This step captures the functor-argument relation 

between the outputs of Step1 and Step2 of the CG 

derivation. By using the correspondence principle, 

we have that je(*učionica) ≡ Naša\je. In other 

words, Aux(*N) ≡ Det\Aux. We can also express it 

as: A(*B) ≡ B\A (A = je). Since ‘Naša’ and ‘je’ do 

not participate in any (direct) dependency relation 

as seen in Figure 3, the functor-argument relation 

is constructed through Aux and N in step 3. This 

step builds the meaning conveyed through our 

classroom is comfortable. 

 

(iic) CG → DG derivation 

Here the correspondence principle is used to show 

how the dependency relations can be derived from 

the categories assigned to the words and the 

subsequent CG derivation. When each step of the 

CG derivation is taken into account and expressed 

in terms of head-dependent relations, the 

corresponding dependency relation between the 

functor and the argument can be established. 

In this derivation, the equivalence relation 

is established from RHS to LHS. Hence the CG 

derivation would be the starting point. The aim is 

to establish a DG relation for each step of the CG 

derivation. In other words, for every functor-

argument relation, the equivalent head-dependent 

relation is to be established. Finally, by 

considering all the head-dependent relations that 

are established from the CG derivation and other 

possible head-dependent relations (if any), the DG 

graph of the sentence can be drawn.  

 

Step 1: The CG relation between ‘je’ and ‘udobna’ 

In this CG relation, ‘je’ (Aux) is the functor and 

‘udobna’ (Adj) is the argument. The direction of 

the argument is to the right. If we consider ‘je’ 

(Aux) to be A and ‘udobna’ (Adj) to be B, the 

RHS would be Aux/Adj or je/udobna or A/B. 

There is a direct dependency relation between the 

functor and the argument - ‘je’ and ‘udobna’, with 

‘je’ as the head and ‘udobna’ as its dependent. 

Accordingly, the LHS would be je(*udobna) or 

Aux(*Adj) or A(*B). Thus, the equivalence 

relation for this CG relation would be: 
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je(*udobna) ≡ je/udobna. It can also be expressed 

as: Aux(*Adj) ≡ Aux/Adj or A(*B) ≡ A/B. 

 

Step 2: The CG relation between ‘Naša’ and 

‘učionica’ 

In this CG relation, ‘Naša’ (Det) is the functor and 

‘učionica’ (N) is the argument. The direction of the 

argument is to the right. If we consider ‘učionica’ 

(N) to be A and ‘Naša’ (Det) to be B, the RHS 

would be Det/N or Naša/učionica or B/A. There is 

a direct dependency relation between the functor 

and the argument - ‘Naša’ and ‘učionica’, with 

‘učionica’ as the head and ‘Naša’ as its dependent. 

Accordingly, the LHS would be the following: 

učionica(Naša*) or N(Det*) or A(B*). Thus the 

equivalence relation for this CG relation would be: 

učionica (Naša*) ≡ Naša/učionica. It can also be 

expressed as: N(Det*) ≡ Det/N or A(B*) ≡ B/A.   

 

Step 3: The CG relation between ‘Naša’ and ‘je’ 

In this CG relation, ‘je’ (Aux) is the functor and 

‘Naša’ (Det) is the argument. The direction of the 

argument is to the left. If we consider ‘je’ (Aux) to 

be A, the RHS would be Det\Aux or Naša\je or 

B\A (B = Det). However, there is no direct 

dependency relation between the functor and the 

argument - ‘je’ and ‘Naša’. Rather, ‘učionica’ (N) 

is dependent on ‘je’ (Aux). In other words, 

Aux(*N) or je(*učionica) or A(*B) [B = 

‘učionica’] would be the LHS.  Since the functor 

and the argument do not participate in a direct head 

and dependent relationship, considering ‘je’ to be 

A on the RHS would implicitly indicate that B on 

the RHS is its argument ‘Naša’ and B on the LHS 

is its dependent ‘učionica’. Thus, the equivalence 

relation for this CG relation would be: 

je(*učionica) ≡ Naša\je. It can also be expressed 

as, Aux(*N) ≡ Det\Aux or A(*B) ≡ B\A. This 

clearly shows that ‘je’ (Aux) is the head of 

‘učionica’ (N) but is the functor of the argument 

‘Naša’ (Det).  

 

Thus, combining the DG relations of all the steps, 

we get the following. 

(i) Aux(*Adj)   or   ‘udobna’ is dependent on 

‘je’  

(ii) N(Det*)       or   ‘Naša’ is dependent on 

‘učionica’ 

(iii) Aux(*N)      or    ‘učionica’ is dependent 

on ‘je’ 

Based on these dependency relations, we arrive at 

the DG graph with the same dependency functions, 

that is, Figure 3.  

 

 

(iid) CG → PSG derivation 

In this Croatian sentence, discontinuity arises 

because (i) ‘Naša’ and ‘učionica’ and (ii) ‘je’ and 

‘udobna’ are not contiguous in the linear order of 

the sentence. However, in a PSG tree, the 

cancellation of arguments proceeds as per the 

constituent structure.  

     Step1 of the CG derivation would mean that 

Aux and AP form a single constituent AuxP with 

Aux as the head. The analysis of ‘udobna’ as a 

separate constituent ‘AP’ is drawn from the 

fundamental principles of PSG as seen in Figure 4. 

 
Figure 4. The PSG tree corresponding to step 1 of 

the CG derivation 

 

Step2 of the CG derivation would mean that Det 

and N form a single constituent NP with N as the 

head as seen in Figure 5. 

 

 
Figure 5. The PSG tree corresponding to step 2 of 

the CG derivation 

 

Step3 of the CG derivation indicates that NP and 

AuxP form a single constituent S. Hence, in this 

step the remaining arguments are cancelled out 

resulting in the final output S. The corresponding 

tangled diagram of the sentence is shown below in 

Figure 6. Accordingly, the corresponding PSG 

rules are: (i) S → NP AuxP (ii) NP → Det N (iii) 

AuxP → Aux AP (iv) AP → A. 
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Figure 6. The final PSG tree 

 

(iie) A unified representation (from DG to CG to 

PSG) 

Finally, Figure 7 depicts a unified representation 

taking into account the constituency relations, 

dependency relations and the functor-argument 

relations in the discontinuous Croatian sentence. 

 

 
Fig 7. A unified representation of the 

discontinuous sentence 

 

In all, the derivations formulated for the 

above illustration show how the conversions, 

namely PSG→CG, DG→CG, CG→DG and 

CG→PSG (not necessarily always in that order), 

can establish the desired equivalence of 

representations in those formalisms. Therefore, 

establishing PSG→CG, DG→CG, CG→DG and 

CG→PSG is tantamount to establishing 

PSG≡CG≡DG in their representational principles 

for natural language constructions.  

 

7 Implications and Conclusion 

 

This paper is an attempt to show how a flexible 

account of functor-argument relations can be 

decoded from the rigid constituents of phrase 

structures and how in turn these functor-argument 

(categorial) relations can also be formulated in 

terms of dependency relations. Hence the PSG 

rules in trees could be redrawn in terms of the CG 

formula which in turn could be rewritten in terms 

of the DG functions. This can have far-reaching 

implications for theories of natural language since 

most current linguistic theories do adopt and 

subscribe to constituency-based analyses, although 

specific treatments of particular phenomena such 

as labelling phrases may differ. But one emerging 

conclusion is that not all aspects of natural 

language (especially syntax) can be accounted for 

by binary branching and headed rules (see Müller, 

2013). The unified system of representation for 

continuous and discontinuous structures cuts 

across and in fact (somewhat) neutralizes the 

traditional distinction between derivational 

theories (as in Chomsky, 1995) and constraint-

based formalisms because both types of 

formalisms have to define their derivations or 

constraints on the structural organization of 

linguistic structures.  

Though there have been many solutions 

proposed so far, to account for discontinuity, we 

argue that considering an alternative approach will 

merely add to the solutions existing in the 

literature. The present unified system of 

representation differs from the solutions proposed 

so far in that it attempts to face up to the problem 

of discontinuity by enabling a direct analysis of 

discontinuous structures from the basic underlying 

assumptions in each of the grammar formalisms 

without introducing any extra assumptions/rules or 

even constraints. There is no 

expansion/manipulation of the features of the 

system as in the case of most of the proposed 

solutions. This reduces the number of types of 

structures and strikes a balance between rigidity 

and flexibility to account for continuous 

constituents as well as discontinuous constituents 

which are grammatical. This can comprehensively 

capture and help analyse both continuous and 

discontinuous expressions for a range of natural 

language phenomena including 

movement/displacement, long-distance 

dependencies etc. Regarding long distance 

dependencies, gaps occur when a phrase is fronted. 

This missing phrase is anaphorically interpreted as 

in the case of Wh-questions, topicalisation etc. The 

unified system of representation works in a non-

local way and, therefore can account for the gaps 

created as a result of fronting of constituents in 

long-distance dependencies. This thereby 

eliminates the need to separately represent the 

movement of constituents/gaps using arrows or 

bars. However, an illustration of this is beyond the 

scope and space requirements of the current paper. 
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Most importantly, what makes this 

approach different from the earlier ones is that the 

equivalence relation between PSG, DG and CG is 

in terms of the representational descriptions of 

natural language constructions. Only the 

representational principles are unified 

(constituency relations in PSG, head-dependent 

relations in DG and functor-argument relations in 

CG), not the grammar formalisms as such, in their 

descriptions of natural language constructions. The 

very flexibility that PSG can have in allowing for 

both normal trees and tangled trees (by relaxing 

the ‘no-crossing’ constraint) is nothing other than 

the flexibility DG or CG inherently permits. DG or 

CG is inherently neutral with respect to line 

crossing or no-line crossing. Hence the desired 

flexibility in PSG for continuous and 

discontinuous structures is an expression or 

instantiation of the principles of DG/CG itself. 

Thus, the apparent tension between the three 

grammar formalisms can perhaps be neutralized by 

this way of working towards mutually unifying the 

most basic principles of the three formalisms. The 

novelty of this unified representation is it can help 

draw correspondences between representations in 

parsing systems based on head-dependent relations 

and the parsing systems based on PSG and/or CG 

relations. Thus, systems of dependency parsing 

and PSG-constituency-based parsing can have 

representational interrelation that can help achieve 

representational economy. A parser can then 

(de)code dependency parses into constituency 

parses and vice versa, without any extra burden on 

computational resources, since one single 

representational system may suffice. Hence 

exploring the full range of practical applications of 

the unified representation is beyond the scope of 

the current study and would be left as a follow-up.  

Another argument substantiating the unified 

system of representation pertains to the 

representation of language in our cognitive system. 

In the real world a speaker of a language with a 

predominantly continuous system can also learn, 

comprehend, speak a language with a non-

continuous system. Though linguists advance each 

of these grammatical formalisms on distinct 

grounds having varying theoretical motivations, it 

is more likely that for a speaker of any language 

there exists just one representation in their 

cognitive system which is equipped to deal with 

the features of both kinds of systems. However, 

this is too left open for further study. 
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Abstract 

 

This study is unique because it focuses 
on language consultants’ perceptions of their 

life satisfaction. This paper looks into their 

well-being and how it reflects their culture. The 
questions addressed were, "Are you happy with 

your life right now?" and "How can you ensure 

yours and your children's well-being?" After 

the in-depth interview, three domains have been 
identified: livelihood, money, and wishes. They 

are satisfied if they are able to work for a living 

and mind if their family eats twice or thrice a 
day. They hope that whatever they failed to 

achieve in life would be carried on by their 

descendants. Reduplication, affixation, transfer 
emphasis, phoneme deletion, and borrowing are 

analyzed on how some terms related to well- 

being are being formed in Romblomanon, 

Waray-Leyte, and Visaya-Mindanao language 
consultants. 

 

1 Introduction 

 
The experience of pleasant emotions such 

as happiness and contentment, as well as the de- 

velopment of one’s potential, gaining some 
control over one’s life, gaining a sense of pur- 

pose, and enjoying meaningful connection, was 

classified as well-being (Huppert, 2009). Ac- 
cording to the World Health Organization 

(WHO, 2001), well-being is a long-term state 

that allows a person or a group to grow and 

develop. It is associated with professional, 
personal, and interpersonal success, with well-

organized peo- ple demonstrating higher work 

productivity, more effective learning, and 
enhanced creativ- ity. There are ethnolinguistic 

groups that have the same pronunciation, 

sound, and spelling but also have different 

lexicons (words) but with the same semantics 
(meanings). 

 

2 Methodology 

their views of well-being on Romblomanon, 
Waray-Leyte, and Visaya-Mindanao. 

Life satisfaction as one of the measures 

of well-being is viewed as happiness. This is an 

initial study because the data collected is lim- 
ited. The consultants are twelve native speakers 

of Romblomanon, Waray-Leyte and Visaya- 

Mindanao aged 25-50. The data gathered were 
presented and analyzed through componential 

analysis. 
 

3 Results and Discussions 

The terms ‘maginhawa’, ‘mas maginhawa’ 

and ‘pinakamaginhawa’ are expressed same in 

Romblomanon, Visaya-Mindanao, and Taga- 
log. In Romblomanon, well-being or being well 

is having an adequate occupation or farm, a 

happy family, and having a good connection to- 
wards various types of trade. The life of the 

Waray-Leyte people is comfortable without bad 

weather because they make a living from rice 

and copra. In Waray-Leyte, ‘maupay’ is the 
equivalent of the Tagalog words ‘ginhawa’ and 

‘maginhawa’. Therefore, having a comfortable 

life for Waray-Leyte is having a luxurious life. 
‘Ungod’ which is equivalent to ‘pinaka’ in Ta- 

galog can be associated with ‘ubod’ which 

means ‘sobra’ like ‘sobrang ginhawa’. In fact, 

the different language varieties of Visaya are 
influenced by different languages in the Philip- 

pines such as Tagalog and English. Being com- 

fortable in the life of the Visayan-Mindanao is 
having a more uplifting life for other people, 

more uplifting in life. In those days, the datu in 

Visaya-Mindanao were considered wealthy 
people in their area. 

Table 1 shows the different lexicons for 

‘ginhawa’, ‘maginhawa’, ‘mas maginhawa’, 

and ‘pinakamaginhawa’ based on the language 
consultants. 

 
Table 1: Lexicons for Comparing Well-being in Visaya 

 

This study utilized a comparative approach to 

compare the language consultants’ perspectives on 

their well-being at present. It also aims to compare 

 

 
Table   2 

 

 
shows 

 

 
the consultants' 

Visayan Language   Well-being  

Ginhawa Maginhawa Mas Maginhawa Pinakamaginhawa 

Romblomanon Ginhawa Maginhawa Mas maginhawa Pinakamaginhawa 

Waray-Leyte Maupay Maupay Mas maupay Ungod na maupay 

Visaya-Mindanao Ginhawa Maginhawa Mas maginhawa Pinakamaginhawa 
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componential analysis of their livelihood. 

Farming is the livelihood of the Rombloma- 

nons, Waray-Leyte and Visaya-Mindanao. 

The word "pagsasaka" is used by the Rom- 

blomanons and Waray-Leyte for the Tagalog 

word "pagsasaka". Visaya- Mindanao, on the 

other hand, uses the word “Pag-ooma” which 

is equivalent to the Tagalog word “pag- 

sasaka”. "Oma" is the root word with the 

equivalent of the word "saka" in Tagalog. It 

uses the so-called process ‘reduplication’ 

wherein the prefix “pag-“ is added in front of 

the root word‘saka’ and repeats the phoneme 

‘o’ to form a new word just like in ‘pag’ + 

oma = pag-ooma. This also happens in Taga- 

log, Romblomanon and Waray-Leyte just like 

in ‘pag’ + saka = pagsasaka. 

 
Table 2: Componential Analysis of the Visayan Livelihood 

 

Visayan 

Language 

Livelihood (Kabuhayan) Farming (Pagsasaka) 

Romblomanon Pagsasaka + 

Waray-Leyte Pagsasaka + 

Visaya-Mindano Pagooma + 

 

All the consultants of Romblomanon, 

Waray-Leyte, and Visaya-Mindanao be- 

lieved that theycannot achieve their well-be- 

ing as shown in Table 3 below. 

Table 3: Componential Analysis of Over-all Well-being in Visaya 

Visayan languge 
Over-all well-being 

Romblomanon - 

Waray-Leyte - 

Visaya-Mindanao - 

 

Paz (2008) mentioned that the possi- 

ble reasons why Philippine languages are 

similar are due to the cultural influence of the 

country’s invaders - Spain and the United 

States. It means theculture has become the 

foundation of the Filipinos to have one na- 

tion, the Philippines. 

It is undeniable that the word "gin- 

hawa" has different meanings among the 

aforementioned varieties of Visaya. See Ta- 

ble 4, below. The ‘maayo’ meaning of ‘gin- 

hawa’ for Romblomanons comes from the 

word ‘maayos’ which has undergone a mor- 

phophonemic change called ‘assimilation’ in 

which there is a deletion of the phoneme of 

the original word. The ‘s-’ was removed from 

‘maayos’ which is a word in Tagalog so the 

word ‘maayo’ came out. The equivalent 

words “Hayahay” and “Paghinga” for the 

word ‘Ginhawa” in Waray-Leyte and Bisaya- 

Mindanao are also noted to use such words in 

Tagalog but “Hayahay” in Tagalog means 

doing nothing or resting (word denoting ac- 

tion in the present). On the other hand, 

Waray-Leyte and Visaya Mindanao have the 

same meaning of ‘may maayos na paghinga’ 

for the words “Hayahay” and “Paghinga”. 

 
Table 4: Lexicon for Well-being (Ginhawa) in Visaya 

Visayan language Well-being (Visaya) 

Romblomanon Maayo 

Waray-Leyte Hayahay 

Visaya-Mindanao Paghinga 

 

Consultants of the aforementioned Vi- 

saya varieties have the same view of ‘money’ 

as a material object and have the same level of 
valuation or importance. According to the same 

articleby Paz (2008), having beautiful houses 

symbolizes material things in the various eth- 

nolinguistic groups mentioned in the article but 
not mentioned about the Visayans. See Table 5 

below whichshows the call to money as a ma- 

terial object among the Visayans. "Kwarta" is 
what the Romblomanons, Waray-Leyte, and 

Visaya-Mindanao call the same word "kwarta". 

The word "kwarta" is also used in Tagalog but 
it indicates the influence of the Spaniards on 

our own language, the Filipino. In fact, money 

is important to everyone but we are different in 

valuing it. As a native speaker of Tagalog, I am 
satisfied that I can buy/pay for my basic needs 

such as food,water, clothing, electricity, and ed- 

ucation. Therefore, the desire for extra money 
shows luxury and obedience to vice. 

Table 5: Componential Analysis of Money (Pera) in Visaya 

Visayan Lan- 

guage 

Money (Pera) Valuing (Halaga) 

Romblomanon Kwarta + 

Waray-Leyte Kwarta + 

Visaya-Mindanao Kwarta + 

 
Consultants believed that well-being does 

not just end with what they currently enjoy 

prosperity (kaginhawaan/kasaganaan) but 

well-being   is   a   cycle   that   must   be 
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maintained. Table 6below shows the lexi- 

cons comparing their ‘wishes’ (naisin) in 

Romblomanon, Waray-Leyte and Visaya- 

Mindanao. Tagalog and Romblomanon use 

the same word ‘gusto’ as an equivalent to 

the word nais. Waray-Leyte and Visaya- 

Romblomanon use the same word ‘pan- 

gandoy’ as an equivalent to the word ‘nais’. 

The equivalent word for 'ninanais' and 'na- 

naisin' is the same in thenative speakers of 

Waray-Leyte and Visaya-Mindanao where 

the root word 'pangandoy' is added by the 

prefix 'gi-' with the equivalent prefix “ni-” 

and “na-” in Tagalog. The meaning of “nina- 

nais”and “nanaisin” is the same, which is 

called ‘gipanganduy’ in Waray-Leyte and 

Visaya-Mindanao wherein the process of 

phonemic change is being used. However, 

romblomanon uses ‘gina-gusto’as an equiv- 

alent to the word ‘ninanais’ in Tagalog. 

They also use the equivalent word ‘gugus- 

tuhon’ for the word ‘nanaisin’ in Tagalog. 

Adds the prefix 'gina-' to the root word 'gus- 

to' to have an equivalent in the Tagalog word 

'ninanais' and adds the prefix 'gu-' and the 

suffix '-hin' to the root word ‘gusto’ and 

there will also be a shift, a phonemic change 

in which the emphasischanges when pro- 

nounced as in 'gu-' + “gusto” + “-hin- 

“=gugustohin=gugustohon. 

 
Table 6: Lexicons for Comparing Wishes (Naisin) in Visaya 

 

Visayan 

Language 

Naisin 

Nais Ninanais Nanaisin 

Romblomanon Gusto Ginagusto gugustuhon 

 

Waray-Leyte 
 

Pangandoy Gipan- 

ganduy 

 

gipanganduy 

Visaya-Mindanao Pangandoy Gipan- 
 

ganduy 

gipanganduy 

 

Indigenous speakers of Rombloma- 

non, Waray-Leyte, and Visaya-Mindanao 

also mentioned that they have ‘wishes’ in life 

not only for themselves but also for their 
families. Table7 lists the ‘wish’ of the con- 

sultants. It can be seen that the consultants of 

Romblomanon, Waray-Leyte, and Visaya- 
Mindanao have given different things when 

it comes to their wishes which increases the 

expectation of achieving them. The degrees 

nanaisin) reflect their wish to achieve them. 

In Romblomanon, they want to graduate, 

they wantto have a permanent job and they 

want to have their own house. This means 
they have to finishschool first so that they 

can have their own home in the future. 

Waray-Leyte and Visaya- Mindanao, on the 
other hand, have the same wish for life and 

this is a simple life as well as whatthey wish 

is abundant life (prosperity). A prosperous 

life for Waray-Leyte and Visaya-Mindanao 
consultants means having “maupay” or 

maayos (good) health. 

 
Table 7: Wishes (Naisin) of Native speakers of Some 

Varieties of Visaya to their Families 

Visayan lan- 
guage 

Naisin 

Nais Ninanais Nanaisin 

Romblomanon makapagtapos ng 
pag-aaral 

magkaroon ng 
permanenting trabaho 

magkaroon ng 
sarilingbahay 

Waray-Leyte simpleng buhay Masaganang buhay Masaganang 
buhay 

Visaya-Minda- 
nao 

simpleng buhay Masaganang buhay masaganang 
buhay 

 

Paz (2008) mentioned that the 

Waray ethnolinguistic group has a wish to 

“make life easier”. This can be seen up to 

this day. There is probably no one who 

does not want life to be easier. It shows 

that consultants are not satisfied with their 

lives and even in their present lives, as 

shown in Table 8. 

 
Table 8: Componential Analysis of Life Satisfaction 

Visayan language Life Satisfaction 

Romblomanon - 

Waray-Leyte - 

Visaya-Mindanao - 

 

Paz (2008) noted in the same article 

that many ethnolinguistic groups believe in 

the worldof spirits. In fact, he mentioned 

performing rituals and chants as a means to 

drive them away from pain and attain peace, 

contentment, and order. For the purpose of 

this research paper, the well-being of the 

consultants was looked at because they be- 

lieve that when you live well you have also 

achieved peace of your heart and your con- 

tentment. 

Table 9 shows the consultants’ be- 

liefs about achieving well-being. Romblo- 

manon consultants need to study hard to 
of   the   adjectives   (nais,   ninanais,   and achieve thedesired well-being. For Waray- 
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Leyte consultants, in order to achieve pros- 

perity, they need to work hard to provide for 

the daily needs of their families as well as 

the proper care of children because they be- 

lieve that children, so as not to grow arro- 

gant, depend on the proper nurturing of 

them. Therefore, in order for Waray-Leyte 

and Visaya-Mindanao consultants to pro- 

vide for their families, they need to work 

well. 

Table 9: Ways to achieve Well-being 

Visayan language Well-being strategy 

Romblomanon Pag-aaral ng mabuti 

Waray-Leyte Paghahanapbuhay at Wastong 
Pag-aaruga sa mga anak 

Visaya-Mindanao Paghahanapbuhay 

 

The consultants of Romblomanon and 

Visaya-Mindanao have their own descrip- 

tion of the well-being of the children and this 

is through their wishes. In the question: how 

can they achieve well-being? This ethnolin- 

guistic group provided answers and accord- 

ing to them, their children will continue 

what was left to them. The Waray-Leyte 

consultant, on the other hand, believes that 

while their children are still on them, it is 

their obligation to raise them. There are also 

consultants of the same ethnolinguistic 

group who say that if their children, would 

not graduate, they will continue it as men- 

tioned in the consultants of Romblomanon 

and Visaya- Mindanao. 

Table 10 provides the componential 

analysis of the children’s well-being of the 

aforementioned consultants. 

Table 10: Componential Analysis of Well-being of Children 

Visayan language Children’s well-being 

Romblomanon - 

Waray-Leyte +/- 

Visaya-Mindanao - 

 
 

Waray-Leyte and Visaya-Mindanao 

consultants believe in a superstition that their 

farmingwill be more efficient (prosperous) 

if they perform a ceremony (ritual) they call 

offering. The offering is the offering of the 

body of the slaughtered pig/chicken and its 

blood and is performedat six o'clock in the 

afternoon. There are two people involved, 

the owner (mag-ooma) of the omahan 

(farmland) and the prayer who is usually 

also a ‘mag-ooma’. Nowadays, chickens are 

often slaughtered because pork is so expen- 

sive. Back then the pig was slaughtered be- 

cause it was the custom of the Ancestors 

(ancestors). The slaughtered pork/chicken is 

placed in the container (bilao) of the har- 

vested rice and its blood is dripped in each 

corner of the rice field and then the bilao is 

placed in the middle of the house where the 

slaughtered pigs/chickens are placed. And 

this will be followed by prayer. The prayer 

includes their wishes in the prosperity spirit 

that their homestead grows well as well as 

when the harvest comes. After the ritual, the 

slaughtered pork/chicken will be cooked 

and shared by those in the household. In the 

same article, Paz (2008) mentioned the 

spirit world as a separate domain of well-be- 

ing but in the present paper, the spirit world 

is part of their claim in relation to their live- 

lihood, farming. Nevertheless, Rombloma- 

nons do not believe in Spirits in order to 

have prosperity. According to them, the 

spirit you often only hear in other people’s 

stories, street stories, and superstition. If 

you also look at it, perhaps the spirit and su- 

perstition are connected because in Rom- 

blon, following superstitions brings 

misfortune that is said to be brought by evil 

spirits. For them, it is man himself who 

makes his luck and misfortune. Sometimes, 

there are things we don’t get and we con- 

sider bad luck but it’s just not really for us 

and not at the right time. 

Table 11 shows Prosperity Spirit’s 

componential analysis of the aforemen- 

tioned ethnolinguistic groups. 

Table 11: Componential Analysis of Prosperity/Spirit In Visaya 

Visayan language Prosperity/Spirit 

Romblomanon - 

Waray-Leyte + 

Visaya-Mindanao + 

 

The well-being of Romblomanon, 

Waray-Leyte, and Visaya-Mindanao speak- 

ers is determined by their source of income 

(livelihood), money, and demand (wishes). 

As a Tagalog speaker, I see work as the most 

important factor in having a good life 
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because my life satisfaction is also dependent 

on it (pleasure), but pleasure is not perma- 

nent. If my job is good, my money will be 

fine, as will my life's demands. Table 12 

shows the componential analysis of the well- 

being of the Romblomanon, Waray-Leyte, 

and Bisaya-Mindanao consultants. These 

consultants believe they are not yet experi- 

encing happiness. Huppert's (2009) article 

supports the notion that well-being is more 

than just being happy and satisfied with life, 

as does the World Health Organization's ar- 

ticle that well-being is a permanent state that 

allows a person or group of people to grow 

and develop. 

Table 12: Componential Analysis of Specific Well-being in Visaya 

Visayan language Specific Well-being 

Kabuhayan 

(livelihood) 

Pera (money) Naisin 

(wishes) 

Romblomanon - - - 

Waray-Leyte - - - 

Visaya-Mindanao - - - 

 

4 Conclusions 

Most of the ethnolinguistic groups 

included in this study are surviving through 

agriculture. For consultants, a good harvest 

determines well-being. This is supported by 
the same article by Paz (2008). 

Therefore, the well-being of the lan- 

guage consultants of Romblomanon, Waray- 

Leyte and Visaya-Mindanao is based on their 

livelihood (hanapbuhay), money (kwarta) 
and wishes (kahilingan/naisin). 

As a native speaker of Tagalog, I also 

consider occupation as a primary basis of a 

good life because it depends on my life satis- 
faction (ginhawa) but satisfaction is not per- 

manent. If I have a good job, then I will get a 

good income so I can meet my expectations. 
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Appendix A. Morphophonemic Changes 

in Some Lexicons Related to Well-being 

in Some Visayan Languages 
 

VISAYAN 
LANGUAGE 

Root word Prefix Suf- 
fix 

New word Morphophonemic 
Change 

Romblomanon saka 

ayos 

gusto 

pag- 

n/a 

gina- 
gu- 

n/a 

n/a 

n/a 
-hin 

pagsasaka 

maayo 

ginagusto 
gugustohon 

Reduplication 

Phoneme deletion 

Affixation 
Transfer emphasis 

Waray-Leyte saka 
hayahay 
pangandoy 

pag 

-n/a 

gi- 

n/a 
n/a 
n/a 

Pagsasaka 
Hayahay 
gipanganduy 

Reduplication 
Borrowing 
Transfer emphasis 

Visaya-Mindanao oma 

hinga 
panganduy 

pag- 
pag- 

gi- 

n/a 
n/a 

n/a 

pag-ooma 
paghinga 

gipanganduy 

Reduplication 
Affixation 

Transfer emphasis 
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Abstract 

This study investigated the do-constructions in 
Chinese, Russian, and Czech, a predicate-
argument structure comprised of the light verb 
‘to do’ - zuò in Chinese, delat' in Russian, and 
dělat in Czech - and a verbal noun as the head 
in the accusative role, considering the linguistic 
traits and pragmatic use of the constructions in 
spoken and written discourse. The corpus 
results attested that the three languages not only 
have lexical and grammatical equivalences, 
they also demonstrate a functional equivalence 
in packaging information to define a type of 
action within the construction. Similar lexico-
grammatical strategies are employed to encode 
tense and aspectual information of the 
predicates and various kinds of information 
about the nominal heads. The preference of the 
do-usage in the written genre is unequivocal in 
Chinese and Russian, suggesting that the 
structural change could have started as a 
writing style. The relative novelty of the do-
usage to communicate generic or specific action 
events in Czech is evidence of language-
specificity in pragmatic use. 

1 Introduction 

Light verb constructions, such as ‘to take a turn’, 
‘to give a rating’, ‘to make a second attempt’, and 
‘to do a quick change’, are cross-linguistic 
structures which have been studied in many 
languages including American English, British 
English, Irish English, Malaysian English, Zapotec, 
Spanish, Italian, Russian, Czech, Lithuania, Urdu, 
Persian, Japanese, Korean, and Chinese. The head 
nouns in the accusative position are ‘verbal nouns’ 

and the constructions as a whole may be equivalent 
to the use of the head nouns as full-fledged verbs, 
also called ‘heavy verbs’, such as ‘to turn’ versus 
‘to take a turn’, ‘to rate’ versus ‘to give a rating’, 
‘to attempt (to do something) for the second time’ 
versus ‘to make a second attempt’, and ‘to change 
quickly’ versus ‘to do a quick change’. A variety 
of issues were discussed from various approaches, 
among which the constructions were investigated 
in regard to argument or valency structures (Yim, 
2020; Kettnerová, 2021; Kettnerová and Lopat-
ková, 2020; Lin, 2014; Ronan and Schneider, 2017; 
Tadao, 2000). The corpus-based or descriptive 
approaches were employed to investigate the 
lexical, structural, semantic, and pragmatic proper-
ties of the light-verb constructions (Cuervo, 2010; 
Hernández, 2008; Huang and Lin, 2012; Huang et 
al., 2014; Maiko, 2020; Martínez Linares, 2013; 
Nolan, 2015; Ong and Rahim, 2021; Radimský, 
2010; Ronan, 2014; Kovalevskaite et al, 2020), the 
linguistic distinction between the light verb and 
heavy verb usages (Beam de Azcona, 2017; 
Evteeva, 2017; Lu et al., 2020; Radimský, 2010; 
Tadao, 2000), the occurrences of the constructions 
in speaking and writing (Sundquist, 2020), the 
historical development of the constructions 
(Buckingham, 2014; Sundquist, 2018; Yim, 2020), 
the acquisition of the constructions in L2 contexts 
(Maiko, 2019; Sanromán Vilas, 2019), and the 
processing of light-verb structure (Wittenberg and 
Piñango, 2011). Little attention, however, has been 
paid to how the construction pairs the lexico-
grammatical structure with meaning and function 
(Croft, 2014; Goldberg, 1995). As distinct from the 
usual predicate-argument combination where the 
event type is determined by the predicate, it is the 
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nominal argument of the do-construction that 
denotes a type of event in discourse. 

This study investigates the light verb ‘to do’ 
forming a predicate-argument structure with a 
verbal noun as the head in the accusative role. This 
is called ‘do-construction’ here. See the underlined 
parts in these English examples ‘I did some swim-
ming and headed home’, ‘I would do less correct-
ing and more connecting’, and ‘We obviously need 
to do a lot of praying’ from SKELL (skell_3_10 
v1.8). The do-constructions in Mandarin Chinese 
(‘Chinese’ for short), Russian, and Czech are 
illustrated below. In Example 1, about 
psychological simplification, zuò ‘to do’ is the 
main verb and jiǎnhuà ‘simplify’ is the verbal noun 
as the head of the direct object which is quantified 
by yīxiē ‘some’ and characterized by xīnlǐshàng 
‘psychological’. In the Russian Example 2, ‘to do 
author citations’ is represented by the main verb 
делать ‘to do’ and the accusative form of the head 
noun ссылки ‘citations’ is qualified by авторов 
‘author’. In the Czech do-construction in Example 
3, the verb dělat ‘to do’ and the accusative head 
noun přehled ‘overview’ as characterized by 
dokonalý ‘perfect’ together refer to the act of 
perfect overview.  

 
(1) nǐ  kěnéng xūyào zuò yīxiē  
 2SG may need do some 
 xīnlǐshàng de jiǎnhuà 
 psychological DE simplify 

‘You may need to do some psychological 
simplification.’ 

(2)  Делайте  хотя бы  ссылки  на   
 do-IMP at least citation-PL-ACC to  
 авторов. 
 authors 

‘At least do author citations.’ 
(3)  Udělali                dokonalý přehled.  
 do-PST.PFV.3PL perfect overview 

‘They did a perfect overview.’ 
 
The lexical and structural similarities of the do-

constructions across Chinese as a Sino-Tibetan 
language, Russian as an East Slavic language, and 
Czech as a West Slavic language are not a 
coincidence. According to Natural Semantic 
Metalanguage (NSM), there are basic and 
universal semantic primitives that are conceptually 
simple and irreducible. “Evidence indicates that 
this highly constrained vocabulary and grammar 

has equivalents in all or most languages of the 
world” (Goddard and Wierzbicka 2014:86). An 
inventory of semantic primes was proposed by 
Wierzbicka and colleagues as universal semantic 
fundamentals which been examined across a wide 
range of typologically different languages 
including Arrernte, Chinese, Ewe, French, German, 
Italian, Japanese, Lao, Malay, Mangaaba-Mbula, 
Maori, Polish, Russian, Spanish, and Yankunytjat-
jara (see the details in Goddard and Wierzbicka, 
2014). ‘DO’ is a semantic primitive, and the direct 
lexical realization of this fundamental and 
universal concept of action is the zuò-verb in 
Chinese, the delat'-verb in Russian, and the dělat-
verb in Czech. The lexical and grammatical 
behaviors of the three do-words as full-fledged 
verbs are not only identical, the verbs have also 
been undergoing a similar grammatical develop-
ment and do-constructions are evolved. What 
remains obscure are the linguistic nature and the 
pragmatic use of the evolved structure in spoken 
and written discourse across the three languages. 

The present study takes up the issue and asks 
how the basic semantic notion of DO engages in 
developing a widely-used structure. The lexical 
and structural equivalences of DO in Chinese, 
Russian, and Czech allow for cross-language 
investigation of the linguistic properties and the 
pragmatic use of do-constructions by carrying out 
a corpus analysis of do-cases derived from the 
major spoken and written genres. These research 
questions are addressed – What are the linguistic 
properties of the do-constructions in Chinese, 
Russian, and Czech? Are there genre differences 
between speaking and writing in regard to 
linguistic traits and occurrence rate? Is there 
language specificity in the pragmatic use of do-
constructions? The corpus results enable establish-
ment of a common functional construal of infor-
mation packaging and discussion of the 
directionality of the structural spread and historical 
development of do-constructions. 

2 The corpora and methods 

Language use may vary between speaking and 
writing. For instance, the 3-word and 4-word 
lexical bundles predominated in spoken discourse, 
but a different combination of invariable function 
words and an intervening content word was 
prevalent in written academic discourse (Biber, 
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2009). The collocates for the verbs have, make, and 
take in conversation were also found distinct from 
those in informational writing (Conrad and Biber, 
2009). The present study thus separates the spoken 
and written data for analysis. The data are drawn 
from the Corpus of Contemporary Taiwanese 
Mandarin 2017 (COCT), the Russian National 
Corpus, and the Czech National Corpus. First, the 
COCT documents written data from 1986 to 2017 
in the areas of philosophy, religion, science, 
applied sciences, social sciences, history, 
geography, language, literature, arts, commerce, 
and recreation, totaling about 250-million words. 
The 2007-2014 spoken data consists of 6.6-million 
words from the sub-titles of Da Ai Journal, a TV 
program that documents inspiring stories of people 
and events around the world in areas of law, 
politics, finance, current events, science, living, 
fashion, culture, education, and arts. Second, the 
written data of the Main Corpus of the Russian 
National Corpus consists of 337-million words 
collected from fiction and news texts, and the 
spoken data, totaling 13.3-million words, are the 
recordings of public and spontaneous spoken 
Russian and the transcripts of the Russian movies. 
Data for this study are derived from 1981 to 2019. 
Last, the written corpus of the Czech National 
Corpus comprises 4255-million words collected 
between 1989 and 2014, and the spoken corpus 
consists of 7-million words produced in informal 
settings from 2002 to 2017. 

The selection of data for this study met the 
criteria that the predicate of a clausal statement is 
the do-verb, namely zuò in Chinese, делать (delat') 
in Russian, and dělat in Czech, and the direct 
object comprises a verbal head noun which can be 
used as a full-fledged verb in other contexts. For 
instance, jiǎnhuà ‘simplify’ is the nominal head in 
Example 1, but the main verb in this statement of 
wǒmen jiǎnhuà le jiàokēshū ‘We simplified 
textbooks.’ Russian and Czech show the same 
usages, in that the accusative form ссылки in 
Example 2 is used as a verb in Она ссылается на 
научные исследования ‘She cites scientific 
research’, and the accusative head noun přehled 
‘overview’ in Example 3 is a verb in Z vrcholku 
hory lze přehlédnout široké okolí ‘From the top of 
the mountain you can overview the wide 
surroundings.’ Upon this common lexical and 
grammatical foundation, cross-linguistic results are 
comparable. The search functions in the corpora 

were used for data selection. The linguistic 
analysis of the selected data for each language was 
carried out by a first analyst and then checked and 
revised by a second analyst. Table 1 presents the 
sets of do-cases for the study. The Slavic languages 
consistently have a lower occurrence rate of do-
cases than Chinese, whether in writing or in 
speaking. The overall frequencies in Chinese 
outnumber Russian by 6.6 times and Czech by 19.5 
times, and the use of this construction is 3 times 
more prevalent in Russian than in Czech. The 
written cases predominate at 76.4% in Chinese and 
at 85.9% in Russian, whereas Czech shows a close 
distribution of the data across writing and speaking. 
These quantitative differences demonstrate that the 
semantic primitive of DO has been undergoing the 
same structural development across languages yet 
not in the same pace.  
 
 Written Spoken Total 
Chinese 15949 4925 20874 

76.4% 23.6% 100% 
Russian 2725 448 3173 

85.9% 14.1% 100% 
Czech 548 521 1069 

51.3% 48.7% 100% 

Table 1: Do-cases in Chinese, Russian, and Czech. 

3 The information packaging of do-
constructions  

The do-construction consists of two parts. The first 
part is the do-verb which means ‘to act’; the 
second part is the noun phrase in the role of direct 
object. The nature of the action event is context 
dependent and determined by the encoding of 
information within the construction. The do-verbs 
in the Slavic languages are marked with tense and 
aspect information in all the cases. See the use of 
делал in Russian indicating the past and the 
imperfective aspect of the act of doing corrections 
in Example 4, and udělal in Czech showing the 
past perfective action of doing fake recordings in 
Example 5. Chinese, however, tends to encode 
these two types of information outside the 
construction by use of adverbials like zuótiān 
‘yesterday’ and míngtiān ‘tomorrow’, yǐjīng 
‘already’, céngjīng ‘once’, and yīzhí ‘continuously’. 
The occurrence rate of aspect markers within the 
do-construction, like the perfective le as in 
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Example 6 about having done a very bad guide, the 
experiential guò, or the durative zhe, is low at 
29.9% of the total 20874 cases.  
 
(4)  Он  делал бесконечные  
 he do-PST-IPFV endless  
 исправления.  
 corrections  
 ‘He did endless corrections.’ 
(5) Proč udělal  ty falešné    
 why  do-PST.PFV.3SG these fake     
 zápisy  do svého deníku? 
 recordings into own diary 

‘Why did he do these fake recordings into his 
own diary?’ 

 (6)  wǒ  céngjīng duì háizi de  chuàngyì  
 1SG once to    children DE creativity 
 zuò le  yī gè   hěn bù  hǎo     de 
 do PRF one CL very NEG good   DE 
 yǐndǎo 
 guide 

‘I once did a very bad guide to children’s 
creativity.’  

 
In the accusative position of the construction, 

the verbal noun as the head of direct object 
functions to represent an action event, and the 
noun phrase as a whole refers to a generic or 
specific event in discourse. A generic event refers 
to a general situation that is encoded by a bare 
nominal head without semantic characterization in 
the do-construction, such as zuò chuànzhū ‘to do 
bead stringing’ in Chinese (Example 7), делать 
подтяжку ‘to do facelifting’ in Russian (Example 
8), and udělali zátah ‘to do pulling’ in Czech 
(Example 9).  

 
Generic events – bare nouns 
(7) nóngfū xiàwǔ  máng-wán nóngshì  
 farmer afternoon work-finish farming 
 hòu  jiù  huì  zuò  zài  liángtíng  shàng 
 after then will sit at  pavilion on 
 zuò  chuànzhū 
 do bead 

‘The farmer, after finishing farming in the 
afternoon, would sit in the pavilion and do 
beading.’ 

(8) А  ваша жена  делала  
 and your wife do-PST.IPFV.3SG  
 

 подтяжку? 
 facelifting 

‘Did your wife do a facelifting?’ 
(9)   Udělali zátah, prohledali 
 do-PST.PFV.3PL pull search-PST.PFV.3PL 
 a našli spoustu zásob. 
 and find-PST.PFV.3PL a lot of stock 

 ‘They did a pulling, searched and found a lot 
of stocks.’ 

 
A specific event, on the other hand, refers to a 

particular situation encoded with nominal 
qualification. Similar lexico-grammatical strategies, 
which are broadly categorized into definiteness, 
quantity, possession, and other qualifying 
properties, are employed to define specific events 
in Chinese, Russian, and Czech. See the following 
examples for the four types of strategies in the 
languages. First, definite referents of the do-events 
are marked by demonstrative words as in the 
Chinese ‘do these three kinds of recycling’ 
(Example 10), the Russian ‘do such kind of 
recording’ (Example 11), and the Czech ‘do this 
discovery’ (Example 12). Second, quantified 
referents are encoded by quantifiers or numerals 
such as ‘do a little improvement’ (Example 13), 
‘do one more stopping off’ (Example 14), and ‘do 
one adjustment’ (Example 15). Third, the 
possessive information has to do with someone in 
possession of the nominal referents as in ‘do our 
planting’ (Example 16), ‘do his own warnings 
(Example 17), and ‘do my own smiling’ (Example 
18). Finally, other qualifying properties provide 
attributive information as in ‘do a brief and 
seemingly meaningful pausing’ (Example 19), ‘do 
a witty literature review on nationalism’ (Example 
20), and ‘do a significant smiling’ (Example 21). 
 
Specific events – definiteness 
(10) duì  wǒ  dàgài  jīběnshàng  huì  zuò 
 to 1SG probably basically will do 
 zhè  sān  lèi  de huíshōu 
 this three kind DE recycle 

‘To me, basically, I probably will do these 
three kinds of recycling.’ 

(11) Будучи на краю гибели ученый 
 being on verge death-GEN scientist 
 делает в своем  
 do-PRS.IPFV.3SG in one’s own  
 дневнике такую запись: <…>. 

diary such recording 
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‘Being on the verge of death, the scientist 
does such kind of recording in his diary.’ 

(12) Když ona udělala   tenhle 
 when she do-PST.PFV.3SG this 
 objev  a zavolala mi. 
 discovery and call-PST.PFV.3SG me 

‘When she did this discovery and called me.’ 
 
Specific events – quantity 
(13) jiāzhǎng  hěn  lèyì  wèile háizǐ ānquán 
 parent very happy for child safety 
 zuò yīdiǎndiǎn gǎishàn 
 do a little improve 

‘Parents are happy to do a little improvement 
for the safety of the child.’ 

(14) Через полкилометра, на перекрестке – 
 after  half a kilometer at intersection 
 направо! Там делаем 
 to the right there do-PRS.IPFV.1PL 
 еще  один заход!  
 more one stopping off 

‘After half a kilometer, at the intersection – to 
the right! We're doing one more stopping off 
there!’ 

(15) Určitě tam udělám 
definitely there do-PRS.PFV.1SG 
úpravu jednu. 
adjustment one 
‘I will definitely do one adjustment there.’ 

 
Specific events – possession 
(16) wǒmen shì  zài wúchénshì lǐmiàn
 we COP at dust-free room inside  
 zuò  wǒmen de zāizhòng  
 do our DE planting 
 ‘We do our planting in a dust-free room.’  
(17) А то Министерство здравоохранения 
 Otherwise Ministry health-GEN 
 обязательно делало бы 
 definitely   do-PST.IPFV.3SG would 
 свои предупреждения. 
 one’s own  warning.PL 

‘Otherwise, the Ministry of Health would 
definitely do his own warnings.’ 

(18) Udělal jsem svůj bolestný úsměv  
        do-PST.PFV.1SG one’s own painful   smile 

kolem úst. 
around mouth 
‘I did my own painful smiling around my 
mouth.’ 

 

Specific events – qualifying properties 
(19) tā zuò le  yī gè  jiǎnduǎn ér shì 
 he do PRF one CL brief and seem 
 yǒuyìhán de tíngdùn  
 meaningful DE pause 

‘He did a brief and seemingly meaningful 
pausing.’ 

(20) Джон Бройи делает 
 John Breuilly  do-PRS.IPFV.3SG 
 остроумный обзор литературы 
 witty reviewing literature-GEN 
 о  национализме на глубину в 
 about nationalism to depth at 
 четыре десятилетия.  
 four decades 

‘John Breuilly does a witty literature review 
on nationalism to the depth of four decades.’ 

(21) Udělal jsem významný úsměv. 
do-PST.PFV.1SG significant smile 
‘I did a significant smiling.’ 

 
Most of the do-cases are specific action events, 

taking up 89% of the total in Chinese, 61.5% in 
Russian, and 66.4% in Czech. Differences are 
evident between writing and speaking. First, the 
frequency distribution of generic cases across the 
written and spoken data is about equal in Chinese 
and Czech, while Russian has the large majority of 
cases in the written texts. Second, the three 
languages align to show that specific events are the 
majority in writing, and the mean proportions are 
much higher in Chinese at 79.9% and Russian at 
86.5% than in Czech at 56.3%. See Table 2. 
 
Generic events Written Spoken Total 
Chinese 1103 1190 2293 

48.1% 51.9% 100% 
Russian 1036 185 1221 

84.8% 15.2% 100% 
Czech 148 211 359 

41.2% 58.8% 100% 
Specific events    
Chinese 14846 3735 18581 

79.9% 20.1% 100% 
Russian 1689 263 1952 

86.5% 13.5% 100% 
Czech 400 310 710 

56.3% 43.7% 100% 

Table 2: Frequency distribution of generic and 
specific do-cases in spoken and written data. 
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Considering the types of action events, among 
the 1453 types of verbal nouns in the written texts 
and 820 in the spoken texts in Chinese, 470 types 
of action are found in both writing and speaking. A 
larger variety of verbal nouns are used in the 
written mode at 67.7% than in the spoken mode at 
42.7%, suggesting the vitality of the do-
construction in written communication. The two 
Slavic languages have smaller sets of common 
types of action, a total of 85 in Russian and 40 in 
Czech. Like Chinese, Russian includes a lot more 
diverse types in writing at 70.8% than in speaking 
at 43%. Czech shows the opposite, in that there is a 
higher proportion of action types not found in the 
written texts at 72%. In regard to token frequencies, 
the shared action types crucially account for the 
large majority of cases in Chinese and Russian - 
83.9% of all the Chinese written data and 86.7% of 
the spoken data; 80.8% of the Russian written data 
and 82.2% of the spoken data. In Czech, the highly 
repetitive use of the common types is seen only in 
the written cases at 89%. A large portion of the 
spoken cases, at 49%, demonstrate a much wider 
variety of action types in speech communication. 

4 General discussion 

Across Chinese, Russian, and Czech, the 
occurrence rates of do-constructions vary but the 
form, meaning, and function are equivalent. Croft 
(2014: 19) noted that “a construction (or any 
construction) in a language (or any language) used 
to express a particular combination of semantic 
structure and information packaging function.” The 
do-construction comprises information that 
expresses a type of action which is denoted by the 
verbal noun rather than the do-verb, and the nature 
of the event has to do with the packaging of 
information about the accusative head in the 
context of use. The tense and aspectual information 
of the do-verb and the various kinds of information 
about the accusative head nouns together are 
essential to communicate a type of action event or 
a specific action event that is of interest in the 
context of use. This functional construal of the do-
structure is evident in Chinese, Russian, and Czech, 
and the encoding strategies are cross-linguistically 
equivalent. 

Across the written and the spoken texts, the 
structural and distributional analyses attested to the 
preferred communication of specific action events 

in the do-constructions across languages. In terms 
of token frequencies, the two Slavic languages are 
similar to be less productive than Chinese; still, the 
occurrences across text genres are divergent 
between the two languages. The prevailing use of 
this grammatical structure in writing suggests that 
the encoding strategies have come to be adopted 
more readily as a writing style in Chinese and 
Russian. As to Czech, whether the do-construction 
tends to be a writing style or a speaking manner is 
not clear because of the relatively low occurrence 
rate. Regarding type frequencies, a verbal head 
being used in both the written and spoken texts 
was counted as a type. The Chinese data yielded a 
total of 470 verbal nominal heads, accounting for 
83.9% of the cases in writing and 86.7% in 
speaking. Similar results are seen in Russian - 
80.8% of the cases in writing and 82.2% in 
speaking refer to a set of 85 action events. Czech 
has a smaller set of 40 nominal heads that occurred 
in both types of text. Their occurrences account for 
89% of the written data but only 51% of the 
spoken data. Taken the results together, the types 
of action that were brought up for discussion in the 
two types of discourse are considered to be more 
acceptable by language users and likely function as 
replicators that propagate the development of the 
do-structure. Synchronically, the cross-genre 
development is language-specific. The spread of 
do-usages was similar across written and spoken 
discourse yet only in Chinese and Russian. The 
Czech language manifests much novelty and 
diverseness in use of the do-construction in spoken 
communication. 

Historically, the use of the do-construction in 
Chinese was far from common before the 20th 
century. From the Academia Sinica Ancient 
Chinese Corpus, 296 cases were derived, such as 
zuò bùshī ‘to do almsgiving’ in The Water Margin: 
Outlaws of the Marsh written in the late 14th 
century, zuò gè zhèngjiàn ‘to do witnessing’ in 
Dream of the Red Chamber in the 18th century, and 
zuò jūtíng ‘to do short-time staying’ in The 
Scholars in early 19th century. Further, a large 
portion of the cases at 48.6% were derived from 
the texts of The Water Margin which is known to 
be written in vernacular Chinese and considered as 
close to the spoken language. In a former study of 
the do-structure, the written data in the 20th century 
drawn from the 11-million-word Academia Sinica 
Balanced Corpus of Modern Chinese 4.0 (Sinica 
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Corpus) and the 382-million-word Chinese 
GigaWord 2 Corpus yielded a total of 3117 cases 
from 1981 to 2007 (Chui, 2018), and, in this study, 
five times more data from 1986 to 2017 were 
retrieved from the Corpus of Contemporary 
Taiwanese Mandarin. The diachronic data together 
reveal a contrast in the use of the do-construction 
before and after the 20th century. 

In the Slavic languages, the historical Russian 
data in the Russian National Corpus are available 
from the 18th and the 19th centuries and a total of 
2493 delat'-cases were drawn. 86.4% of the data 
were found in the texts between 1801 and 1900, 
such as делать препятствие ‘to do hindering’ 
(year 1775) and делать великие описания ‘to do 
great descriptions’ (1761-1765). Since the usage 
did not show a surge in the 20th century, 3173 
cases in total, the Russian delat'-construction 
appears to be used earlier than Chinese in the 19th 
century, such as делать наблюдения и открытия 
‘to do observations and discoveries’ (year 1867). 
The developmental tendency is similar in Czech. 
From the Czech National Corpus, a total of 134 
dělat-cases were drawn from 1301 to 1900. Most 
of the data at 70.1% were from the texts in the 19th 
century, such as dělat konec ‘to do an ending’ 
(year 1894), after which the usage spreads 
gradually. See Table 3. In sum, the diachronic 
development of this grammatical structure since 
1301 in Chinese and Czech supports Feltgen et 
al.’s (2017) claim that there could be a latency 
period of a change prior to the expansion of the use 
in the 19th or 20th centuries. In the present time, an 
S-curve for the development of the do-
constructions is not seen due to the lack of a slow 
tailing off. It is also possible that the S-curve is not 
universal (Ghanbarnejad et al., 2014). 

 
Chinese Russian Czech 

1301-1900 1701-1900 1301-1900 
N = 296 N = 2493 N = 134 

1986-2017 1981-2019 1989-2017 
N = 20874 N = 3173 N = 1069 

Table 3: Do-cases in historical data. 
 
Language change is initiated by language use 

(Feltgen et al., 2017). In the basic evolutionary 
model of language change, speakers replicate 
linguistic structures in utterances while interacting 
with other speakers, suggesting the usual 

directional spread from speech to writing (Blythe 
& Croft, 2012). The rise of the use of do-
construction over the past 36 years (1981-2017) in 
Chinese and that of the delat'-construction in the 
past 38 years (1981-2019) in Russian demonstrate 
the predominant use in the written texts. The 
contemporary corpus data of these two languages 
further confirm the directionality of the structural 
change from writing to speaking as proposed in 
Chui (2018). In the literature of language change, 
cross-linguistic evidence was abundant to support 
the typical path of linguistic development from 
spoken to written discourse (Biber & Gray, 2011; 
Bybee & Hopper, 2001; Croft, 2000; Good, 2008; 
Hruschka et al., 2009). The reverse direction of 
change for the development of do-constructions is 
not common but by no means impossible. First, 
Biber & Gray’s (2011) study attested that English 
complex noun phrases started in academic writing, 
but the structures did not spread to conversation. 
Second, if the change had started in the speaking 
environment, the use of the do- and the delat'-
structures should have been more frequent in the 
spoken data. The statistics in Table 1 show the 
otherwise that the do-cases in writing are three 
times more frequent than those in speaking in 
Chinese, and the delat'-cases are six time more 
common in Russian. In Czech, the occurrence rates 
of the dělat-cases are about the same between the 
two genres, and, due to the relatively small amount 
of data, whether the language conforms to the 
common direction of linguistic spread that the 
spoken language affects the written language 
remains inconclusive.  

Finally, the do-bare noun combinations are 
related to the use of the nominalized form as a full-
fledged verb, in that both forms refer to a generic 
type of action, such as zuò bǎguān ‘to do 
gatekeeping’ versus bǎguān ‘to gatekeep’, делать 
наколку ‘to do tattooing’ versus наколоть ‘to 
tattoo’, and dělat procházku ‘to do a walk’ versus 
procházet ‘to walk’. They are, however, different 
construals of the same experience. In the 
evolutionary framework for language change based 
on Hull’s general analysis of selection for 
evolutionary systems (Blythe & Croft, 2012; Croft, 
2000; Hull 1988, 2001), the canonical interactor in 
language change is the user who chooses what to 
say and how to say it. In other words, the do-usage 
and the full-verb usage could be the alternatives at 
the user’s disposal in communication. It remains to 
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be seen whether the two usages engage in 
linguistic competition and whether the do-form 
bears any social or individual values as distinct 
from the full-verb usage.  

In conclusion, the present study presented cor-
pus evidence that DO not only has lexical and 
grammatical equivalences in Chinese, Russian, and 
Czech, this semantic primitive further demon-
strates a less-known equivalence in structural 
change dated back to the fourteenth century in 
Chinese and Czech and to the eighteenth century in 
Russian. Along with the change is the evolvement 
of the pragmatic function of packaging information 
for defining a type of action within the do-
constructions by virtue of common lexico-
grammatical strategies. The preference of the do-
usage in the written genre is unequivocal in 
Chinese and Russian, leading to our conjecture that 
the structural change could have started as a 
writing style. The relative novelty of the do-usage 
to communicate generic or specific action events in 
Czech is evidence of language-specificity in prag-
matic use. 
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Appendix. Abbreviations of linguistic terms.  

CL classifier 
COP copula  
DE morpheme de 
GEN genitive 
IPFV imperfective aspect 
PFV perfective aspect 
PL plural 
PRF perfective morpheme 
PRS present tense 
PST past tense 
SG  singular 
1 first person 
2 second person 
3 third person 
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Abstract 

This paper provides a corpus-based, statistical 
analysis to explore the semantic 
(dis)similarities of four metaphorical meanings 
of the Chinese color term hēi ‘black’ regarding 
its predicative usages. With the Behavioral 
Profiles approach, 379 instances were 
manually annotated with 35 contextual 
features proposed from three categories, 
including lexical-collocational, 
morphosyntactic and semantic, and discourse 
information, to capture the contextual 
variations of hēi. Based on the annotated data, 
the Multiple Correspondence analysis (MCA) 
technique is then used to visualize the 
semantic distribution of the four meanings of 
hēi and their strength of associations with the 
distinctive features. It is found that the 
semantic (dis)similarities of the four meanings 
of hēi are well profiled by the MCA results, 
which demonstrates the effectiveness of the 
MCA method in studying metaphorical 
polysemy. 

1 Introduction 

As a common source of metaphor, Color Terms 
(CTs) possess a diverse range of metaphorical 
meanings in various languages beyond their literal 
meanings pertaining to the natural color, which 
can be viewed as metaphorical polysemy 
(Apresjan, 1974; Jurafsky, 1996). Without 
exception, Chinese CTs also show metaphorical 
polysemy with varied usage patterns. For example, 
one of the earliest-acquired Chinese CTs,  hēi 黑 
‘black’ (Berlin & Kays, 1969; Wu, 2011), is 
continuously extended to different metaphorical 
meanings with flexible contextual variations. 

Except for the attributive uses (e.g., hēi-shèhuì 黑
社 会  ‘black-society: underground’), hēi 
frequently occurs as a predicate when referring to 
metaphorical meanings. Example (1) below 
provides initial illustrations for the metaphorical 
usages: 
 
(1) a. 她无意中黑了青岛一把。 

tā wúyìzhōng hēi le qīngdǎo yī bǎ 
she unconsciously black LE Qingdao 
one-CL 
‘She accidentally blackened Qingdao for 
once.’ 

 
b. 穆司爵脸黑了。 

Mù-sījué liǎn hēi le 
NAME face black LE 
‘Mu Sijue’s face blackened.’ 

 
As shown in (1), the predicate hēi can either serve 
as a transitive verb to denote ‘an action that 
damages or destroys someone’s reputation’ as in 
(1a), or an intransitive verb ‘to get angry’ as in (1b). 
It is noteworthy that the contexts of hēi referring to 
different metaphorical meanings may vary as they 
correlate with the possible semantic 
(dis)similarities regarding Distributional 
Semantics (Harris, 1954; Firth, 1951). However, 
most previous studies discussed the possible 
meanings of CTs from a purely analytical ground 
and regarded the different senses as discrete primes, 
ignoring their potential semantic relations. Given 
that, this study aims to explore the semantic 
(dis)similarities of the varied metaphorical 
meanings of hēi as a predicate with the 
corpus-based Behavioral Profiles (BP) approach. 
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The paper is organized as follows. Section 2 
offers a literature review of relevant previous 
studies. Section 3 introduces the research 
methodology. Section 4 applies the MCA method 
to identify the distinctive contextual variations of 
each metaphorical meaning denoted by the 
predicative hēi based on the annotated distinctive 
contextual features. Section 5 concludes this study.  

2 Literature Review 

While polysemy is a universal phenomenon in 
languages (Copestake & Briscoe, 1995; 
Jackendoff, 2002; Murphy, 2002; Pustejovsky, 
1995), metaphorical polysemy is regarded as a 
special type of polysemy (Apresjan, 1974). 
Metaphorical polysemy of CTs has been 
demonstrated in many languages, such as English 
(Allan, 2009), European languages (Hill, 2008), 
and Persian (Amouzadeha et al., 2011; Aliakbari 
& Khosravian, 2013). Besides, several 
translation-related studies also suggested that some 
metaphorical meanings of CTs are 
language-specific or culturally exclusive 
(Wierzbicka, 1990; Ghafel & Mirzaie, 2014; 
Chatti, 2016; Hastürkoğlu, 2018; Al-Jarf, 2019).  

With regard to Chinese CTs, some studies have 
discussed their metaphorical extensions and the 
underlying cognitive mechanisms, such as Wu 
(1986), Zhang (1988), Xing (2008), Li and Bai 
(2013), Lai and Chung (2018), etc. Nevertheless, 
most of them are qualitative analyses based on 
intuitive judgments with elicited examples without 
considering their contextual variations or the 
relations between different senses. As one of the 
Chinese basic CTs, hēi continues to be extended 
over time to derive various metaphorical meanings, 
showing multiple form-meaning mapping relations 
in its metaphorical uses. Specifically, the 
intransitive verbal uses of hēi can either refer to 
‘being malevolent’ (e.g., xīnhēile 心黑了 ‘heart 
blackened’) or ‘being angry’ (e.g., liǎnhēile 脸黑

了 ‘face blackened’) depending on the collocated 
subjects. Besides, the frequent occurrence of the 
predicative hēi with various metaphorical 
extensions can be barely found in other Chinese 
CTs, indicating distinct cognitive mechanisms of 
this term. Hence, this study selects the different 
metaphorical meanings of the predicative hēi as 
the research object to explore the form-meaning 
correlations with the BP approach. 

Behavioral Profiles (Divjak & Gries, 2009; 
Gries & Divjak, 2009), as a corpus-based 
approach, combines the analysis of manually 
annotated usage features, also named ID tags, 

(Gries, 2006) with multifactorial statistical tools. 
In this study, Multiple Correspondence analysis 
(MCA) (Benzécri, 1992; Greenacre & Blasius, 
2006) is adopted to conduct the statistical feature 
analysis. Pertaining to correspondence analysis, 
MCA can simultaneously summarize and visualize 
the correlations between multiple linguistic 
features that structure the behaviors of the datasets 
in relation to syntax, semantics, or pragmatics by 
showing their relative proximity in a biplot. 
Previous studies have demonstrated the 
effectiveness of MCA in analyzing lexical 
semantic issues, e.g., Glynn (2014a) on several 
mental and communicative predicates in English, 
Glynn (2016) on the polysemy of the verb annoy, 
Krawczak and Glynn (2015) on three English 
constructions, as well as Tantucci and Wang (2020) 
on the aspect marker guo and the sentence-final 
particle ba in Chinese.  

Furthermore, some significant effects of 
metaphor have been detected in depicting the 
semantic (dis)similarities of polysemous lexemes 
in previous studies. Gries (2006) argued that the 
metaphorical mappings identified from the 
polysemous extensions can strongly increase the 
predictive power of sense recognition and the 
descriptive power of the clustering algorithm. 
Besides, other BP studies also indicated the 
predictive power of metaphor in profiling the 
semantic relations of polysemy, e.g., Glynn 
(2014b), Jansegers et al. (2015), Jansegers and 
Gries (2017), and Ioannou (2020). 

3 Data Preparation 

3.1 Data Collection  

Based on proposals of previous studies and the 
Contemporary Chinese Dictionary (7th ed.), four 
metaphorical meanings commonly associated with 
the predicative hēi were selected for the BP 
analysis, as detailed in Table 1. Consequently, 379 
instances pertaining to the four meanings of the 
predicative hēi (94 for “Slander/Entrap”, 90 for 
“Evil/Malevolent”, 95 for “Angry/Sullen”, and 
100 for “Network Attack”) were randomly 
collected from two corpora in Sketch Engine - the 
Corpus of Chinese Simplified Web 2017 Sample 
and the Chinese Gigaword 2 Corpus (Mainland, 
simplified), which guarantee a relatively balanced 
coverage as the former is composed of internet 
texts and the latter newswires.  
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3.2 Data Annotation 

In line with previous studies (Gries, 2006; Gries & 
Divjak, 2009; Liesenfeld et al., 2020), a total of 35 
contextual features containing 99 variable levels 
fall into three categories: the lexical-collocational 
patterns (24), morphosyntactic and semantic 
behaviors (4), and discourse information (7), as 
shown in Table 3. For the lexical-collocational 

patterns, the selected features pertain to the 
collocations of hēi with other lexical categories, 
such as Degree Markers. The morphosyntactic and 
semantic features mainly concern the syntactic 
categories of hēi and the semantic types of its 
surrounding arguments in the same constituent, 
e.g., the POS of hēi, the semantic type of subjects 
collocated with hēi. The discourse features refer to 
the contextual information beyond phrasal 
structures, including the functional types of the 
clause containing hēi, the mood, etc.  
 

 
The 35 contextual features were then manually 
annotated on 379 instances, which produced a data 
frame of 37,521 data points. The annotation was 
performed (Table 2) by two native speakers who 
are linguistically well-trained. Moreover, Cohen’s 
Kappa coefficient was adopted to measure the 
inter-rater reliability. Based on the annotation of 
the two annotators, a high degree of Cohen’s 
Kappa (0.9066, greater than the threshold value 0.8) 
was obtained, indicating an almost perfect strength 
of agreement between the two annotators (Landis 
& Koch, 1977; Altman, 1991; McHugh, 2012). 
Then, the annotations of the remaining inconsistent 
cases were determined by the two annotators after 
a discussion.  

Based on the annotated data, the MCA was 
conducted by means of the FactoMiner package in 
R language. 
 

  

Senses & Examples 
1. Slander/Entrap 
赵丽颖还一直被黑。 
Zhào-lìyǐng hái yīzhí bèi hēi 
NAME still always PASSIVE black 
‘Zhao Liying is still always blackened.’ 
2. Evil/Malevolent 
这里的人心太黑。 

zhèlǐ de rén xīn tài hēi 
here DE people heart too black 
‘The hearts of the people here are too 
black.’ 
3. Angry/Sullen 
齐王的脸更黑了。 
Qí-wáng de liǎn gèng hēi le 
King-Qi DE face more black LE 
‘King Qi's face is even darker.’ 
4. Network Attack 
这家网站已经被黑。 

zhè-jiā wǎngzhàn yǐjīng bèi hēi 
this-CL website already PASSIVE 
black 
‘This website has been hacked.’ 

Table 1: Four metaphorical senses 
pertaining to the predicative hēi 
 

Instance Tag 1 Tag 2 … Tag j 
Instance 1 C11 C12  C1j 
Instance 2 C21 C22  C2j 
… … …  … 
Instance i Ci1 Ci2  Cij 

Table 2. Data format for the annotation 

Feature Type Feature Feature Levels 
1. Lexical-Collocational Information  
modifier Negation Marker 2: yes/no 
modifier Degree Marker 2: yes/no 
modifier bèi 被 2: yes/no 
modifier yě 也 2: yes/no 
modifier qǐ 起 2: yes/no 
modifier le 了 2: yes/no 
modifier zhe 着 2: yes/no 
modifier dōu 都 2: yes/no 
modifier hái 还 2: yes/no 

47



 

 

4 MCA results 

4.1 Semantic Distribution 

This section discusses the semantic distribution of 
the four meanings via visualizing the 379 
annotated instances with the MCA map. Basically, 
MCA describes the obtained variations between 
the categorical variables through several 
dimensions and uses the so-called ‘Inertia’ to 
represent the proportion of variation retained by 
each dimension. The higher the inertia one obtains, 
the better the dimension is. Table 4 provides an 

overview of the inertia of our MCA result on the 
annotated dataset. It is shown that the variance of 
the dataset is decomposed into 47 dimensions. 
Each of them occupies comparatively a value of 
inertia and thus explains the percentage of the total 
variation in the data. The reported low score is to 
be expected regarding the high complexity of our 
dataset. 

 

modifier jiù 就 2: yes/no 
modifier guò 过 2: yes/no 
modifier ràng/lìng/shǐ 让/令/使 2: yes/no 
modifier Past Time Marker 2: yes/no 
modifier Future Time Marker 2: yes/no 
modifier Comparison Marker 2: yes/no 
modifier Frequency/Duration Marker 2: yes/no 
modifier Capability/Intention Marker 2: yes/no 
modifier yuè/yù 越/愈 2: yes/no 
modifier Doubt Marker 2: yes/no 
hēi The freq. of hēi exceeds one time 3:no/yes diff M/yes same M 
color terms Cooccurred with other color terms 2: yes/no  
noun phrase Color object 2: yes/no 
notional word parallel with hēi (e.g., 黑恶 

black-evil) 
3: no/yes diff M/yes same 
M 

compound word Phase marker 2: yes/no  
2. Morphosyntactic & Semantic Information  
POS part of speech of hēi  2: verb/adjective 
noun phrase Semantic type: dep-relation: sub 6: see notes 
noun phrase Semantic type: dep-relation: dobj 6: see notes 
verb phrase Semantic type: N collocated with hēi 6: see notes  
3. Discoursal Information  
clause Clause Type 2: main/dependent 
clause Types of dependent clause 3: rel. clause/adv. 

clause/null 
sentence The omission of co-arguments with 

hēi 
2: yes/no 

sentence Pronouns 2: yes/no 
sentence Explication of hēi 2: yes/no 
pragmatic Whether hēi is ambiguous 2: yes/no 
pragmatic Mood 3: see notes  

Table 3: An overview of the proposed 35 contextual features. Notes: 1) The semantic types 
consist of abstract entity, body part, animate, inanimate object, organization, and null; 2) The 
sentence mood consists of declarative, interrogative, and imperative. 
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In line with previous studies, the inter-individual 
variability of the 379 instances is displayed based 
on the first two dimensions (12.14%) as in Figure 
1. The data points (instances) in this figure are 
colored according to their corresponding meanings 
of hēi and labeled based on their sequential 
number (1-94 for “Slander/Entrap”, 95-184 for 
“Evil/Malevolent”, 185-279 for “Angry/Sullen”, 
280-379 for “Network Attack”). The positions of 
the four metaphorical meanings are predicated 
with 95% confidence ellipses by regarding them as 
supplementary variables. 
 

 
In Figure 1, the two left quadrants are dominated 
by the blue (“Slander/Entrap”) and green 
(“Network Attack”) data points, which are 
overlapped without a distinct boundary. Related to 
that, their respective confidence ellipses are right 
next to each other, indicating that these two 
meanings are strongly associated with each other 
in semantic properties. On the other hand, the 
black data points for “Angry/Sullen” are mainly 
distributed in the top-right quadrant, and the red 
points for “Evil/Malevolent” in the bottom-right 
quadrant. Their data points are partially 
overlapped, which form a fuzzy boundary. It is 
shown that the usage patterns of these two 
meanings are semantically distinct, but still share 

some common properties to a certain extent. Lastly, 
distinct semantic dissimilarities can be detected 
between the two right-quadrant meanings and the 
two left-quadrant meanings, as their data points are 
divided into two groups by the y-axis in Figure 1. 

In sum, the semantic (dis)similarities of the four 
metaphorical meanings of hēi are well illustrated 
in Figure 1, based on their semantic distributions. 
In the following sections, we focus on identifying 
the distinctive usage patterns of the varied 
meanings to provide explanations for their 
semantic (dis)similarities. 

4.2 Distinctive Contextual Features 

To analyze the usage patterns of the four meanings, 
the top 10 distinctive contextual features that set 
them apart were identified first, since MCA is not 
suitable for representing too many features 
simultaneously due to the difficulty of 
visualization. Precisely, Cramér's V (Cramér, 1946) 
was calculated to measure the distinctiveness of 
the contextual features. The Fisher exact test was 
used to see whether the Cramér's V is statistically 
significant. Table 5 lists the top 10 distinctive 
contextual features based on their Cramér's V and 
p-value. 
 

 
In terms of feature types, four of them pertain to 
lexical-collocational patterns, including passive 
marker bèi, degree markers, aspect marker zhe, 
and color object; four pertain to morphosyntactic 
and semantic behaviors, including POS of hēi, 
semantic types of co-arguments and other nouns 
collocated with hēi; and two of them refer to 
discourse information, which are the omission of 
co-arguments and the explication of hēi. It is clear 

Dim. Eigenvalue Inertia  Cum. Inertia 
1 0.095 6.905 6.905 
2 0.072 5.231 12.135 
3 0.066 4.847 16.982 
4 0.058 4.199 21.181 
……    
47 0.004 0.267 100.000 
Table 4: Inertia of MCA results for the four 
meanings of hēi 
 

 
Figure 1: Semantic Distribution of the four 
meanings of hēi 
 

Feature Cramér's V p-value 
POS 0.862 < 0.01 
bei 被 0.594 < 0.01 
Omission of co-arg 0.593 < 0.01 
Semantic type of 
dobj 

0.522 < 0.01 

Degree marker 0.478 < 0.01 
Semantic type of sub 0.454 < 0.01 
zhe 着 0.346 < 0.01 
Semantic type of 
co-N 

0.339 < 0.01 

Explication 0.279 < 0.01 
Color object 0.264 < 0.01 
Table 5: Top 10 distinctive contextual 
features in setting the four meanings apart 
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that all three feature types play a crucial role in 
distinguishing the four meanings.  

4.3 Distinctive usage patterns of the four 
meanings 

The strength of associations between the four 
meanings and the feature categories was visualized 
with the MCA method based on the distinctive 
features. The cumulative inertia of the first two 
dimensions (Table 6) was used to plot the MCA 
factor map, as shown in Figure 2. Only the data 
points with a cos2 value (quality of representation) 
exceeding 0.05 were labeled in Figure 2 to avoid 
misguiding by the underrepresented points. 
 

 
 
In Figure 2, the data points of contextual features 
are colored in red, and the positions of the four 
meanings of hēi are predicated in green as 
supplementary variables. As mentioned above, the 
strength of associations between the contextual 
features and the four meanings is visualized as 
their proximity to each other. Based on Figure 2, 
what follows is a detailed analysis on the usage 
patterns of these four metaphorical meanings. 

In Figure 2, the two meanings “Slander/Entrap” 
and “Network Attack” are observed on the left 
quadrants near the x-axis, while the other two 
meanings, “Angry/Sullen” and “Evil/Malevolent”, 
are located in the right quadrants with relatively 
farther distance. As indicated by features 
“bei_yes”, “STO_Org” and “STO_Abs”, hēi tends 
to be a transitive verb that takes an object 
pertaining to an organization or abstract entity in a 
passive construction, when referring to “Network 
Attack”. Moreover, its subject-agent is more likely 
to be omitted based on features “STS_no” and 
“OmCA_yes”. Example (2) below illustrates this 
pattern. 
 
 

 
 
(2)  全球有 8万家公司被黑。 

quánqiú yǒu 8-wàn-jiā gōngsī bèi hēi 
world have 80,000-CL company PASSIVE 
black 
‘There are 80,000 companies worldwide were 
hacked.’ 

 
For meaning “Slander/Entrap”, hēi may also 
behave as a transitive verb with an animate subject 
and an animate or abstract object, as indicated by 
features “V”, “STS_Anm”, “STO_Anm” and 
“STO_Abs”. Example (3) illustrates this usage. 
 
(3)  你还会黑她吗？ 

nǐ hái huì hēi tā ma 
you still can black she MA 
‘Will you still slander her?’ 

 
On the other hand, the data point of 
“Evil/Malevolent” distributes in the bottom-right 
quadrant with a group of contextual features 
pertaining to the uses of adjectival predicate. 
Precisely, it is shown that hēi referring to this 
meaning behaves predominately as a stative 
predicate collocating with subjects referring to 
body part, based on features “ADJ” and 
“STS_Bdy”. Besides, a degree marker or an 

Dim. Eigenvalue Inertia  Cum. 
Inertia 

1 0.295 15.580 15.580 
2 0.205 10.792 26.373 
3 0.175 9.219 35.592 
4 0.132 6.949 42.541 
5 0.121 6.392 48.932 
……    
19 0.015 0.789 100.000 
Table 6: Inertia of MCA results for the top 10 
distinctive features 
 

 
Figure 2: Associations of the four meanings 
with the distinctive contextual features 
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inanimate color object is frequently observed in 
such uses to describe the gradation of the black 
color, as indicated by the features “DgrM_yes”, 
“CO_yes” and “STCN_Ina”. Example (4) 
illustrates this usage. Regarding discourse 
information, the feature “Exp_yes” indicates that 
the reason why the referred subject is black may 
also be expressed in the context. 
 
(4)  他的心[很黑/黑得和碳一样]。 

tāde xīn [hěn hēi/hēi dé hé tàn yīyàng] 
his heart [very black/black DE and carbon 
same] 
‘His heart is very black (black as carbon).’ 

 
For the meaning “Angry/Sullen”, it is found that 
hēi is more likely to be an intransitive verbal 
predicate of which subjects refer to human or 
body part. In other words, the features “V” and 
“STS_Anm” are attracted by the meaning 
“Angry/Sullen”, which explains their relative 
distance to the two left-quadrant meanings. 
Example (5) explains this usage. 
 
(5)  他的脸瞬间黑了。 

tāde liǎn shùnjiān hēi le 
his face instantly black LE 
‘His face blackened immediately.’ 

 
In addition, features “zhe_yes” and “STCN_Bdy” 
show a strong attraction to “Angry/Sullen”, as hēi 
in this meaning frequently collocates with 
durative aspect marker zhe and nouns pertaining 
to body part. This usage is illustrated by (6). 
 
(6)  他黑着脸说话.  

tā hēi zhe liǎn shuōhuà 
he black ZHE face speak 
‘He speaks with a black face.’ 

 
In sum, it is found that when referring to “Network 
attack” and “Slander/Entrap”, hēi prototypically 
serves as a causative-transitive verb to describe the 
hostile social or interpersonal interactions; when 
referring to “Evil/Malevolent”, hēi tends to be a 
stative predicate to denote the evaluation on the 
immoral quality of a human or social entity; when 
referring to “Angry/Sullen”, hēi may serve as an 
intransitive verbal predicate to depict an 
unpleasant emotional status. 

5 Conclusion and Implication 

In this paper, a corpus-based BP analysis was 
conducted to explore the semantic (dis)similarities 
in relation to metaphorical polysemy of the 
predicative uses of the Chinese CT hēi. It is found 
that as a transitive predicate, hēi tends to describe 
an action of social attack as blackening someone 
or something, with the meanings “Slander/Entrap” 
or “Network Attack”. From the perspective of 
Conceptual Metaphor, the findings suggest that a 
conceptual mapping may be at work, which 
explains the association of the two meanings: (i) 
“SOCIAL ATTACK IS BLACKENING”. As an 
intransitive, stative predicate, hēi prototypically 
depicts a negative evaluation on a social entity, 
with the meaning “Evil/Malevolent”. A conceptual 
mapping can be postulated for this meaning as: (ii) 
“EVALUAITION OF IMMORAL QUALITY IS 
PERCEPTION OF THE BLACK COLOR”. 
Regarding the meaning “Angry/Sullen”, hēi 
mainly describes the process of turning into an 
unpleasant mental state, with the conceptual 
metaphor (iii) “TURNING ANGRY IS 
TURNING BLACK”. Given the proposed 
metaphors, the semantic (dis)similarities of the 
four meanings can be well accounted for based on 
their entailed conceptual mappings, which can be 
specified as: “change of social or emotional status 
corresponds to change of color” for metaphors (i) 
& (iii), “non-visual evaluation of quality or 
mental state corresponds to color perception” for 
metaphors (ii) & (iii). 

Ultimately, this study demonstrates the 
effectiveness of the BP approach with MCA 
method in exploring metaphorical polysemy, with 
empirical evidence that can be visually 
represented. 
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Abstract

In recent years, there has been an increasing
amount of research on code-mixed Sentiment
Analysis (SA) tasks due to the evolution of
social media platforms in a multilingual so-
ciety. This paper presents a comprehensive
study on the Vietnamese-English code-mixed
SA task, including (1) releasing two semi-
annotated En-Vi code-mixed datasets; (2) in-
vestigating the performance of different ma-
chine learning, deep learning, and transformer-
based approaches. The experimental results
demonstrated that fine-tuning the multilin-
gual sentence-transformer LaBSE (Feng et al.,
2022) achieves better performance than the re-
maining approaches on two of our code-mixed
SA datasets. Our work is the first tempt to
solve the code-mixed Vietnamese-English SA
problem to the best of our knowledge.

1 Introduction

The diversity of discussion platforms, such as
forums, e-commerce, and social media, allows
users to express their opinions and comments.
This growth makes it challenging for individuals
and organizations to understand users’ aggregated
thoughts (Ligthart et al., 2021). Therefore, the task
of sentiment analysis has received a lot of attention
from the NLP community (Liu and Zhang, 2012).

Code-mixing is the phenomenon of mixing the
vocabulary and syntax of two or multiple languages
in the sentence (Lal et al., 2019). Due to the rise
of multilingual environments, there is an increase
in code-mixed written text. Unlike monolingual
sentences (e.g., English), code-mixing is very chal-
lenging for traditional NLP architectures because of
grammatical constructions and spelling mistakes.
Therefore, there has been a dramatic increase in
code-mixed problems (Pratapa et al., 2018; Rani

et al., 2020; Patwa et al., 2020; Chakravarthi et al.,
2022).

On the other hand, recent multilingual NLP re-
search has attracted the community’s attention on
word-level (Ruder et al., 2019) and sentence-level
representations (Artetxe and Schwenk, 2019; Feng
et al., 2022). Besides, the growth of multilingual
Transformer-based language models (Devlin et al.,
2019; Conneau et al., 2020) brought benefits to
many downstream NLP tasks. Therefore, these
representation methods can be effective for code-
mixed tasks, especially low-resource languages.
This paper presents a study on the code-mixed
Vietnamese-English data for the SA task. The rea-
son why we choose the Vietnamese-English lan-
guage is that most Vietnamese people use English
as a second language (Doan et al., 2018). Our main
contributions can be summarized as follows:

• We release two code-mixed SA datasets for
the Vietnamese and English languages for the
hotel domain.

• We investigate the effectiveness of different
machine learning and deep learning approach
on the code-mixed sentiment analysis task.

• We perform experiments to confirm whether
fine-tuning the SOTA pre-trained transform-
ers benefit the code-mixed dataset. The exper-
imental results demonstrated that fine-tuning
the LaBSE model (Feng et al., 2022) achieves
the best results on our datasets.

2 Related Work

In recent years, there has been an increasing inter-
est in code-mixing or code-switching NLP tasks,
including hate speech detection (Rani et al., 2020),
Part-of-Speech tagging (Pratapa et al., 2018),
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Language Identification (Aguilar and Solorio,
2020). Moreover, researchers have shown an
increased interest in code-mixing SA, however,
most datasets are annotated for high-resource lan-
guages such as Spanish-English (Patwa et al.,
2020), Hindi-English (Swamy et al., 2022; Hande
et al., 2020; Patwa et al., 2020), Malayalam-English
(Chakravarthi et al., 2020), Persian-English (Sabri
et al., 2021), Dravidian-English (Chakravarthi
et al., 2022).

Most recent studies focus on the machine learn-
ing approach to address the code-mixed sentiment
analysis task. The authors (Hande et al., 2020;
Patwa et al., 2020; Chakravarthi et al., 2022) in-
vestigated the performance of different machine
learning and deep learning methods such as Sup-
port Vector Machine (SVM), Naive Bayes (NB),
Convolution Neural Network (CNN). Moreover,
there are some studies (Pratapa et al., 2018; Singh
and Lefever, 2020) that utilized the effectiveness
of cross-lingual word embedding approaches to
perform code-mixing data. Their experimental re-
sults showed that incorporating the multilingual
embedding increases the performance of baseline
methods. With the development of multilingual
language models such as mBERT(Devlin et al.,
2019), XLM-R(Conneau et al., 2020), there were
a few studies (Younas et al., 2020; Gupta et al.,
2021) investigated the effectiveness of fine-tuning
pre-trained language models for code-mixed SA
datasets.

For Vietnamese language, the most recent works
conducted on monolingual SA tasks by fine-tuning
pre-trained language models (Nguyen et al., 2020;
Truong et al., 2020). Our work is the first tempt
to solve the code-mixed Vietnamese and English
SA tasks to the best of our knowledge. In this
paper, we introduce two Vietnamese-English code-
mixed datasets and provide the performance of
various benchmark approaches, including classical
machine learning (ML) with handcraft features or
multilingual sentence representations, deep learn-
ing with cross-lingual word embeddings and pre-
trained language models.

3 Data Collection

The scarcity of code-mixed sentiment analysis
datasets limits current study for low-resource lan-
guages. To tackle this research gap, we create two
Vietnamese-English code-mixed datasets for the
hotel reviews.

The development of our datasets are based on
the available annotated SA dataset (Duyen et al.,
2014). However, we found that this dataset still
has some confusion between polarity classes and
contains meaningless sentences. Therefore, we fil-
tered and re-annotated the sentiment polarity la-
bel to ensure the dataset’s quality. General, the
term “code-mixed” refers to placing and mixing
of words, phrases, and morphemes of two or more
languages in the same sentence1. Besides, we no-
tice that people often use English idioms or phrases
to express ideas in Vietnamese text. Therefore,
we create two datasets in two ways as follows: (1)
Translating the noun, verb, and adjective to English
in the review (named as WordDataset); (2) Trans-
lating the extracted keyword to the corresponding
phrase (named as KeyDataset).

To build the WordDataset, we use the Viet-
namese POS Tagging2 tool to extract the Noun,
Verb, and Adjective in the dataset to create the
bilingual dictionary - where each word in this dic-
tionary is translated to English. However, it is
worth noticing that a word can have many different
corresponding vocabularies in the target language;
therefore, we expand this dictionary by adding its
synonyms. For example, the word “khách sạn” can
be translated as “hotel”, “resort”, or “hostel”. No-
tice that this bilingual dictionary is corrected by
a human with a language background in the hotel
domain. Then, we randomize words in a set of
extracted words (noun, verb, adjective) in each sen-
tence to be replaced with a randomly corresponding
translation word in the bilingual dictionary. This
helps us create a dataset with different code-mixed
sentences and is suitable for real applications be-
cause users can use different vocabulary in foreign
languages.

In addition, instead of replacing essential words
in the sentence, we also created another dataset
based on translating the main keywords in the re-
view. To extract the keyword, we use KeyBERT3

based on the monolingual pretrained PhoBERT
embedding (Nguyen and Tuan Nguyen, 2020). In
order to distinguish to WordDataset, we extract
keyphrases with the length ranging from 2 to 4
vocabularies. We also limit the number of top
keyphrases in the long review to a value of 5. We
build a keyphrase dictionary similar to the above

1https://en.wikipedia.org/wiki/Code-mixing
2https://github.com/trungtv/pyvi
3https://github.com/MaartenGr/KeyBERT

55



Table 1: Summary statistics for two datasets. Length
is the average sentence length, Vocab is the size of the
vocabulary.

N.o sentences per class Length VocabPositive Negative Neutral
WordDataset 1981 780 543 14.38 47519
KeyDataset 1981 780 543 14.65 48397

procedure, where each value is translated to the
target language and checked manually. Then, we
randomly replace the extracted keywords in the
review to create the new code-mixed dataset.

To ensure the quality of structural natural-
ness and lexical diversity in the code-mixed sen-
tence, we conduct a revision process based on
multilingual annotators to check and correct the
dataset. The pseudocode to create word code-
mixed datasets is illustrated in Algorithm 1. The
detailed statistics of the two datasets are shown in
Table 1.

Algorithm 1 Building Vietnamese-English word
code-mixed SA Dataset.
Input: Vietnamese SA data: S = {sn}Nn=1 ; a

Vi-En dictionaries: dct = {k;}M
m=1

where  = {1, 2, ..., k};
Output: Vi-En code-mixed dataset: T =

{tn}Nn=1
for n← 1...N do

w_rep← [];
list_rep← [];
for m← 1...M do

if km in sn then
w_rep.insert(km);
list_rep.insert(dct[km]) ;

end
end
L← Length(_rep);
for ← 1...L do

w← rndom(st_rep[ ]);
sn ← repce(_rep[ ],);

end
tn ← sn;

end

4 Methods

This research aims to investigate the performance
of different approaches for Vi-En code-mixed SA.
Therefore, we conduct extensive experiments based
on various methods, which we explain below.

Classical ML models + handcraft features:

As a first baseline, we explore the performance of
classical machine learning techniques, including
SVM and Multilayer Perceptron. We extract the list
of handcraft features (Duyen et al., 2014) and con-
vert them to TF-IDF representation. The handcraft
features are used as follows:

• N-grams: the bigrams of words is extracted
as the features.

• Important words: We extract the main words
in the review, including noun, verbs and ad-
jectives.

• POS Information: All Part-of-Speech of
words in the sentences.

Classical ML models + Sentence embedding:
We also consider multilingual sentence embedding
as the primary representation. In this case, we
consider it as feature extraction and train them on
ML classifiers. To the best of our knowledge, our
study is the first attempt to explore the performance
of multilingual embedding for the Vietnamese SA
task. To extract the sentence representation, we
investigate two newest cross-lingual sentence em-
beddings as below:

• LASER: LASER (Language-Agnostic Sen-
tence Representations) is an encoder to gen-
erate pre-trained language representation in
93 languages, including very low-resource
languages. It is able to map the sentences
with the semantic closeness of different lan-
guages in a shared semantic vector space. The
detail of LASER’s architecture can be seen
in the original work (Artetxe and Schwenk,
2019). This model achieved promising results
for sentence-level NLP tasks, therefore, it is
suitable to extract the code-mixed sentence
representation.

• LaBSE: A related development is that of
Language-agnostic BERT Sentence Embed-
ding (LaBSE) (Feng et al., 2022). This model
is based on a pre-trained BERT-like architec-
ture, and dual encoder models create cross-
lingual sentence embedding of 109 languages.
The pre-trained model is also released to sup-
port downstream NLP tasks. In addition, this
model can be used to represent parallel sen-
tences through high-dimensional embeddings.

Deep learning approaches: Cross-lingual word
embedding (Ruder et al., 2019) might be one of the
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interesting ways for the code-mixed problem. For
the code-mixed SA tasks, there are some previous
studies (Ma et al., 2020; Younas et al., 2020) which
applied the deep learning models combined with
various pre-trained cross-lingual embeddings such
as MUSE (Lample et al., 2018), BPE(Heinzerling
and Strube, 2018). As a result, we explore the
effectiveness of two deep learning architectures
(CNN (Kim, 2014) and LSTM) with different mul-
tilingual embeddings (MUSE and BPE) - which
produced high performance in several cross-lingual
NLP tasks.

• MUSE: MUSE is a toolkit that allows us to
align the fastText word embeddings (Grave
et al., 2018) in a common semantic space. We
use pre-trained Vi-En mapping embedding
to represent the words in a sentence and is
updated during the training.

• BPEMulti: This multilingual subword em-
bedding is trained on Wikipedia texts of 275
languages. This subword embedding is trained
on a combination of data from multiple lan-
guages, and each subword is represented as
300 dimensions.

Transformer-based approaches: The recent
development of transformer architectures has
brought significant improvements to the NLP field.
In the experiments, we consider three multilingual
pre-trained language models, including mBERT
(Devlin et al., 2019), XLM-R (Conneau et al.,
2020), LaBSE (Feng et al., 2022). A short de-
scription of the models is given below:

• mBERT: Multilingual BERT is trained on
104 highest resource languages in Wikipedia
data. Therefore, this model is able to pro-
duce cross-lingual representations that allow
for fine-tuning the code-mixed sentence.

• XLM-R: This model utilized self-supervised
training techniques and was trained on fil-
tered Common Crawled data. Therefore, fine-
tuning can significantly improve performance
on a variety of cross-lingual benchmarks.

• LaBSE: LaBSE is introduced as a pre-trained
multilingual language model which is trained
based on two tasks: masked language model-
ing and translation language modeling for 109
languages. The experimental results demon-
strated the performance of LaBSE in various

NLP tasks(Feng et al., 2022). However, the
effectiveness of fine-tuning this model has not
been investigated for code-mixed tasks.

As the original work (Devlin et al., 2019), we
fine-tune the pre-trained language model by putting
the final hidden state h of [CLS] token as the rep-
resentation of the code-mixed sentence. Then, a
classifier with softmax activation is added to pre-
dict the probability of sentiment class c:

p(c|h) = soƒ tm(Wh) (1)

where W is the parameter matrix. The parameters
of transformers and matrix W is updated during
the training process.

5 Experiments

We use the stratified 5-folds cross-validation to re-
port our experiments. The results are measured
based on the micro-averaged and macro-averaged
F1-score in all our experiments because of the im-
balance in classes. Moreover, the weighted F1-
score is used on the test set in previous studies
(Patwa et al., 2020). We report the experimental re-
sults using different evaluation methods to compare
the effectiveness of various approaches objectively.

As described in Section 4, we investigate and
compare the performance of different models. For
the classical ML model, we use the Linear SVM
and the two layers MLP. The hyper-parameters of
the two models are optimized using a grid search
technique. We fix the architecture to 3 convolution
layers with different kernel sizes (2,3,4), a dimen-
sionality of 64 units, and ReLU activation for the
CNN model. Then, we concatenate the output of
global and max pooling features. For the LSTM
model, we employ the bidirectional LSTM with
128 units and ReLU activation. To calculate the
probability of polarities, we add two feed-forward
layers with 300 dimensions, a ReLU activation for
the first layer, and the number of classes dimen-
sions and softmax activation for the second layer.
We also apply dropout on the word embedding with
a rate of 0.5 to prevent the overfitting of the two
models. Two models are optimized using the Adam
optimizer with a learning rate of 0.001, a batch
size of 64, and a number of epochs of 100. For
cross-lingual embeddings, we use the pre-trained
MulBPE4 with the size of 1 million vocabularies.

4https://bpemb.h-its.org/multi/

57



For the MUSE embeddings5, we use the aligned
fastText embeddings.

We used Huggingface’s Trainer API (Wolf et al.,
2020) to implement the transformers architectures,
including mBERT6, XLM-R7 and LaBSE8, and the
hyperparameters were optimized using the search
functionality offered by Trainer API. For the pre-
processing component, we applied the same steps
as a previous work (Thin et al., 2019).

5.1 Results and Analysis
Table 2 gives an overview of the results for classical
ML models with handcraft features and sentence
representations, while Table 3 shows the results of
deep learning models combined with cross-lingual
word embeddings and multilingual transformer-
based language models.

As shown in Table 2, it can be noted that training
models on LaBSE sentence representation consis-
tently outperform other types of features in both
datasets. It is obvious that handcraft features with
TF-IDF representation achieved the lowest scores
in terms of three F1 scores. One of the reasons
for the poor performance of this approach is the
sparsity of feature vectors and the diversity of vo-
cabularies in both languages. Also, we observe
that the performance of sentence representation
is quite competitive with classical ML classifiers.
Combining the sentence representation with ML
classifier improves results than deep learning with
cross-lingual embeddings. The reason might be
because of the size of training data when the deep
learning models often require more training data to
achieve reasonably good performance. Comparing
the results of SVM against MLP classifier shows
that SVM yields better performance in types of fea-
tures. Another interesting point is that ML models
trained on LaBSE representation perform better
than two remainder popular transformers models
in terms of Weighted and Macro F1-score in both
datasets. Our results demonstrated that LaBSE
sentence embedding could produce an adequate
representation for the code-mixed sentences. In
addition, the results shown that the performance of
models in both datasets is different; however, the
difference is not significant.

We can also observe that fine-tuning the pre-
trained SOTA multilingual sentence transformer

5https://github.com/facebookresearch/MUSE
6https://huggingface.co/bert-base-multilingual-cased
7https://huggingface.co/xlm-roberta-base
8https://huggingface.co/sentence-transformers/LaBSE
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Figure 1: The confusion matrix of the LaBSE model on
the WordDataset.

achieved the highest scores in all terms of F1-score
in the two datasets. As seen in Table 3, the ap-
proach based on LaBSE outperformed more con-
sistently than remainder methods in all evaluation
metrics. Figure 1 and Figure 2 show the confusion
matrix of LaBSE model on two datasets, respec-
tively. We observe that the “neutral” label has the
lowest score, while the two other classes achieve
better results. The poor performance of the “neu-
tral” class is because there are multiple sentences
with opposite polarity; therefore, the label of these
samples is annotated as “neutral” in original cor-
pus(Duyen et al., 2014). For example, “khách sạn
có vị trí đẹp nhưng nhân viên lễ tân giao tiếp còn
kém, đồ ăn sáng thường.” (The hotel has a nice
location, but the reception staff are not good at
communicating, the breakfast is normal.). The first
phase in the sentence is expressed positively, while
the remainder is the negative attitude of the user.
That is why the overall sentiment polarity of these
sentences is neural.

We also conducted an experiment to explore
the performance of monolingual language models
compared with the multilingual language model in
the code-mixed data based on two scenarios on the
WordDataset: (1) fine-tuning the latest pre-trained
monolingual language models directly on code-
mixed data (2) translating the code-mixed sentence
to English and Vietnamese, then training trans-
lated data using monolingual language models. We
choose the base version of PhoBERT (Nguyen and
Tuan Nguyen, 2020), and RoBERTa (Liu et al.,
2019) with the same above configuration for Viet-
namese and English, respectively. We use Google
API Translation to translate the code-mixed data
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Table 2: The performance of classical machine learning models on two datasets.

Features Model KeyDataset WordDataset
Weighted F1 Macro F1 Micro F1 Weighted F1 Macro F1 Micro F1

Handcraft + TFIDF
SVM 73.50 62.78 75.64 73.37 62.41 75.27
MLP 73.60 63.67 74.36 73.39 63.25 73.88

Laser embedding
SVM 74.13 62.39 77.60 74.10 62.20 77.54
MLP 74.83 65.52 75.27 75.41 66.13 75.48

LaBSE embedding
SVM 77.70 67.54 79.72 77.65 67.68 79.54
MLP 78.49 69.81 78.72 78.39 69.46 79.21

Table 3: The performance of deep learning and transformers-based models on two datasets.

Approach Model KeyDataset WordDataset
Weighted F1 Macro F1 Micro F1 Weighted F1 Macro F1 Micro F1

Deep learning

CNN + MUSE 75.61 66.47 76.06 74.79 64.86 75.30
LSTM + MUSE 73.62 63.04 74.43 74.03 63.71 74.15
CNN + MultiBPE 75.46 65.85 76.24 74.60 64.57 75.24
LSTM + MultiBPE 73.58 64.11 73.76 73.25 63.24 73.46

Transformers model
mBERT 75.75 63.86 78.66 76.32 65.34 78.42
XLM-R 76.23 63.59 79.60 76.26 63.98 79.75
LaBSE 81.87 73.38 82.90 82.24 74.04 83.05
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Figure 2: The confusion matrix of the LaBSE model on
the KeyDataset.

to specific languages (English and Vietnamese) for
the second scenario. Figure 3 shows the Weighted
F1-score of two scenarios and the LaBSE’s per-
formance. It is obvious that fine-tuning directly
pre-trained multilingual models gain better results
than monolingual models in two scenarios for the
code-mixed data. These experiments show that
multilingual models are able to achieve competi-
tive results for code-mixed tasks.

6 Conclusion

This paper presents a comprehensive Vietnamese
and English code-mixed Sentiment Analysis for
the hotel domain. Firstly, we introduced two code-
mixed Vi-En datasets created based on the semi-

Figure 3: The performance of monolingual models com-
pared with the LaBSE model in two scenarios.

approach. Secondly, we investigated the different
methods on two datasets, including the classical
ML approach combined with handcraft features
or sentence representations, deep learning archi-
tectures with cross-lingual word embeddings, and
SOTA multilingual language models. It is surpris-
ing that fine-tuning the pre-trained LaBSE (Feng
et al., 2022) achieved the highest performance. We
release two datasets and our code for the research
community to facilitate future work on the code-
mixed Vi-En SA task.
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Abstract 

The COVID-19 pandemic has drastically 
affected various industries, and aviation is the 
hardest hit (Suau-Sanchez et al., 2020). This 
predicament has turned all flyers across the 
globe into flying a low-cost carrier 
(henceforth, LCC) for pragmatic reasons. 
Attracting airline customers in a competitive 
market during this extra challenging time is 
inextricably linked to the strategic 
manipulation of linguistic resources in airline 
slogans. However, there has been a scarcity of 
contrastive analysis of rhetorical and linguistic 
devices used in LCCs' slogans that promote 
their global and local identities ascribed to 
airlines' culture and belief systems. Juxtaposed 
from McQuarrie and Mick (1996), Nilsen & 
Nilsen (1978, 1979), and Praba's (2017) 
theoretical and analytical frameworks, this 
study takes a corpus-based approach to 
analyze the rhetorical figures and linguistic 
devices operating in thirty (30) LCCs' slogans 
as represented in the three traffic conference 
areas which were ranked World's Best LCCs 
(2019-2021) by Skytrax. Findings reveal that 
many rhetorical figures and linguistic devices 
are employed in LCCs' slogans 
through phonetic, syntactic, and semantic 
devices. Moreover, these linguistic devices co-
construct the overall rhetorical appeal of the 
slogans may have influenced passengers' 
airline choices during the pandemic. The study 
likewise reveals socio-cultural embeddings 
inferred from the airline slogans. Therefore, it 
can be construed that airline slogans lend 
awareness to sociocultural nuances framed in 
American, European, and Asian LCCs through 
the rhetorical and linguistic resources that aid 
in making their global and local presence and 
thus their identity concerns during the 
pandemic. 

Introduction 

The world witnessed the wrath of COVID-19 and 
how it has posed a global risk to health and 

economies since 2019. As of February 6, 2022, 
there are 414 million confirmed cases and more 
than 5 million fatalities related to COVID-19 
(Worldometer, 2022). This pandemic has 
drastically affected various industries. The impact 
is undeniably remarkable in millions of entities 
(e.g., passengers, employees, companies, etc.) 
falling into poverty and recession. Across all 
industries, the aviation sector is among the hardest 
hit (Suau-Sanchez et al., 2020), which is seen in 
airline companies' predicament to survive while 
maintaining their credibility in a competitive 
market during this extra challenging time. In 
addition, a dwindling number of passengers has 
led airline companies to halt and cease almost all 
their operations (Sun et al., 2020a). While this 
difficulty has posed challenges to various legacy 
airline companies, it has turned all flyers across 
the globe into flying a low-cost carrier 
(henceforth, LCC) for pragmatic reasons, which 
put a premium on LCCs as their airline choice. 
Moreover, competition has been observed in how 
LCCs survive while attracting customers 
continuously in this unprecedented period. 

Attracting airline customers is inextricably 
linked to the strategic manipulation of rhetorical 
devices and other linguistic resources in airline 
branding, trademarks, and identities that promote 
the credibility and resilience of LCCs. One 
tangible marketing strategy to attract customers 
with various linguistic and rhetorical devices is 
seen in airline companies' slogans. Airline 
companies that thrive on existing in unfortunate 
situations have to present themselves and 
persuade others to use their services 
(Laosrirattanachai, 2018) via vehicular language 
that carries its rhetorical appeals (e.g., emotions, 
reasons, and character). Such rhetorical appeals in 
slogans are framed through rhetorical figures and 
linguistic devices that may appeal to airline 
passengers' perception of how LCCs have made 
their global and local presence, and thus their 
identity concerns during an unprecedented time. 
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Hence, language in airline marketing is deemed 
necessary as other rhetorical resources that 
significantly attract customers through LCCs' 
slogans. 

A significantly considerable number of studies 
have been conducted that analyze various domain-
specific slogans. Such studies have been 
conducted to show the contrastive features of 
language and other rhetorical figures in different 
slogans; for instance, U.S. and E.U. legal 
protection for slogans (Petty, Leong, & Win, 
2015), advertising and inspirational slogans 
(Fuerter-Olivera, 2001; Smirnova, 2016), 
corporation brand slogan (Miller & Toman, 
2016), tourism slogans (Gali et al., 2017), political 
and advertising slogans (Keranforn-Liu, 2020), 
political party slogans (Koc & Ilgun, 2010). While 
there have been studies that employed either 
contrastive rhetoric and linguistic analysis or non-
linguistic analysis to account for the rhetorical 
figures and linguistic devices used in domain-
specific slogans, there are only a very few studies 
on how such rhetorical and linguistic devices are 
used in airline slogans, particularly those that are 
used in LCCs. The scarcity of literature on airline 
slogan analysis has attempted to propound the 
significance of slogans as a contributory feature to 
airline companies' marketing strategy. These 
slogans can be unique and appealing if 
constructed through linguistic perspectives, as 
these may help co-construct the airlines' identities. 
Kurniawan (2018) found that the Airline slogans 
used worldwide can be categorically considered 
phrases through a syntactic and semantic analysis 
of airline slogans in five continents. The majority 
of airlines benefit from using we are different and 
unique claims. Analyzing 120 food advertising 
slogans, Sudcharit (2015) revealed twelve 
figurative types: alliteration, metonymy, 
hyperbole, antithesis, assonance, onomatopoeia, 
metaphor, pun, personification, parallelism, 
smile, and rhetorical question. In Sudcharit's 
(2015) study, alliteration and parallelism appeared 
most frequently. Skorupa and Duboviciene's 
(2015) study analyzed various slogans from 
advertising and commercial English slogans. 
Their study found that figurative language should 
be used to attract customers. Using ideational 
metafunction, however, Laosrirattanachai (2018) 
investigated several words employed in the 
advertising slogans of airlines in 2016. 
Laosrirattanachai (2018) revealed that their 
slogans range from 3 to 4 to 5 words. In addition, 
Airline, fly, of, your, and to were the most 
frequent. In terms of ideational meta-function, it 

was found that participants, followed by, 
circumstances and processes respectively, 
appeared to have been demonstrated in these 
slogans. It is worth noting that while these studies 
have involved the majority of airlines as 
representatives of the world continent, most of the 
airlines involved in these studies to show airline 
slogans' linguistic characteristics are selected 
based on their presence in the global arena. These 
have not considered the LCCs performing well in 
the aviation industry. The current study argues 
that the LCCs, gaining either a global or local 
presence in the international aviation community, 
likewise strategically manipulate rhetorical 
figures and linguistic devices in their slogans, thus 
attracting more airline passengers to avail of their 
services, especially during the time of the 
pandemic. 

Studies on advertising slogans are an 
interesting area for investigating how various 
airlines probe their marketing strategy and use a 
strategic manipulation of rhetorical figures and 
linguistic resources to gain customers and build 
trust and confidence in them. However, most of 
the studies in the existing literature have focused 
on the majority of airlines. As a result, contrastive 
analysis is scarce on how the rhetorical figures 
and linguistic devices operate in low-cost carriers' 
slogans that promote their global and local 
identities ascribed to airline companies' culture 
and belief systems. Hence, this paper explores 
how airline slogans are constructed and 
interpreted from a linguistic perspective through a 
contrastive analysis of their rhetorical figures and 
linguistic devices. Likewise, this attempts to 
uncover the socio-cultural attributions embedded 
in LCCs' slogans.  

1.1 Research Questions: 

1. Which rhetorical and linguistic devices are 
categorically and specifically employed in LCCs' 
slogans? 
2. How do the slogans rhetorically appeal in 
American, European, and Asian LCCs to attract 
more airline passengers? 
3. What socio-cultural inferences can be drawn 
from American, European, and Asian LCCs’ 
slogans? 

1.2  Theoretical/ Analytical Framework  

The present study employs a modified framework 
to be used for the analysis of the LCCs' slogans. 
This framework juxtaposes the theoretical/ 
analytical frameworks used in the studies of 
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Miller & Toman (2016) and Kurniawan (2018). 
Although both studies have analyzed slogans, 
these were used in two domains: airline slogans 
and corporation brand slogans. The decision to 
use these two studies is seen in their theoretical 
underpinning, which will address the gap in 
analyzing rather sophisticated and dynamic socio-
culturally constructed slogans of LCCs. 
Furthermore, to illustrate the rhetorical devices 
found in the study, the researcher employed an 
analysis of rhetorical devices, which are 
categorized mainly based on two schemes and 
tropes, based on Leigh's taxonomy (1994) cited in 
Monsefi & Mahadi (2017) and Laongpol (2021). 

On the one hand, Schemes relate to syntax, 
word order, word omissions, insertions, letters, 
and sounds rather than the meaning of words. On 
the other hand, Tropes are another type of 
wordplay presentation that can change the 
ordinary meaning of words through comparison, 
connotation, and word choices by unusually using 
language. A trope is an artful deviation from the 
ordinary or principal signification, while 
a scheme is an artful deviation from the typical 
arrangement of words. In addition, a trope uses a 
word unusually or unexpectedly, while 
a scheme is a creative alteration in the usual order 
of words. In an attempt to analyze the rhetorical 
devices categorically, Miller and Toman (2016) 
yielded a large category of rhetorical devices into 
schemes and tropes. They analyzed specific 
linguistic devices categorically assigned in 
corporation brand slogans. Although the term 
linguistic devices are used by Miller and Toman 
(2016) rather than rhetorical figures, a specific 
category of linguistic devices (e.g., phonetic, 
syntactic, semantic) may not always capture the 
rhetorical construction of slogans. This is seen in 
the preliminary data analysis, where some 
rhetorical figures (in McQuarrie and Mick's 
terms) do not fit the specific linguistic devices. 
For instance, most slogans in the study have been 
accounted for to show the limitation of specific 
phonetic and syntactical devices over semantic 
devices. More specifically, a phonetic 
device 'rhyme' differs from 'rhythm. Rhyming is 
the practice of choosing similar-sounding words 
at the ends of each line, while rhythm is an audible 
pattern or effect created by introducing pauses or 
stressing certain words. While both can be 
considered phonological, these two may not share 
the same phonological properties but can further 
be explained via a syntactical device. However, to 
add to this dilemma, not all devices fit into the 
specific category of orthographical, 

morphological, and syntactical devices. For 
example, very little linguistic evidence in LCCs' 
slogans uses an orthographic unusual or 
unconventional spelling, abbreviation, and word 
repetition. 

Analyzing the LCCs' slogans would require a 
categorical analysis of syntactic devices 
(e.g., word, phrasal, sentential) rather than 
specific, such as Praba's (2017). The current study 
argues that the intermarriage between rhetorical 
figures and linguistic devices co-constructs the 
rhetorical appeals of LCCs' slogans to attract more 
airline passengers. As a response, the present 
study used a modified theoretical framework 
based on the taxonomies of McQuarrie and Mick 
(1996) on rhetorical figures and Nilsen & Nilsen 
(1978, 1979), and Praba (2017) on linguistic 
analysis. This was employed in response to the 
first research question that accounted for the 
categorical and specific linguistic devices used in 
LCCs' slogans. Moreover, the interface between 
rhetorical figures and linguistic devices embedded 
in a slogan's rhetoric can aid in constructing its 
rhetorical appeals. This argues that the rhetorical 
figures and linguistic devices are used to show 
how the rhetoric of a slogan appeals to airline 
passengers, gives them their first impression, and 
eventually helps them decide whether to avail of 
the airline services. It can be argued that the 
rhetoric in airline slogans appeal to airline 
passengers' emotion and reasons which may be 
influenced by how they have perceived the 
airlines' values and cultures attributed to such 
slogans. Culture is defined as "actual practices and 
customs, languages, beliefs, forms of 
representation, and a system of formal and 
informal rules that tell people how to behave most 
of the time and enable people to make sense of 
their world through a certain amount of shared 
meanings and recognition of different meanings. 
Slogans are therefore seen as an embodiment of 
the values and cultures of the airlines, the people 
who work for these airlines, and probably, the 
people who have been attracted to these slogans 
as they may have found a sense of membership in 
the community. However, airline passengers may 
have different views of socio-cultural attributions 
to slogans, as these may vary according to their 
experiences and socio-lingo-cultural profile. The 
passengers' perceptions and impressions of airline 
slogans are derived from the meaning they form. 
Meaning lies in the power of the slogan to appeal 
to airline passengers' emotions and reasons. The 
rhetorical appeal is tied to the socio-cultural 
meaning perceived that may have made an 
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impression among airline passengers. Hence, the 
present study likewise employs Aristotle's popular 
concept of rhetorical appeals, i.e., ethos, pathos, 
and logos, to analyze how airline slogans 
rhetorically appeal in American, European, and 
Asian LCCs to attract more airline passengers. 

2 Methodology 

The current study takes a corpus-based approach 
to analyze a collection of airline slogans from 
LCCs worldwide. A corpus-based analysis in 
contrastive rhetoric studies has been significant as 
a tool for identifying rhetorical figures and 
linguistic devices in various domain-specific 
slogans. However, it is worth noting that airline 
selection is established first (see Table 1). There 
was a stringent process in selecting the LCCs in 
the present study as there are thousands of LCCs 
worldwide.  
 
2.1 Selection Criteria for LCCs 
2.1.1 LCCs must be selected from the three traffic 
conference areas established by the International 
Air Transport Association (IATA): 
 
Traffic Conference Area 1 (TCA1)— North and 
South American continents 
Traffic Conference Area 2 (TCA2)— European 
continents 
Traffic Conference Area 3 (TCA3)— Asian 
continents 
 

Using the traffic conference areas is vital in 
clustering the LCCs based on their geographical 
locations on the map. The study considered these 
areas established by IATA over those formed by 
the International Civil Aviation (ICAO). This is 
because the ICAO does not cover the commercial 
matters of international airlines. At the same time, 
the IATA traffic conference areas were 
established because the traffic conferences deal 
with all the international air traffic matters 
involving passengers, cargo, and mail-in specific 
areas worldwide. Choosing ICAO would defeat 
the purpose of the study, which is to determine the 
linguistic devices present in the slogans of LCCs 
that are primarily concerned with how airlines 
attract more passengers and eventually avail of 
airline services. Hence, IATA's traffic conference 
areas were adopted as the main categorical 
criterion for selecting the LCCs. 
 
 
 

2.1.2 LCCs must have gained an international 
reputation through worldwide rankings. 
Different indices measure the performance of 
airlines as several entities rank the best airlines 
worldwide. Although Bazar (2019) investigated 
how airlines are ranked in various criteria, his 
study was focused on how best airline rankings 
are processed and indexed. It is expected that the 
legacy airlines that have been performing well 
established their reputation, as seen in the 
worldwide rankings produced by Airhelp – his 
primary source of data on worldwide ranking. In 
addition, the recent ranking provided by Airhelp 
was in 2019. However, there is no ranking by 
Airhelp yet, and selecting Airhelp would defeat 
one of the study's aims: to determine which 
Airline appeals to the clients during the pandemic. 
Hence, the present study considered the 
worldwide ranking provided by Skytrax annually. 
Since 1999, Skytrax has ranked 100 airline 
companies annually and evaluated the 
performance of the airlines based on cabin 
services, ground handling services, Airline, and 
flight products. Hence, the selection of airlines 
was based mainly on the worldwide rankings 
produced by Skytrax. Skytrax surveyed 13.42 
million eligible entries that were accounted for 
from 2019 to 2021. This was before and during the 
pandemic. 

Interestingly, Skytrax ranks the airlines and 
generates the following: World's Best Low-cost 
Carriers and World's Best Long Haul Low-Cost 
Airlines 2021 (to name a few). With the 
worldwide ranking provided by Skytrax, it would 
now be easy to determine which of the LCCs 
would be sampled. Following the first criterion 
above, the LCCs must come from the three traffic 
conference areas. During the preliminary 
sampling, it was found that in the 2021 World's 
Best LCCs, only three LCCs were from TCA1 and 
seven from TCA2. Surprisingly, ten LCCs from 
TCA3 emerged. Given the disproportion in the 
data, the researcher looked into the best LCCs in 
2021, as may be represented in the TCA of IATA, 
which is also available on the website of Skytrax. 
Hence, additional seven best LCCs in TCA1 and 
three LCCs from TCA3 complete the thirty 
airlines as the representative samples of the study 
(See Table 1).   
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While it follows that selection of sampled airlines 
determined the LCCs with which the slogans of 
these airlines would be analyzed, a preliminary 
look at the number of words, which would be a 
point to consider in the unit of analysis, can be 
argued that each slogan's number of words ranges 
from 2 to 8. Relative to this, Laosrirattanachai 
(2018) revealed that the number of words in 
slogans ranges from 3 to 5, respectively. 
Essentially, the slogans of the LCCs carefully 
sampled from the worldwide ranking provided by 
Skytrax fit the required number. In addition, there 
were three Airline slogans with only two words;  

 
these were also included. 

The data were analyzed manually using three 
steps: The data were matrixed to show the traffic 
conference areas represented by the LCCs, the 
country of origin, and the weighted average of 
words of all airlines. Likewise, each slogan was 
read carefully to determine the rhetorical figures 
and linguistic devices in all slogans. Then, using 
the modified framework drawn out from the 
taxonomies of McQuarrie and Mick (1996) on 
rhetorical figures and Nilsen & Nilsen (1978, 
1978), Praba (2017) on linguistic analysis of 
LCCs' slogans, and Aristotle's rhetorical appeals, 

TCA  LCC Origin Slogan No. of 
Words 

TCA1 

1 
Southwest 
Airlines USA 

"Low fares. Nothing to hide. That's 
TransFarency!" 7 

2 Air Canada rouge Canada "Your world awaits.” 3 
3 Frontier Airlines USA "Low Fares Done Right". 4 
4 Spirit Airlines USA “Less Money. More Go” 4 

5 
Sun Country 
Airlines USA “Fly at the speed of life” 6 

6 Sky Airline Chile "Turn around and fly" 4 
7 Easyfly Colombia “Easyfly makes it easy to fly” 6 
8 Gol Brazil "The new Gol. New times in the air." 8 
9 Viva Air Colombia “Fly More” 2 
10 JetSmart Chile "Fly SMART, fly your way. 4 

TCA2 

1 Vueling Airlines Spain "Love the way you fly" 5 
2 EasyJet Switzerland "This is Generation easyJet". 4 
3 Ryanair Ireland "Fly cheaper. The Low Fares Airline" 6 

4 Eurowings Germany 
‘ideas get wings – cha(lle)nge the future of 
travel’ 8 

5 Norwegian Norway “Norwegian Airlines, the way it should be.” 7 
6 Jet2.com UK "Friendly Low Fares". 3 
7 Wizz Air Hungary "Looking ahead, only the sky is our limit." 8 
8 airBaltic Latvia “We Care”  2 
9 LEVEL Spain “It's your world.” 3 
10 Pobeda Russia “Rest up in Stavropol” 4 

TCA3 

1  AirAsia Malaysia “Now Everyone Can Fly” 4 
2 Scoot Singapore "Escape the Ordinary" 3 
3 IndiGo India "Go IndiGo" 2 
4 Jetstar Airways Australia “All day every day low fares” 6 
5 Jetstar Asia Singapore  "All day every day low fares". 6 

6 Flynas Saudi 
Arabia "The Kingdom's First Low-Cost Airline" 5 

7 
Peach Japan "Customers' smiles come when safety is 

assured" 7 
8 SpiceJet India Red. Hot. Spicy. 3 
9 Spring Airlines Japan "Don't think, Just fly!" 4 
10 Air Arabia UAE “Air Arabia, Pay Less Fly More.” 6 

Average No. of Words 4.8 
 

Table 1.  Sampled world’s best LCCs’ (2021) slogans representing TCAs 
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the data were read, analyzed, and labeled. 
The analyzed matrix of the LCCs' slogans was 

then subjected to simple inter-coding reliability 
through the help of three inter-coders, of which 
agreement was reached via online consultation. 
The inter-coders were composed of two Ph.D. 
Applied Linguistics students and one Ph.D. in 
English degree holder; all of them are teaching in 
a graduate school. After the inter-coders' 
agreement (95%), the realization of the rhetorical 
figures, linguistic devices, and rhetorical appeals 
was discussed. 

3 Results and Discussion 
The first research question addresses which 
rhetorical and linguistic devices are categorically 
and specifically employed in LCCs' slogans. It can 
be construed that the phonetic, morphological, 
syntactic, and semantic devices are all used in 
LCCs' slogans (see Table 2). The most frequently 
occurring categories of linguistic devices are 
syntactic [100%] and semantic devices [100%], 
while phonetic devices [76.7%] appeared to be 
less occurring. The predominance of 
morphological/ syntactical and semantic 
devices is quite surprising in LCCs' slogans since 
this does not show a significant pattern in the 
previous studies (Miller & Toman, 2016; 
Sudcharit, 2015; Smirnova, 2016), which ranks 
phonologically related rhetorical devices as the 
highest.  

3.1 Specific category of rhetorical figures and 
linguistic devices in LCCs slogans 
However, considering the specific category of 
phonetic devices, the results show the unity of a 
phonologically related linguistic device; slogans 
heavily rely on alliteration [33.3%]. This 
supports the findings of Skracic et al. (2016), 
which revealed a high frequency of use in some 
slogans in yachts or boats in nautical magazines. 
It can be construed that the phonetic 
device alliteration aids airline slogans to be 
remembered easily. Recalling when a slogan 
alliteration is repetitive (Supphellen & 
Nygaardsvick, 2002; Gali et al., 2018) is more 
manageable. For example, 'Friendly Low Fares' 
(Jet2.com) shows the repetition of the first 
consonant sound /f/. This contrasts with Koc & 
Ilgon's (2010) finding, revealing Rhyme as the 
most frequent in political party slogans. 
While alliteration tops all the phonetic devices, 
other linguistic devices likewise occur in LCCs' 
slogans, such as Assonance [16.7%], Rhyme 

[13.3%], Initial Plosive [6.7%], and Consonance 
[3.3%], and Blending [3.3%] respectively. For 
instance, assonance is seen in "This is Generation 
easyJet" (EasyJet); rhyme in "Easyfly makes it 
easy to fly" (Easyfly); initial plosive in "The 
Kingdom's First Low-Cost Airline" (Saudi 
Arabia), and blending in "Low fares. Nothing to 
hide. That's TransFarency!" (Southwest Airlines). 
In terms of morphological/ syntactical devices, all 
LCCs' slogans' linguistic devices vary 
in word, phrase, and sentential level with a few 
morphological and repetitional construction 
occurrences. It can be deduced that LCCs' slogans 
are characterized as sentential [50.0%], followed 
by phrasal [20.0%] and abbreviation [13.3%]. 
This is followed by a few occurrences of word/ 
phrase repetition and, very rarely, one occurrence 
of orthographic unusual or unconventional 
spelling [3.3%] and word [3.3%]. On the one 
hand, sentential construction is shown in "Now 
Everyone Can Fly" (Air Asia), phrasal in "Less 
Money. More Go." (Spirit Airlines), 
and abbreviation in "Air Arabia, Pay Less Fly 
More." (Air Arabia). On the other 
hand, word/phrase repetition is also present in 
"Fly SMART, fly your way" (JetSmart), and 
occurrence of orthographic unusual or 
unconventional spelling in "Low fares. Nothing to 
hide. That's TransFarency!" (Southwest Airlines). 
While it can be construed using Praba's (2017) 
syntactical category would reveal that the LCCs' 
slogans employed sentential construction, Miller 
& Toman's (2016) categorization would show that 
only abbreviation, word/ phrase repetition, and 
orthographic unusual or unconventional spelling 
were present in the airline slogans. This concludes 
that the LCCs used a relatively longer slogan over 
phrasal slogans used in political and other 
advertising slogans. Regarding the semantic 
devices, the present study shows a significant 
pattern in the previous studies (Koc & Ilgon, 
2010; Smirnova, 2015; Muhabat, 2015; Skracic et 
al., 2016; Miller & Toman, 2016; Keranforn-liu, 
2020), divulging a high concentration 
of metaphor [33.3%] in slogans. It can be argued 
that airline slogans such as those of LCCs likewise 
employ metaphor to mention products and 
services indirectly efficiently (Keranforn-liu, 
2020) and thus aids in attracting more airline 
passengers. This is followed 
by personification [26.7%] and self-reference 
[13.3%]. However, there seems to be a relative 
occurrence of hyperbole [6.7%], antithesis 
[6.7%], paradox [3.3%], metonymy [3.3%], 
asyndeton [3.3%], and pun [3.3%], respectively. 
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      Variables Frequency Percentage 
 Phonetic Devices   
 Alliteration 10 33.3 
 Assonance 5 16.7 
 Consonance 1 3.3 
 Initial Plosive 2 6.7 
 Blending 1 3.3 
 Rhyme 4 13.3 
 Total number containing Phonetic Devices 23.0 76.7 
 Morphological/ Syntactic Devices   
 Orthographic unusual or unconventional spelling 1 3.3 
 Word/ Phrase Repetition 3 10.0 
 Word  1 3.3 
 Phrasal 6 20.0 
 Sentential 15 50.0 
 Abbreviation 4 13.3 
 Total number containing Syntactic Devices 30 100 
 Semantic Devices   
 Personification 8 26.7 
 Metaphor 10 33.3 
 Self-reference 4 13.3 
 Paradox  1 3.3 
 Hyperbole 2 6.7 
 Metonymy 1 3.3 
 Pun 1 3.3 
 Antithesis 2 6.7 
 Asyndeton 1 3.3 
 Total number containing Semantic Devices 30 100 
 Rhetorical Figures   

Schemes in slogans 21 23.3 
Tropes in slogans 34 37.8 
Neither 12 13.3 
Total number of rhetorical figures in slogans 67 74.4 

 Rhetorical Appeals   
Logos 9 30.0 
Ethos 5 16.7 
Pathos 16 53.3 
Total number of Slogans containing rhetorical 
appeals 30 100 

 
 

Table 2. Distribution of rhetorical and linguistic devices in the world’s best LCCs (2021) 
slogans 
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For example, metaphor is seen in 'ideas get 
wings – cha(lle)nge the future of travel' 
(Eurowings), personification in "Fly at the speed 
of life" (Sun Country Airlines), and self-
reference in "The new Gol. New times in the air." 
(Gol), hyperbole in "Looking ahead, only the sky 
is our limit." (Wizz Air), antithesis in "Less 
Money. More Go." (Spirit Airlines), a paradox in 
"Low Fares Done Right." (Frontier 
Airlines), metonymy in "The Kingdom's First 
Low-Cost Airline" (Saudi Arabia), asyndeton in 
"Red. Hot. Spicy." (SpiceJet), and pun in "Low 
fares. Nothing to hide. That's TransFarency!" 
(Southwest Airlines). 

Analyzing the rhetorical figures, the LCCs' 
slogans employed more tropes [37.8%] over 
schemes [23.3%], while others can be neither 
[13.3%]. It can be deduced that tropes are more 
frequently used in the category of semantic 
devices, while schemes occur in phonetic devices. 
The current study reveals a similar finding that 
supports the high occurrence of schemes in 
phonetic devices and tropes in semantic devices 
(Miller & Toman, 2016) but shows deviance 
regarding the overall slogans analyzed. Miller & 
Toman (2016) found out that schemes are mainly 
used to incorporate brand slogans rather than 
tropes. The present study reveals that tropes are 
more frequently employed in airline slogans, 
specifically among LCCs. This suggests that 
LCC's slogan favors its construction through 
comparison, connotation, and word choices rather 
than word order, word omissions, letters, and 
sounds. Thus, LCCs' slogans are more concerned 
about what and how they mean than how they are 
arranged and sound. Therefore, it can be inferred 
that LCCs' slogans attract more airline passengers 
through semantic devices instead of phonetic 
devices. The airline slogan's appeal to attract more 
customers is related to the meaning of the 
rhetorical and linguistic resources rather than the 
sound. 
 
3.2 Specific category of rhetorical figures and 

linguistic devices in LCCs slogans 
Looking closely at how slogans rhetorically 
appeal t Sampled world’s best LCCs’ (2021) 
slogans representing TCAs o airline passengers 
that aid their decision to choose LCCs to fly, the 
present study reveals that LCCs' slogans heavily 
rely on the rhetoric of pathos [53.3] followed by 
logos [30.0%] and ethos [16.7%]. Concomitantly, 
pathos appears predominantly in all of the slogans 
of the LCCs as representatives of TCA1, TCA2, 
and TCA3. This means that slogans from the 

Americas, Europe, and Asia LCCs emphasize 
pathos to appeal to airline passengers' emotions. 
This rhetorical appeal is gleaned more 
predominantly from TCA2, suggesting that 
European LCCs are more drawn from making 
their slogans appeal to airline passengers' 
emotions over logic and authority presence. While 
this also occurs predominantly in TCA1, 
suggesting the same rhetorical appeals from the 
American LCCs, its use in TCA3 suggests that 
Asian LCCs' slogans appeal to airline passengers' 
emotions but remain intuitive to logic and 
authority presence. Therefore, it can be construed 
that American, European, and Asian airlines 
construct slogans where rhetorical appeals operate 
to attract more customers to avail of their services. 

The present study results suggest that linguistic 
and rhetorical devices are frequently employed in 
airline slogans, precisely that of LCCs. Although 
the LCCs' slogans' number of words ranges from 
2 to 8, a closer look at the syntactic devices reveals 
that slogans at the sentential level may appeal 
rhetorically to airline passengers. It can be argued 
that LCCs' slogans may not favor the sound that 
creates an impression among the airline 
passengers but can appeal rhetorically to 
passengers' emotions through the slogans 
constructed in length. This is seen in how the 
average number of words in LCCs' slogans in 
TCA2 [5.0] was employed more than in TCA1 
[4.8] and in TCA3 [4.6]. Although slogans need 
to be simple, these seem to be moderately 
complex (Miller & Toman, 2016) in using 
linguistic devices. Using these linguistic devices 
can influence airline passengers' memory (Nilsen 
& Nilsen, 1978) which may generate positive 
affective responses (McQuarrie and Mick 1996). 
These linguistic units are contained in phonetic, 
syntactic, and semantic devices. The most 
frequently occurring category of phonetic devices 
shows that American and Asian LCCs commonly 
employ alliteration and Rhyme in their slogans. 
However, the most common syntactic category of 
linguistic devices is sentential, which is heavily 
seen in European LCCs'. The commonly utilized 
semantic device appears to manifest 
predominantly in European LCCs' slogans. 

However, the use of tropes in airline slogans 
reveals a different pattern from the previous 
studies on domain-specific slogans. It can be 
deduced that tropes are more frequently used in 
the category of semantic devices, while schemes 
occur in phonetic devices. The current study 
reveals a similar finding that supports the high 
occurrence of schemes in phonetic devices and 
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tropes in semantic devices (Miller & Toman, 
2016) but shows deviance regarding the overall 
slogans analyzed. Therefore, it can be concluded 
that tropes operate more than schemes in LCCs' 
slogans. Specifically, tropes are heavily used from 
TCA1, suggesting that American LCCs are more 
concerned about the meaning of the slogans than 
the sound and construction. Therefore, it can be 
inferred that LCCs' slogans attract more airline 
passengers through semantic devices instead of 
phonetic devices. Finally, the rhetoric of pathos 
appears to be gleaned from the LCCs' slogans of 
European airlines, which prioritized an appeal to 
emotion over logic and authority presence. 
Therefore, it can be construed that American, 
European, and Asian airlines construct slogans 
where rhetorical appeals operate to attract more 
customers to avail of their services. 

Looking at how rhetorical figures, linguistic 
devices, and rhetorical appeals operate in airline 
slogans, it can be construed that LCCs in 
American, European, and Asian LCCs frame their 
slogans by establishing a strategic manipulation of 
linguistic recourses that aim to have made their 
global and local presence and thus their identity 
concerns during the pandemic. While airline 
companies thrive on existing in unfortunate 
situations, they still have to present themselves 
and persuade others to use their services 
(Laosrirattanachai, 2018) via a vehicular language 
that carries its rhetorical appeals (e.g., emotions, 
reasons, and character) and their identities during 
the pandemic. Therefore, LCCs' slogans observed 
relatively more complex linguistic units than 
simple ones. Although it can be sensitized that the 
simpler a slogan is, the easier it is to appeal to 
airline passengers, I argue that the complexity of 
a slogan creates a strong impression among airline 
passengers when focused on its meaning. This can 
be inferred from how European LCCs' slogans are 
predominantly framed in length but still manage 
to have made their global and local presence, and 
thus identity concerns during an unprecedented 
time. The same can be observed in American and 
Asian LCCs slogans that thrive on making their 
presence and creating identities through a 
relatively lengthy linguistic pattern. 
 
3.2 Socio-cultural inferences from American, 

European, and Asian LCCs’ slogans 
 

Indeed, rhetorical figures and linguistic devices 
co-occur in LCCs' slogans to create a rhetoric that 
would appeal to passengers' airline choices. It is 
undeniably argued that the LCCs' slogans 

analyzed in the present study have revealed 
contrastive rhetoric that would create an 
impression among airline passengers. It has been 
seen that American LCCs pay more attention to 
the semantic aspect of slogans than the phonetic 
features. On the other hand, while European LCCs 
tend to focus on the length of the slogans that 
would affect the overall impression among airline 
passengers, Asian LCCs would emphasize a 
relatively lengthy slogan to appeal to the same 
impression while maintaining a collective identity 
and authority presence. It is then worth 
mentioning that the slogans of LCCs have socio-
cultural embeddings that may contribute to 
attracting airline passengers. For example, the 
slogans of the Asian LCCs have been observed to 
show how they project a collective identity and 
authority presence, as seen in the slogan of Flynas 
(Arabia), The Kingdom's First Low-Cost Airline. 
This slogan arguably protrudes that Arabia airline 
enjoins the community it serves to project 
solidarity, unity, and collective identity. AirAsia's 
"Now Everyone Can Fly" slogan can illustrate a 
similar observation. Malaysia has projected Air 
Asia's slogan to embed a socio-cultural feature of 
Asian collectivism among airline passengers. This 
sociocultural inference can be interpreted by 
Boiger et al. (2012), concluding that people in 
East- Asian cultural contexts emphasize adjusting 
themselves to fit in with (the role requirements of) 
their social environments (Morling & Evered, 
2006; Morling, Kitayama, & Miyamoto, 2002; 
Weisz, Rothbaum, & Blackburn, 1984, cited in 
Boiger et al., 2012). 
 Moreover, Confucian values—like respect for 
authority and desire for harmony—are highly 
respected in Asian societies. The concept of mien 
tsu, which stands for prestige, is a function of 
social status and constant pressure to live up to the 
community's expectations. In Asian societies, 
individuals consume commodities that measure 
their social class or enhance their status. Asian 
individuals feel a strong need to improve their 
position in society. It can be inferred that 
indexicality in airline slogans can be construed 
from Asian LCCs' slogans which symbolize 
solidarity, unity, and collectivism. However, 
some socio-cultural inferences can also be 
gleaned from American and European LCCs' 
slogans. For example, Southwest Airlines (USA) 
slogan, "Low fares. Nothing to hide. That's 
TransFarency!", Spirit Airline's (USA) "Less 
Money. More Go", Sun Country Airline's (USA) 
"Fly at the speed of life," and Frontier Airline's 
(USA) Low Fares Done Right" have favored the 
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use of semantic devices that create an impactful 
meaning among airline passengers. It can be 
argued that the American LCCs' slogans may have 
projected their identity that fosters a unique 
concern as they make their local and global 
presence. This can be explained in Boiger et al.'s 
(2012) argument that American contexts tend to 
construct action to influence their environment to 
make the environment fit their concerns. 
 On the other hand, the European LCCs' 
slogans have also manifested socio-cultural 
inferences that attract more airline passengers. 
Most European LCCs pay attention to the 
complex morphology of slogans, as evident in 
lengthy construction, rather than the semantic and 
phonetic aspects. This infers that European LCCs 
project a culture that identifies them. This is seen 
in Eurowings' (Germany) slogan 'ideas get wings 
– cha(lle)nge the future of travel' and Norwegian 
(Norway) "Norwegian Airlines, the way it should 
be," which projects selfhood characteristic of 
Europeans while maintaining their commitment to 
others as evident in their egalitarian values. This 
can be referred back to numerous attempts of 
European LCCs to include a self-reference 
strategy in constructing their slogans. A 
distinctive European value can be inferred from 
the excessive use of self-reference, which 
endorses selfhood, but remains committed to 
serving others. It can be deduced that European 
LCCs strongly support Harmon – egalitarianism 
rather than hierarchy. Their LCCs ' slogans show 
commitment to others and egalitarianism rather 
than individualism. 
 
4 Conclusion and Recommendation 
 

This study analyzed the rhetoric of thirty LCC 
slogans, carefully selected from the three traffic 
conference areas established by IATA. The 
world’s best LCCs of the year 2021 named by 
Skytrax include LCCs from TCA1: Southwest 
Airlines (USA), Air Canada rouge (Canada), 
Frontier Airlines (USA), Spirit Airlines (USA), 
Sun Country Airlines (USA), Sky Airline (Chile), 
Easyfly (Colombia), Gol (Brazil), Viva Air 
(Colombia), JetSmart (Chile). From TCA2, 
World’s Best LCCs include Vueling Airlines 
(Spain), EasyJet (Switzerland), Ryanair (Ireland), 
Eurowings (Germany), Norwegian (Norway), 
Jet2.com (U.K.), Wizz Air (Hungary), airBaltic 
(Latvia), LEVEL (Spain), Pobeda (Russia). 
Finally, from TCA3, Skytrax named World’s Best 
LCCs, which include AirAsia (Malaysia), Scoot 
(Singapore), IndiGo (India), Jetstar Airways 

(Australia), Jetstar Asia (Singapore), Flynas 
(Saudi Arabia), Peach (Japan), SpiceJet (India), 
Spring Airlines (Japan), and Air Arabia (UAE). 

This study revealed a corpus-based analysis 
that many rhetorical figures and linguistic devices 
are employed in LCCs’ slogans through phonetic, 
syntactic, and semantic devices. In addition, such 
linguistic devices co-construct the overall 
rhetorical appeal of the slogans that may have 
influenced passengers’ airline choices during the 
pandemic. Furthermore, the study argued that 
rhetorical figures, linguistic devices, and 
rhetorical appeals are features of airline slogans in 
American, European, and Asian LCCs. Finally, 
the present study reveals snippets of socio-cultural 
embeddings inferred from the airline slogans as 
evident in American, European, and Asian LCCs. 
It has been concluded that American LCCs’ 
slogans project individualism through semantic 
devices. And while Asian LCCs’ slogans index 
collectivism to show solidarity and unity, 
European LCCs have conducted selfhood as 
characterized by the use of self-reference in their 
slogans but maintain a commitment to others as a 
manifestation of egalitarian values among 
Europeans. Although the study has empirically 
investigated the linguistic features of airline 
slogans, specifically among LCCs that have made 
a strong presence during the pandemic, further 
research can be explored, including other 
prestigious airline companies that rank the 
world’s best airlines since only Skytrax was 
chosen as the primary database as it is considered 
the most relevant data source for this study. In 
addition, other entities such as Star Alliance, Sky 
Team, and One World groups may be 
incorporated into future studies. 
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Abstract 

This study attempts to investigate cross-strait 

variations on two typical synonymous loan-

words in Chinese, i.e. 协商(xie2shang1) and 

谈判 (tan2pan4), drawn on MARVS theory1. 

Through a comparative analysis, the study 

found some distributional, eventual, and con-

textual similarities and differences across 

Taiwan and Mainland Mandarin. Compared 

with the underused tan2pan4, xie2shang1 is 

significantly overused in Taiwan Mandarin 

and vice versa in Mainland Mandarin. Addi-

tionally, though both words can refer to an 

inchoative process in Mainland and Taiwan 

Mandarin, the starting point for xie2shang1 

in Mainland Mandarin is somewhat blurring 

compared with the usage in Taiwan Manda-

rin. Further on, in Taiwan Mandarin, 

tan2pan4 can be used in economic and dip-

lomatic contexts, while xie2shang1 is used 

almost exclusively in political contexts. In 

Mainland Mandarin, however, the two words 

can be used in a hybrid manner within polit-

ical contexts; moreover, tan2pan4 is promi-

nently used in diplomatic contexts with less 

reference to economic activities, while 

xie2sahng1 can be found in both political and 

legal contexts, emphasizing a role of media-

tion. 

 

 
1 The hereafter number “1, 2, 3, 4” followed after Pinyin 

corresponds to the four Chinese tone mark [ ¯ ′ ˇ ` ]. 

1 Introduction 

Research into near-synonyms in Mandarin 

Chinese, particularly verbal ones, has attracted 

scholarly attention in recent years. Exploration of 

semantic differences of near-synonyms can con-

tribute to our knowledge of the Chinese language. 

As “syntactic behaviours of verbs are semanti-

cally determined” (Chief et al., 2000, p. 57), a 

comparison of the syntactic information of synon-

ymous verbs thus can effectively reveal semantic 

differences between the verbs (Chief et al., 2000).  

Nonetheless, the syntactic information is 

sometimes intricated to catch and can be confus-

ing to scholars of interest for lacking a clear rep-

resentation of semantic clues hidden in syntactic 

information. In response to it, the Module-Attrib-

ute Representation of Verbal Semantics (MARVS) 

theory was then proposed to construct Chinese 

verbal semantics better. The theory was based on 

the premise that lexical semantic representation is 

the grammaticalization of conceptual information, 

i.e., they can be linked to grammatical structure 

with conceptual motivation and be attested by rep-

resentational clues (Chung & Ahrens, 2008; 

Huang et al., 2000; Huang & Hsieh, 2015). Rep-

resentational clues include collocation, argument 

section constraints, distributional patterns along 

with other elements that can be attested by corpus 

evidence (Huang & Hsieh, 2015). 

MARVS theory denotes that verbal semantics 

can be differentiated based on eventive infor-

mation, which is comprised of event modules and 

role modules, both bearing its internal attributes 

(see Figure 1). There are five ‘atomic event 
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structures’ in the event modules, including 

(Huang et al., 2000, p.26): 

(1) . Boundary: it can be identified with a tem-

poral point, and that must be regarded as a whole. 

(2) / Punctuality: a single occurrence of an ac-

tivity that cannot be measured by duration. 

(3) ///// Process: an activity that has a time 

course. 

(4) _____State: a homogeneous module in 

which the concept of temporal duration is irrele-

vant. 

(5) ^^^^^ Stage: a module which consists of 

iterative sub-events.  

 

 
Figure 1. Theoretical framework of MARVS 

(Huang et al., 2000) 

 

The role modules include the focused roles 

(participants) of an event and the role-internal at-

tributes, the latter being “the semantic properties 

of the participants, such as [sentience], [volition], 

and so forth” (Huang & Hsieh, 2015) 

Under the framework of MARVS, a consider-

able number of studies have been carried out on 

Chinese verbal near-synonyms (Ahrens et al., 

2003; Chung & Ahrens, 2008; Tao, 2021; Wang 

& Huang, 2018). Further studies on MARVS ex-

panded our understanding of aspects related to 

Chinese verbal near-synonyms, including their 

spatial-temporal attributes (Liang & Huang, 2021) 

and mental states (Tao, 2021), 

Additionally, as cross-strait variation has also 

been observed by scholars  (Hong & Huang, 2008; 

Hung et al., 2007), a more specific focus on issues 

related to such variations using MARVS has been 

made to enrich our views on the diversity within 

the Chinese language. A few issues have been 

touched upon, such as power relation (Wang & 

Huang, 2018) and viewpoint foci differentiation 

(Wang & Huang, 2021). Nonetheless, fine-

grained semantic relations on cross-strait varia-

tions are still in need of further investigation. 

This study then attempts to contribute to our 

understanding of cross-strait variations on synon-

ymous loanwords in Chinese, taking two typical 

loanwords as an entry point, i.e. 协商(xie2shang1) 

 
2 http://ccl.pku.edu.cn:8080/ccl_corpus/  

and 谈 判  (tan2pan4). MARVS theory was 

adopted as the analytical framework to construct 

a fuller picture of the semantic variations of the 

two words. 

2 The present study 

2.1 Loan words in Chinese 

Chinese orthographical or syntactic system has 

not been static. It has undergone generations of 

evolutions with both in-group and out-group mo-

mentum. One typical out-group linguistic influ-

ence comes from cross-cultural contacts, hence 

ubiquitous loanwords observed in Chinese lan-

guage systems. Loanwords could come from Eng-

lish (Kim, 2018), Japanese (Shi, 2020), and many 

other languages (e.g. Russian) that might have 

come into contact with China throughout history. 

In particular, a large number of political or so-

cial terms were introduced in the Chinese lan-

guage from the late 1800s to the 1900s, a time of 

social turmoil (Gunn, 1991; Masini, 1993). The 

social terms 谈 判  (tan2pan4) and 协 商
(xie2shang1), listed in official Chinse loanwords 

dictionaries (Shi, 2019, p.1108+1253), were intro-

duced into modern Chinese roughly at such time. 

The former was considered to be translated into 

Chinese through relay translation (English to Jap-

anese to Chinese) in the period of 1840~1920s 

(from the Opium War of 1840 to before the Anti-

Japanese War) (Shi, 2019, p.1108; Chen, 2014); 

while the later regarded as a merged, interchange-

able term with both Japanese and Chinese word 协

议  (xie2yi1, agreement), which has been influ-

enced from Japanese in the late 1800s as well (Shi, 

2019, p.1253), and eventually formed what we ob-

served in modern usage as it might later have 

mixed influence from a Latin word, delibera-

tionem (Wang & Zhang, 2010).  

To confirm what was found in the literature, a 

balanced one billion-bytes CCL corpus 2  and 

Google N-gram Viewer3 were chosen to examine 

the traces of their usage in history. The CCL cor-

pus (Center for Chinese Linguistics PKU) consists 

of 581,794,456 modern Chinese characters and 

201,668,719 ancient Chinese characters (Zhan et 

al., 2019). Google N-gram is an online search en-

gine that charts the frequencies of search in 

printed books between 1500 and 2019 in text cor-

pora collected by Google in eight languages, in-

cluding Chinese (Michel et al., 2011). 

3 https://books.google.com/ngrams  
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The two words were first searched in the an-

cient Chinese subcorpus of CCL. The term 

xie2shang1 generated 63 hits, with the earliest us-

age traced back to the late Qing Dynasty. And the 

search for tan2pan4 retrieved 76 hits with the ear-

liest usage found in the period of the Republic of 

China. Selected examples in CCL are listed as fol-

lows: 

 

Example 1:  丁亥，命班第赴金川军营协商

军务。(二十五史\清史稿) 

Pinyin: ding1hai4, ming4 ban1di4 ban1di4 fu4 

jin1chuan1 jun1ying2 xie2shang1 jun1wu4. 

Translation: In the year of Dinghai, Bandi was 

ordered to go to the Jinchuan military camp to 

consult on military affairs. 

Example 2: 要求贵国即予同意，……速开

正式谈判……（民国\小说\民国演义） 

Pinyin: yao1qiu2 gui4guo2 ji2yu3 tong2-

yi4, … su4 kai1 zheng4shi4 tan2pan4…  

Translation: We hope that you can agree to 

open a formal negotiation soon. 

 

 

To double-check the result, the authors also 

generated Google N-grams of the two words, as 

shown in Figure 2. Both words appeared roughly 

at the same time in the 1870s, which fall into the 

generalized findings in the previous literature. 

Subsequent searches through Google Books pro-

vided examples in Japanese texts, but, through 

screening, the earlier attested examples for the 

two words in Chinese were found in 清議報 

(Ching i Po, Qingyi Newspaper), published by the 

Royalists led by Liang Qichao in Japan in 1900. 

Cross-reference of all sources, including literature, 

CCL corpus, Google Books, and Google N-gram 

results, suggested that the two words came into 
 

4 https://wordsketch.ling.sinica.edu.tw/  

modern Chinese around the second half of the 19th 

century. 

2.2 Research Questions 

As the two words (i.e., xie2shang1 and 

tan2pan4) were established as loan words, the 

present study was then valid to proceed. The study 

attempts to analyze cross-strait variations of these 

two synonymous loan words using MARVS the-

ory. More precisely, it attempts to answer the fol-

lowing research questions: 

RQ1: What are the distributional differences of 

xie2shang1 and tan2pan4 between Mainland 

Mandarin and Taiwan Mandarin? 

RQ2: What are the event representations of 

xie2shang1 and tan2pan4 in Mainland Mandarin 

and Taiwan Mandarin? 

RQ3: What are the role representations of 

xie2shang1 and tan2pan4 used in Mainland Man-

darin and Taiwan Mandarin? 

 

 

2.3 Research Method 

The Gigaword Corpus (CWS) 4  and its two 

subcorpora were chosen for this study — Giga-

word_XIN (XIN) and Gigaword_CNA (CNA) via 

Chinese Word Sketch (Hong et al., 2006; Ma et 

al., 2006). The former (XIN) was compiled by 

news texts from Xinhua News Agency of Beijing 

(382,881,000 tokens), and the latter (CNA) by 

news from the Central News Agency of Taiwan 

(735,499,000 tokens) (Huang & Wang, 2020). 

In line with the MARVS-based lexical seman-

tics methodology proposed in the studies of 

(Chung & Ahrens, 2008; Huang et al., 2000), the 
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present study will follow the research process to 

answer the above questions as stated:  

First, to establish the near-synonymous rela-

tionship of the two words by analyzing their 

senses based on the meanings in the Chinese 

WordNet and examining the examples in the main 

corpus. 

Second, to examine the distributional patterns 

of the two words in Mainland and Taiwan Manda-

rin. 

Third, to analyze their collocations (e.g., mod-

ifier/modified, propositional phrases) to construct 

their event representations. 

Forth, to analyze the agent-goal/subject-object 

relationship and the role internal attributes of the 

two words to construct their role representations. 

3 Findings and Discussions 

3.1 Establishing near-synonyms 

It is somewhat tricky to establish the near-syn-

onymous semantic relations between xie2shang1 

and tan2pan4. In Chinese WordNet (CWN) 5 , 

compiled by the Institute of Linguistics, Aca-

demia Sinica, xie2shang1 means “reaching a con-

sensus through discussion among disagreeing 

parties” (意见不同的几方一起讨论以取得各方

都能接受的结论; yi2jian4 bu4tong2 de ji1fang1 

yi4qi3 tao3lun4 yi3 qu3de2 ge4fang1 dou1 neng2 

jie1shou4 de jie2lun4). It can serve both as an in-

transitive VERB and a NOUN. The definition pro-

vided by CWN suggests that the word is an action 

involving more than two parties, with the potential 

of a mediator, and it aims for a win-win, optimiz-

ing outcome for all.  

In the case of tan2pan4, CWN does not man-

age to compose its corresponding meaning de-

scription, yet is able to indicate this word is a 

combination of two morphemes tan2, meaning “to 

exchange information in a verbal manner” (用言

语交换讯息; yong4 yu3yan2 jiao1huan4 xun4xi1) 

and pan4, meaning “to make a conclusion about 

the subsequent events based on certain criteria” 

(根据特定标准对后述事件做出结论;gen1jun4 

te4ding4 biao1zhun3 dui4 hou4shu4 shi4jian4 

zuo4chu1 jie2lun4). In this sense, the word can 

consequently mean “to make a conclusion about 

certain events through conversation or discus-

sion”. It thus refers to an action that might typi-

cally involve two parties, optimizing the outcome 

for either party (a zero-sum game). 

 
5 https://cwn.ling.sinica.edu.tw/  
6 https://ucrel.lancs.ac.uk/llwizard.html  

Examination for concordances in CWS con-

firmed certain interchangeability of the two words. 

For example: 

 

1) ……将继续和市府及业者协商，使运价更

合理。 

Pinyin: …jiang1 ji4xu4 he2 shi4fu3 ji2 

ye4zhe3 xie2shang1, shi3 yun4jia4 geng4 he2li3. 

Translation: ...will continue negotiating with 

the city government and the industry to make the 

tariff more reasonable. 

2) 不断完善共产党领导的多党合作和政治协

商制度… 

Pinyin: bu4duan4 wan2shan4 

gong4chan3dang3 ling3dao3 de duo1dang3 

he2zuo4 he2 zheng4zhi4 xie2shang1 zhi4du4… 

Translation: …continue to improve the system 

of multi-party cooperation and political 

consultation led by the Communist Party… 

3) 如果美国不与伊拉克谈判，伊拉克就不会

退出科威特。 

Pinyin: ru2guo3 mei3guo2 bu4 yu3 yi1la1ke4 

tan2pan4, yi1la1ke4 jiu4 bu4hui4 tui4chu1 

ke1wei1te4. 

Translation: Iraq will not withdraw from 

Kuwait if the US does not negotiate with Iraq. 

 

Since the near-synonymous relationship of the 

two words is established, it is then to analyze the 

cross-strait variations in terms of their 

distributions, event modules and role modules. 

3.2 Distributional Variations 

To examine their cross-strait variations, we 

searched two node words in both subcorpora CNA 

and XIN, and the result can be seen in Table 1. As 

the two subcorpora contain a disproportionate 

number of corpus data, a log-likelihood formula6 

was run to compare the frequency distribution 

across the two sub-corpora.  

 

Table 1 Distributional variations of xie2shang1 

and tan2pan4 in CNA and XIN 

 Freq. in 

CNA 

Freq. 

in XIN 

Log-Likeli-

hood 
sig. 

谈

判 

111,619 67,301 894.52 
0.000

*** - 

Freq. in CWS 180,550 

协

商 

91,998 20,215 14604.35 
0.000

*** + 

Freq. in CWS 112,649 
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The results suggest that, compared with the 

significantly underused tan2pan4, xie2shang1 is 

significantly overused in Taiwan and vice versa in 

Mainland China.  

Additionally, CWS PoS results indicate that 

tan2pan4 can serve as both activity transitive 

verbs (VC2) and as a common noun (Na), while 

xie2shang1 can only be activity verbs with a sen-

tential object (VE2). Both actions indicate the 

dual participation of agent as subject and goal as 

the object. The grammatical category of 

xie2shang1 found in Gigaword Corpus seems to 

show a discrepancy with what was concluded in 

CWN, issued by a prestigious linguistic institute 

in Taiwan, which suggests it can be both a verb 

and a noun. The concordance search in XIN was 

then run to confirm whether there is a valid dis-

crepancy in the grammatical categories of 

xie2shang1 between Taiwan and Mainland Man-

darin. It was found that the word, though some-

times tagged as VE2, could still present deverbal 

features in context, such as in No.0005 in Figure 

3. It implies that the word might be in a blurring 

grammatical position between verbal and 

deverbal elements in Mainland Mandarin. 

 

 
Figure 3 Concordances of xie2shang1(協商/协商) 

in XIN 

 

One possible explanation for this might be that 

the overuse of xie2shang1 in Taiwan Mandarin 

broadens the scope of its grammatical categories, 

while underusage of xie2shang1 in Mainland 

Mandarin may still experience an ongoing and 

changing process for the word’s grammatical at-

tributes. This further points to a subtle linguistic 

change that might occur with a disproportionate 

usage of the same language in different geograph-

ical locations. 

3.3 Event Representation 

WordSketch for each word was run in both 

XIN and CNA to examine their semantic varia-

tions in collocation. As each word yielded differ-

ent occurrences in two subcorpora, the 

nominalized frequency was provided to establish 

a comparable baseline and multiplied by 10,000 

for the purpose of clearer presentation. 

All collocated results were examined to con-

struct the event modules of the words, including 

the returned lists of their possessors, possessions, 

modifiers, the modified and propositional phrases. 

Typical collocations indicating one of the ‘atomic 

event structures’ were extracted, and the top four 

frequent ones were shown in Table 2 and Table 3. 

Table 2 included one more collocated word, “中” 

(zhong1; middle), as it typically occurs as part of 

the syntactic structure  “正在……中…… ” 

(zheng4zai1…zhong1; being in the middle of…). 

 

Table 2 Collocation of tan2pan4 across CNA and 

XIN 

谈判 collo-

cation 

F. NF* T-

score 

MI 

CNA 

=111,619 
迄 12 1.08  3.46  14.15  

今 12 1.08  3.46  12.54  

开始 245 21.95  15.65  11.24  

正在 153 13.71  12.37  12.46  

中 26 2.33  5.01  5.77  

进展 137 12.27  11.70  14.08  

XIN 

=67,301 
迄 12 1.78  3.46  13.91  

今 12 1.78  3.46  13.18  

开始 385 57.21  19.61  10.46  

正在 74 11.00  8.60  11.13  

中 30 4.46  5.43  6.83  

过程 212 31.50  14.56  12.43  

*NF: Nominalized frequency=Frequency/10,000 

 

Table 2 shows that both in Taiwan and Main-

land Mandarin, the event structures of tan2pan4 

point to both boundary and process. For its bound-

ary structure, the word tan2pan4 has a clear start-

ing point, as kai2shi3 (开始; start to) can be used 

with tan2pan4 (MI=11.24/10.46); however, its 

ending point is not very clear as the only one col-

located propositional phrase qi4jin1 (迄今; so far) 

only occur roughly ONCE in 10,000 times either 

in Taiwan or Mainland Mandarin. Furthermore, 

the phrase ‘so far’ tends to point to a middle point 

during such an event process. Its process indicator 

is rather prominent as it can both be collocated 

with process indicators, such as 正在谈判中
(zheng4zai4 tan2pan4 zhong1; is under negotia-

tion…), 谈判进展 (tan2pan4 jin4zhan3; negotia-

tion progress) or 谈 判 过 程  (tan2pan4 

guo4cheng2; the process of negotiation). Thus 

tan2pan4 can be considered an inchoative process 

in Taiwan and Mainland mandarin (·/////). 
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The collocations with the word xie2shang1 

similarly indicate that this word can refer to a pro-

cess event with a starting point, yet no ending 

point (see Table 3). Typical process indicators 

other than 正在 (zheng4zai4), which was men-

tioned above, also include 继续 (ji4xu4; continue 

to...), 持续 (chi2xu4, continue to…), etc.. Addi-

tionally, though both Taiwan and Mainland usage 

of xie2shang1 have the indicator (kai2shi3) for its 

starting point of a boundary, comparing the nom-

inalized frequency of kai2shi3 suggests that the 

starting point in its Taiwan usage is prominently 

clearer than that in its Mainland Mandarin (NF in 

CNA=41.85 > NF in XIN=8.41). So even though 

the word can be an inchoative process in Taiwan 

Mandarin (· /////) and Mainland Mandarin, the 

starting boundary in Mainland Mandarin (·/////) 

is somewhat blurring, comparatively speaking. 

 

Table 3 Collocation of xie2shang1 across CNA 

and XIN 

协商 collocation F. NF* T-

score 

MI 

CNA 

=91,998 
继续 911 99.02 30.17 11.15 

持续 68 7.39 8.24 11.87 

正在 75 8.15 8.66 12.46 

开始 385 41.85 19.61 10.46 

XIN 

=20,215 
继续 55 27.21 7.41 10.89 

坚持 31 15.34 5.57 11.70 

正在 57 28.2 7.55 11.13 

开始 17 8.41 4.12 10.46 

*NF: Nominalized frequency=Frequency/10,000 

 

It is also worth mentioning that both words in 

XIN and CNA have disposal inherent event attrib-

utes, as both can be collocated with ba, for exam-

ple:  

 

(1) ……一直反对把贸易谈判跟其他政治问

题扯在一起。 

Pinyin: yi1zhi2 fan3dui4 ba3 mao4yi4 

tan2pan4 gen1 qita1 zheng4zhi4 wen4ti2 che3 

zai4 yi1qi3… 

Translation: …has always been opposed to ty-

ing trade talks with other political issues. 

(2) 把总预算案协商，是为政治角力工具。 

Pinyin: ba3 zong3 yu4suan4 an4 xie2shang1, 

shi4wei2 zheng4zhi4 jue2li4 gong1ju4. 

Translation: … to take the general budget con-

sultation as a tool of political wrestling. 

 

Findings in this session point to little distinc-

tions of the words across Mainland and Taiwan 

Mandarin. It is understandable as the two words 

were introduced to the Chinese language only 

roughly over a century ago, and they have not un-

dergone many changes throughout time. Nonethe-

less, their role representations might well exhibit 

quite diverged contextual variations as the words 

experienced social turmoil since their introduction. 

The following session will compare their role rep-

resentations in XIN and CNA. 

3.4 Role Representation 

Common patterns (Figure 4 and 5) and Only 

patterns (Table 4 and 5) for agent-goal/object-sub-

ject relationship were then generated to examine 

the contextual role representations of the two 

words in Taiwan and Mainland Mandarin. 

The common patterns (Figure 4 and 5) in two 

different regions reveal that the two node words 

seem to share more semantic common ground in 

their Mainland usage as both of their collocated 

subjects and objects in XIN have more common-

ality than those in the CNA corpus. In XIN, there 

are many collocations with political implications 

(e.g., 政党, zheng4dang3, political parties; 领导

人 ling3dao3 ren2, political leaders) found in 

common patterns; while in CNA, only words 

bearing no social or political implication (i.e., 我

方 , wo3fang1, our party; 双方 , shuang1fang1, 

two parties) were found to share common colloca-

tional patterns between the two words. It implies 

that the two synonyms are interchangeably used 

in political contexts in Mainland usage. 

Additionally, however, in Taiwan Mandarin, 

the two words are treated with different contextual 

implications as xie2shang1 are almost exclusively 

used in political contexts (e.g. 政党, zheng4dang3, 

political parties; 朝野 , chao2ye3, government), 

while tan2pan4 can be used in a broader range of 

activities, including political, economic or social 

settings (e.g. 政治性, zheng4zhi4xing4, political 

attributes; 资方 , zi1fang1, investor; 财产权 , 

cai2chan3quan2, property rights). Such differ-

ence might be the result of several rounds of lan-

guage education reforms in mainland China in the 

past few decades, leading to a more hybrid usage 

of near-synonyms in Mainland Mandarin (Mills, 

1956; Sheridan, 1981). 
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Figure 4 Common patterns of xie2shang1 and 

tan2pan4 in CNA  

 

 
Figure 5 Common patterns of xie2shang1 and 

tan2pan4 in XIN 

 

A further scrutinization of the object-subject 

relationship for only patterns of these two words 

across CNA and XIN echoed the above findings 

and revealed more clues for contextual usage (see 

Table 4 and 5).  

In CNA, tan2pan4 can be found in both eco-

nomic and diplomatic contexts (e.g.埃雷卡特
Saeb Erakat, a Pakistan diplomat). Additionally, 

further examination of their concordance lines 

confirms such findings, such as 新回合谈判 

(xin1hui2he2 tan2pan4, new round of negotia-

tion). However, xie2shang1 is almost exclusively 

related to political contexts (see Table 4).  

 

Table 4 Only patterns of tan2pan4 and 

xie2shang1 in CNA 
tan2pan4 

Subject Freq. NF. MI 

贸易 1383 123.90 47.4 

首席 439 39.33 53 

航权 306 27.41  57.1 

新回合 201 18.01 60.6 

世界贸易组织 115 10.30 29.6 

Object Freq. NF. MI 

代表团 500 44.80  37 

龙永图* 200 17.92  53.8 

对手 167 14.96  29.2 

埃雷卡特# 132 11.83  55 

程序性 88 7.88  42.1 

 Total freq. =111,619 

xie2shang1 

Subject Freq. NF. MI 

人民 582 63.26  32.7 

单位 372 40.44  23.8 

党政 265 28.80  42.1 

三党 83 9.02  32.7 

预备性 23 2.50  26.2 

Object Freq. NF. MI 

制度 120 13.04  19.7 

版本 102 11.09  34.8 

总预算案 85 9.24  32 

会报 61 6.63  23.5 

修正案 35 3.80  16.9 

 Total freq. =91,998 

(*a Chinese economist; # a diplomatic representa-

tive for Pakistan) 

 

In XIN, tan2pan4 is primarily found in diplo-

matic contexts with less apparent reference to 
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economic activities, while xie2sahng1 can be 

found in both political and legal contexts (see Ta-

ble 5). Additionally, objects for xie2shang1 in 

Mainland usage can emphasize the exchanges of 

discussion being conducted with a possible medi-

ator during such a process (e.g. 座 谈 会 , 

zuo4tan2hui4, discussion panel; 委员, wei3yuan2, 

committee member). 

 

Table 5 Only patterns of tan2pan4 and 

xie2shang1 in XIN 
tan2pan4 

Subject Freq. NF. MI 

回合 475 70.58  58.8 

首席 454 67.46  56.3 

地位 453 67.31  40.4 

入盟 320 47.55  61.5 

阶段 227 33.73  30.3 

Object Freq. NF. MI 

进展 286 42.50  34.1 

立场 206 30.61  31 

埃雷卡特# 223 33.13  59.6 

龙永图* 133 19.76  52.1 

僵局 110 16.34  37.2 

 Total freq.  =67,301 

xie2shang1 

Subject Freq. NF. MI 

人民 197 97.45  18.3 

部门 134 66.29  18.7 

单位 39 19.29  11 

当事人 37 18.30  27.7 

事务性 17 8.41  25.4 

Object Freq. NF. MI 

委员 49 24.24  19.6 

对话 23 11.38  17.2 

职能 22 10.88  18 

座谈 19 9.40  21.7 

座谈会 19 9.40  21.7 

 Total freq.  =20,215 

 

Being loan words, such diverse contextual us-

age settings of xie2shang1 and tan2pan4 used in 

Mainland and Taiwan Mandarin might point to a 

sociological status quo, requiring further studies 

in disciplines of historical linguistics. It is also 

worth noting that no specific markers bearing 

role-internal attributes were found in their collo-

cation across XIN and CNA.  

4 Conclusion 

Xie2shang1 and tan2pan4, as loan words, 

share synonymous common grounds for “reach-

ing to some conclusions through discussions” 

with parties involved in such a process. Nonethe-

less, a comparative study of the two near-syno-

nyms based on CNA and XIN of the CWS corpus 

reveals some distributional, eventual, and contex-

tual similarities as well as differences across Tai-

wan and Mainland Mandarin.  

Their distributional patterns suggested that, 

compared with the significantly underused 

tan2pan4, xie2shang1 is significantly overused in 

Taiwan Mandarin, and vice versa in Mainland 

Mandarin. On their event representations, distinc-

tions were not found between Mainland and Tai-

wan Mandarin as both words can refer to an 

inchoative process, though the starting point for 

xie2shang1 is rather blurring compared with that 

in Taiwan Mandarin. It might be in relation to 

their relatively ‘young’ status within modern Chi-

nese vocabulary.  

Nonetheless, an examination of the subject-ob-

ject/ agent-goal relationship of the two words re-

vealed more details on their different contextual 

usages in Mainland and Taiwan Mandarin. The 

two words share more semantic common ground, 

or, more precisely, in political contexts of Main-

land usage, tai2pan4 and xie2shang1 are used in a 

hybrid manner. Additionally, in Mainland Manda-

rin, tan2pan4 is found more prominently used in 

diplomatic contexts with less apparent reference 

to economic activities, while xie2sahng1 can be 

found in both political and legal contexts, empha-

sizing a possible mediator. In contrast, the object-

subject relationship in Taiwan Mandarin suggests 

the two words are used in quite a different context. 

In Taiwan Mandarin, tan2pan4 can be used in 

economic and diplomatic contexts, while 

xie2shang1 is used exclusively in political con-

texts.  

The role of contextual and distributional differ-

ences might point to other historical or sociologi-

cal factors that may play a certain role in 

decerning the variational linguistic changes 

throughout time and history. Nonetheless, this 

does not fall into the role of the present study. Fur-

ther investigations on a diachronic basis might 

contribute to our understanding of how and what 

loan words might evolve or change throughout 

historical, social, or political events. 

80



Acknowledgements 

The work has been funded by the 2019 Re-

search Project for Young Scholars of Guangzhou 

Xinhua University (2019KYQN11; On the Col-

laborative Effects of Working Memory and Back-

ground Information on L2 Reading), and the 

Higher Educational Reform Project of Guangzhou 

Xinhua University (2019T001; Construction of 

Translation Teaching Team in School of Foreign 

Languages) 

References 
Chen, H. (2014). A study of Japanese loanwords in 

Chinese (Master’s thesis). 

Chief, L.-C., Huang, C.-R., Chen, K.-J., Tsai, M.-C., & 

Chang, L.-L. (2000). What can near synonyms tell 

us? International Journal of Computational Lin-

guistics & Chinese Language Processing, 5, 47-60. 

https://doi.org/10.30019/IJCLCLP.200002.0003 

Chung, S. F., & Ahrens, K. (2008). MARVS revisited: 

Incorporating sense distribution and mutual infor-

mation into near-synonym analyses. Language and 

Linguistics: Lexicon, Grammar and Natural Lan-

guage Processing, 9(2), 415-434.  

Gunn, E. (1991). Rewriting Chinese: Style and innova-

tion in twentieth-century Chinese prose. Stanford 

university press.  

Hong, J. F., & Huang, C. (2008). A corpus-based ap-

proach to the discovery of cross-strait lexical con-

trasts. Language and Linguistics, 9(2), 221-238. 

Huang, C. R., Ahrens, K., Chang, L. L., Chen, K. J., 

Liu, M. C., & Tsai, M. C. (2000, February). The 

module-attribute representation of verbal semantics: 

From semantic to argument structure. In Interna-

tional Journal of Computational Linguistics & Chi-

nese Language Processing, Volume 5, Number 1, 

February 2000: Special Issue on Chinese Verbal Se-

mantics (pp. 19-46). 

Huang, C.-R., & Hsieh, S.-K. (2015). Chinese lexical 

semantics. In The Oxford handbook of Chinese lin-

guistics (pp. 290-305). Oxford University Press.  

Huang CR., Wang X. (2020) From Faithfulness to In-

formation Quality: On 信 in Translation Studies. In: 

Lim L., Li D. (eds) Key Issues in Translation Studies 

in China. New Frontiers in Translation Studies. 

Springer, Singapore. https://doi.org/10.1007/978-

981-15-5865-8_6  

Hong, J. F., Huang, C. R., & Xu, M. W. (2007). 以中

文十億詞語料庫為基礎之兩岸詞彙對比研究 (A 

Study of Lexical Differences between China and 

Taiwan based on the Chinese Gigaword Corpus)[In 

Chinese]. In ROCLING 2007 Poster Papers (pp. 

287-301).  

Hong, J. F., & Huang, C. (2006). Using Chinese giga-

word corpus and Chinese word sketch in linguistic 

research. In PACLIC 20 - Proceedings of the 20th 

Pacific Asia Conference on Language, Information 

and Computation (pp. 183-190)  

Ahrens, K., Huang, C-R., & Chuang, Y. (2003). Sense 

and Meaning Facets in Verbal Semantics: A 

MARVS Perspective. Language and Linguis-

tics, 4(3), 468-484.  

Kim, T. E. (2018). Mandarin loanwords. Routledge. 

https://doi.org/10.4324/9781351253406  

Liang, Q., & Huang, C. R. (2021). Spatial-temporal at-

tributes in verbal semantics: A corpus-based lexical 

semantic study of discriminating Mandarin near-

synonyms of “tui1” and “la1”. In Proceedings of the 

35th Pacific Asia Conference on Language, Infor-

mation and Computation (pp. 314-321). 

Ma, W. Y., & Huang, C. R. (2006, May). Uniform and 

effective tagging of a heterogeneous giga-word 

corpus. In 5th International Conference on 

Language Resources and Evaluation (LREC2006) 

(pp. 24-28). 

Masini, F. (1993). The formation of modern Chinese 

lexicon and its evolution toward a national language: 

the period from 1840 to 1898. Journal of Chinese 

Linguistics monograph series, (6), i-295. 

Ma, W. Y., & Huang, C. R. (2006, May). Uniform and 

effective tagging of a heterogeneous giga-word cor-

pus. In 5th International Conference on Language 

Resources and Evaluation (LREC2006) (pp. 24-28). 

Michel, J. B., Shen, Y. K., Aiden, A. P., Veres, A., 

Gray, M. K., Google Books Team, ... & Aiden, E. L. 

(2011). Quantitative analysis of culture using mil-

lions of digitized books. Science, 331(6014), 176-

182.  

Mills, H. (1956). Language Reform in China: Some 

Recent Developments. The Far Eastern Quarterly, 

15(4), 517-540. https://doi.org/10.2307/2941922  

Sheridan, E. M. (1981). Literacy and Language Reform 

in the People’s Republic of China. The Reading 

Teacher, 34(7), 804–808. http://www.jstor.org/sta-

ble/20195341  

Shi, Y. (2020). Loanwords in the Chinese Language. 

Routledge. https://doi.org/10.4324/9781003131359  

Shi, Y.-W. (2019). Xinhua Loanwords Dictionary (新

华外来词词典). The Commercial Press. 

Tao, Y. (2021). Study of Near Synonymous Mental-

State Verbs: A MARVS Perspective. In Proceed-

ings of the 35th Pacific Asia Conference on Lan-

guage, Information and Computation (pp. 436-444). 

Wang, H., & Zhang, Y. (2010). Deliberation and Con-

sultation: an important operational form of demo-

graphic politics (协商合作：一种重要的民主政治

运作形式）. Academic Journal of the China Insti-

tute of Theory on the Chinese People’s Political 

Consultative Conference, (02), 33-39.  

Wang, X., & Huang, C.-R. (2018). From near-syno-

nyms to power relation variations in communication: 

A cross-strait comparison of “guli” and “mianli”. In 

Workshop on Chinese Lexical Semantics (pp. 155-

166). Springer.  

Wang, Z., & Huang, C. R. (2021). From Near-syno-

nyms to Divergent Viewpoint Foci: A Corpus-based 

MARVS driven account of two verbs of attention. 

In Proceedings of the 35th Pacific Asia Conference 

81



on Language, Information and Computation (pp. 

282-290). 

Zhan, W., Guo, R., Chang, B., Chen, Y., & Chen, L. 

(2019). The building of the CCL corpus: Its design 

and implementation. Corpus Linguistics. 6 (1), 71-

86. 

82



How syntactic analysis influences the calculation of mean dependency 
distance: Evidence from the enhanced dependency representation 

 
Tsy Yih Jianwei Yan 

Department of Linguistics Department of Linguistics 
Zhejiang University Zhejiang University 

yezi_leafy@hotmail.com yanjianwei@aliyun.com 

  
Haitao Liu✉  

Department of Linguistics  
Zhejiang University  

lhtzju@gmail.com  

 
 

 
 

 
 

Abstract 

Based on Yan & Liu (2022), the present paper 
further explores how syntactic analysis, or the 
annotation scheme of dependency treebanks, 
affects mean dependency distance (MDD). By 
comparing the treebanks of 16 languages with 
both basic (BUD) and enhanced universal 
dependency (EUD) representations, we find 
that the MDD measured by the EUD 
representation is statistically larger than that of 
BUD. The main distinction between the two 
representations lies in the treatment of three 
constructions: coordinate structures, relative 
clauses, and pivotal constructions. However, a 
closer look at the data reveals that these three 
analyses in EUD do not necessarily have longer 
MDD in single sentences: The enhanced 
analysis of coordinate structures and pivotal 
constructions statistically have a significant 
contribution to the increase of MDD, while that 
of relative clauses contributes the least. We 
conclude with the factors that may affect the 
change of MDD, including both internal, 
structural ones and external ones, such as the 
context of the text (in the form of stochastically 
intervening dependents) and the language type 
(in the form of word order type). 

1 Introduction 

Mean Dependency Distance (MDD), defined as the 
sum of all dependency distances divided by the 
number of dependency relations, is a measure 
based on the dependency structures of sentences. It 
has received much attention in the last two decades 
(Liu, 2008; Futrell et al., 2015; Jiang & Liu, 2015). 
Previous studies have shown a general tendency 
for natural languages to possess statistically 
smaller MDD than languages generated by a 
number of random baselines (Liu, 2008; Futrell et 
al., 2020). Therefore, it is generally considered to 
be a metric to reflect syntactic complexity and the 
limit of human memory, and many studies have 
attempted to explain its inner mechanism 
(Temperley, 2008; Gildea & Temperley, 2010; Liu 
et al., 2017), such as being the result of the 
Principle of Least Efforts (Zipf, 1949). MDD is 
known to be subject to many factors, such as 
language type (Liu, 2008), sentence length (Jiang 
& Liu, 2015), chunking (Lu et al., 2016), genre 
(Wang & Liu, 2017), annotation scheme (Yan & 
Liu, 2022), etc.  

Among all these factors, the annotation scheme 
differs from others in that it influences the 
observed value of the MDD, rather than the real 
value of the variable itself. An analogy is to 
measure the temperature with different scales, and 
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one would have different values. For instance, a 
certain temperature might be measured to have the 
value 40 under degree Celsius, and show the value 
of 104 under degree Fahrenheit. Turning back to 
the linguistic issue here, an annotation scheme 
reflects the choice of syntactic analysis. Since there 
are various versions of syntactic structural analysis 
in the linguistic literature, it is thus also important 
to pay attention to such effect. As we all know now, 
an underlying formula exists for the 
abovementioned case of temperature scales: (C × 
9/5) + 32 = F. Likewise, in studying MDDs under 
different annotation schemes, one aim is also to 
find such relationship, although as we will show 
below, it is not that easy to have a function relation 
for the linguistic case. 

Previously, Yan & Liu (2022) have made 
systematic investigations into how the syntactic 
annotation scheme affects the calculation of 
dependency distance by comparing UD and 
Surface-Syntactic Universal Dependencies (SUD), 
and they found that the MDDs in SUD are 
statistically shorter than those in UD. In their study, 
the four major constructions or controversial pairs 
where the dependency structures are different in 
two annotation schemes are the adposition-noun, 
auxiliary-verb, copula-noun/adjective, 
subordinator-verb pairs. In general, UD takes a 
content-head approach and SUD a function-head 
approach. For instance, in UD an adposition is the 
dependent of the head noun, while in SUD it is the 
head of the noun and serves as the linker between 
the verb and the noun. Hence, if the human 
language generally follows the Principle of Relator 
Being Intermediate (Dik, 1997), then the SUD 
analysis is bound to have shorter MDD values. 
From the comparison between UD and SUD have 
we learned that an annotation scheme can be seen 
as the combination of analyses of various linguistic 
constructions, and that the analysis of different 
constructions might probably have conflicting 
effects on MDD, making it much more complex 
than the one-dimensional variable of temperature. 
Yet, at least it would be worth accumulating more 
case studies in this trend at this stage. 

Among all variants of annotation schemes 
available now, the enhanced dependencies are 
noteworthy. The enhanced representation was 
couched in de Marneffe et al. (2014) since the time 
of Stanford Dependencies (SD), and was later 
succeeded by the Universal Dependencies (UD) 

Initiative (Nivre et al., 2016). 1 In contrast with the 
basic dependencies which only allow tree 
structures, the enhanced representation allows 
graph structures or cyclic parts, and supplements 
additional relations.2 Schuster and Manning (2016) 
later proposed a version of enhanced and 
enhanced++ UD representations, 3  which will be 
together called EUD in the present study, in 
contrast with the basic universal dependencies 
(BUD) representation.4 

Taking the sample sentence in Table 1 as an 
instance, the 9th column (DEPS) of line 5 (dogs) in 
the enhanced format would be “2:obj|3:conj:and” 
rather than “3:conj”, which indicates two relations. 
The graphic syntactic structures of the sentence in 
two formats are shown in Figure 1. 

It would be interesting if we extend the 
calculation of MDD from BUD to EUD. With the 
additional links in the enhanced representation, the 
mean dependency distance of sentences and the 
whole treebanks, by definition, is subject to change. 
However, since both the number of relations and 
the sum of all dependency distances have changed, 
it is unclear whether MDDs would increase or 
decrease. 

Hence, we put forward the following research 
questions: 

(1) Do the enhanced MDDs increase or decrease 
compared with the original MDDs? 

(2) What factors lead to the change of MDD in 
enhanced representation? 

                                                           
1 The term “UD” could be ambiguous. In one sense, it refers to 
a specific annotation scheme, i.e., Yan & Liu’s UD contrasted 
with SUD, or the BUD contrasted with EUD in the present 
study. In another sense, it stands for the whole annotation 
initiative (Zeman et al., 2017) following a specific 
format .conllu, which already has 202 treebanks of 114 
languages till v2.8 (https://universaldependencies.org/). 
2 We simply use the term “relations” or “links” rather than 
“dependency relations” as it is hard to say if there is 
superiority between two words. 
3  For more information, the reader can also refer to 
https://universaldependencies.org/u/overview/enhanced-
syntax.html. 
4 Punctuations are generally not included in the calculation of 
MDD. 

84



ID FORM LEMMA UPOS XPOS FEATS HEAD DEPREL DEPS MISC 
# text = I love cats and dogs. 
1 I I NOUN PRP _ 2 nsubj 2:nsubj _ 
2 love love VERB VBP _ 0 root 0:root _ 
3 cats cat NOUN NNS _ 2 obj 2:obj _ 
4 and and CCONJ CC _ 5 cc 5:cc _ 
5 dogs dog NOUN NNS _ 3 conj 3:conj _ 
6 . . PUNC . _ 2 punct 2:punct _ 

Table 1. The conllu format of a sample sentence 
 

 
Figure 1. The basic UD annotation (the left panel) and its enhanced version (the right panel) 

 
Language Genera Corpus Genre Sentences Tokenssp5 
Arabic Semitic PADT.test News 672 25911 
Belarusian IE, Slavic HSE.test Mixed 1020 12935 
Bulgarian IE, Slavic BTB.test Fiction, legal, news 1111 13451 
Czech IE, Slavic PUD News, wiki 984 15737 
Dutch IE, Germanic LassySmall.test Wiki 765 9441 
English IE, Germanic PUD News, wiki 993 18609 
Estonian Uralic, Finnic EWT.test Blog, social, web 866 10404 
Finnish Uralic, Finnic TDT.test Mixed 1515 17463 
Italian IE, Romance ISDT.test Legal, news, wiki 481 9217 
Latvian IE, Baltic LVTB.test Mixed 1852 23108 
Lithuanian IE, Baltic ALKSNIS.test Mixed 671 8774 
Polish IE, Slavic PUD News, wiki 1000 15731 
Slovak IE, Slavic SNK.test (Non-)Fiction, news 1013 10677 
Swedish IE, Germanic PUD News, wiki 993 17025 
Tamil Dravidian TTB News 600 8581 
Ukrainian IE, Slavic IU.test Mixed 816 13227 
* The treebanks with more than three subgenres were recorded as having a mixed genre in the table. 

Table 2. Basic information of the treebanks 
 

 

                                                           
5 The subscript sp is the shorthand for sans punctuation, i.e., without punctuations, contrasted with cp – con punctuation. We 
devise these abbreviations for the author to report clearly and for the reader to obtain the correct information about the corpora 
directly. The Latin prepositions are preferred over with and without in English since they have the same initial letter “w”. 
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2 Material and Methods 

2.1 Material 

We picked out all of the language samples that 
have enhanced dependencies and, most importantly, 
multiple dependencies from the Universal 
Dependencies initiative 6 . 7  As a result, 16 
languages remained, as shown in Table 2. We 
selected the test sets of these languages to have a 
controllable size. 8 The only exception is Tamil’s 
TTB: We included all of its test, training, and 
development sets to ensure that the size of the 
treebank is comparable with other treebanks. 
 

2.2 Methods 

For calculating the dependency distance of an 
enhanced dependency treebank, we shall start by 
calculating the dependency distance of a sentence. 
Here, Liu’s (2008) approach was adopted. 
Formally, let w1...wi...wn be a word string of length 
n. For any dependency relation between the words 
wx and wy (x ≥  1, y ≤  n), if wx is a head and wy is 
its dependent, then the dependency distance (DD) 
between them is defined as the absolute value of 
the difference |x – y|. Therefore, the mean 
dependency distance (MDD) of a sentence is 
defined as: 

 
(1) 

where n is the number of words in a sentence and 
DDi is the dependency distance of the i-th 
dependency relation of the sentence. Another way 
to define the sentential MDD is as follows: 

 
(2) 

where m is the number of all dependency relations, 
which is probably either equal to or larger than n−1. 

                                                           
6  All the treebanks are available from 
https://universaldependencies.org/. 
7 The descriptions of some treebanks claim to have enhanced 
dependencies, while they are simply the copy of basic 
dependencies without additional links. 
8  All the PUD (Parallel Universal Dependencies) treebanks 
only have the test set. Therefore they were not elucidated in 
the table. 

Note that there is a separate line for the root node 
in conllu format, whereas its dependency distance 
is zero. 

Based on the second definition, the MDD of the 
whole treebank can be defined as: 

 
(3) 

where M is the whole relations in a treebank, 
which is equal to the sum of relations in each 
sentence. By such definition, the MDDs in both 
basic and enhanced representations are each a 
special case. In doing so, it is compatible and 
comparable for both cases. According this formula, 
the MDD of the example sentence I love cats and 
dogs in the last section in BUD representation is (1 
+ 1 + 2 + 1) / 4 = 1.25, while the MDD of the same 
sentence in EUD representation is (1 + 1 + 2 + 1 + 
3) / 5 = 1.6. In this case, the MDD of EUD is 
higher than that of BUD. 

We processed the treebank in Microsoft Excel 
by importing the .conllu format treebanks into 
worksheets, and did the statistical analysis by the R 
language9. The procedure of our data processing is 
as follows: We first deleted three kinds of 
sentences: The first kinds includes those which 
only have one root word except for punctuations, 
where the dependency distance cannot be 
calculated. The second kind contains sentences 
where punctuations are heads of other tokens, 
which causes problems when deleting punctuations. 
These sentences were deleted because they are 
hard to deal with if the language is unintelligible to 
us. The third kind consists of those with empty 
nodes because there is divergence in the treatment 
of the position of the empty node. For instance, the 
English PUD treebank duplicates the node right 
after the original node, while in other treebanks, 
the empty node can appear in any supposed 
position in the sentence. Yet the calculation of 
dependency distance relies on the exact position of 
words. Hence the indeterminacy of the surface 
position of empty nodes could be problematic. The 
second step was to convert all the values in the ID 
and HEAD columns into a relative reference in 
Excel for the ease of the next step. The third step 
was then to delete all the punctuations, a treatment 
                                                           
9 https://www.r-project.org/. 
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following Jiang & Liu (2015) and other previous 
studies for comparison. Since the position numbers 
are now relative references, they will change 
automatically after the rows containing 
punctuations were deleted. Then we calculated 
MDDs for both the basic and enhanced 
representations. Finally, the results were exported 
and put into R for statistical analysis if necessary. 

3 Results and Discussion 

3.1 Enhanced MDDs Compared with Basic 
MDDs 

Table 3 shows the MDDs of 16 languages in both 
BUD and EUD annotation schemes. It can be seen 
that in all languages the enhanced MDDs are 
higher than basic MDDs, although the increments 
in each language are different. A paired one-sided 
Wilcoxon test shows that the enhanced MDD is 
significantly greater than the basic MDDs (V = 0, p 
= 1.526e-05 < 0.05). 

Theoretically, the enhanced MDD is not bound 
to be larger than the basic MDD. When we add a 
new link, if the new link is an adjacent one or it 
has a smaller dependency distance than the original 
MDD of that sentence, then the whole MDD is 
supposed to decrease by maths. This is not a rare 
thing since Liu (2008), Jiang & Liu (2015) have 
found that adjacent relations are very common in 
natural language and would take up about 50% of 
the whole dependency relations. Futurell (2019) 
also argued that adjacent relation, or so-called 
information locality, is preferred in the structuring 
of language. If a new link is added by chance, then 
it is very likely to be adjacent. Our results, 
however, have revealed that the MDD goes up, 
indicating that the additional relations are generally 
long-distance ones rather than adjacent ones. To 
put it differently, the results seem to show that the 
original annotation scheme itself tends to adopt an 
analysis that keeps the short dependencies and 
omits the long-distance ones. 

However, it is noteworthy that it is just 
statistically the EUD representations manifest 
longer MDDs, while there are also many single 
sentences with shorter MDDs, such as in (1) where 

the reanalysis of relative clauses in EUD plays a 
part. 

(1) For those who follow social media 
transitions on Capitol Hill, this will be a little 
different. (English PUD) 

BMDD: 2.8667 
EMDD: 2.8125 

 
A second aspect worth mentioning is that if we 

arrange the table in an ascending or descending 
order according to the MDDs before and after 
enhancement, the languages will be in different 
orders, which coincides with Yan & Liu (2022)’s 
finding in comparing the UD and SUD annotation 
scheme. This indicates that the MDD is affected by 
both annotation scheme and language type (e.g. 
head-final or head-initial). Otherwise, the orders in 
different representations should be the same. 
Hence, it is the interaction of these two factors that 
decide the value of MDDs. What is the nature of 
annotation scheme then and what part does it play 
in determining MDDs? 

In the next section, we take a closer look at the 
distinction between two representations and 
explore what constructions have led to the increase 
of MDDs. 
 

3.2 The Constructions Contributing to the 
Change of MDDs 

As the results in the last section have indicated that 
the enhanced MDDs are longer than the basic 
MDDs in most languages, it is then natural to 
inquire what factors have contributed to the 
increase of MDDs. 

Similar to Yan & Liu (2022), we decomposed 
two annotations schemes into constructions of 
which they have different analyses. The four 
previous phenomena do not have a distinct analysis 
in EUD and the cycles are not recovered in the 
enhanced analysis. We had a different set of 
constructions. Table 4 shows all types of 
enhancement of EUD given by Schuster and 
Manning (2016). 

 
 

 
Language Basic MDD Enhanced MDD Increase 
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Arabic 3.195 3.806 19.12% 
Belarusian 2.414 2.758 14.25% 
Bulgarian 2.304 2.455 6.55% 
Czech 2.391 2.508 4.89% 
Dutch 2.676 2.895 8.18% 
English 2.528 2.715 7.40% 
Estonian 2.644 2.647 0.11% 
Finnish 2.307 2.633 14.13% 
Italian 2.519 2.787 10.64% 
Latvian 2.442 2.806 14.91% 
Lithuanian 2.492 2.778 11.48% 
Polish 2.226 2.415 8.49% 
Slovak 2.102 2.246 6.85% 
Swedish 2.473 2.647 7.04% 
Tamil 2.399 2.428 1.21% 
Ukrainian 2.625 3.011 14.70% 

Table 3. The basic MDDs and enhanced MDDs in 16 languages 
 

Version Types of enhanced dependencies Affecting MDD? 

The enhanced UD 
representation 

Augmented modifiers No 
Augmented conjuncts No 
Propagated governors and dependents Yes 
Subjects of controlled verbs Yes 

The enhanced++ UD 
representation 

Partitives and light noun constructions Yes 
Multi-word prepositions No 
Conjoined prepositions and prepositional 
phrases 

Yes 

Relative pronouns Yes 
Table 4. Types of enhanced dependencies and their effects 

 
Several types of additional relations above only 

elaborate on the relations but do not change the 
dependency distances, such as those with the value 
of “No” in the last column. As for the rest of them, 
the so-called “partitives and light noun 
constructions” in their treatment are noted as 
having the dependency relation qmod. Yet we have 
not found the qmod relation in any annotated 
treebank. Besides that, the case of “conjoined 
prepositions and prepositional phrases” concerns 
empty nodes. As we have deleted the sentences 
with empty nodes in processing the data since they 
are not treated equally in different languages and 
might cause problems, they will not be of our 
concern in the present study. Therefore, the three 
remaining primary types of enhanced relations left 
are associated with coordinate structures, pivotal 

constructions 10  and relative clauses, which 
correspond to “propagated governors and 
dependents”, “subjects of controlled verbs” and 
“relative pronouns”, respectively, in the original 
terms. 

Put another way, the EUD and BUD are 
decomposed into the combination of different 
analyses of these three constructions. In what 
follows, we will first demonstrate their treatment in 
two representations and then see how they affect 
MDDs. 

                                                           
10 The more commonly used term in the Western literature is 
controlled and raising structure, while we follow the use of 
pivotal constructions as in the Chinese linguistic literature 
here (Peng, 2017). In this case, the upper-level verb takes 
another verb as one of its syntactic argument, thereby 
rendering one semantic argument of the lower-level verb 
disappear. One has to trace its referent from the arguments of 
the upper-level verb. Prototypical cases include want to, need 
to, start and so forth. 
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(a) coordinate structures 

 

 
(b) pivotal constructions 

 
 

 
(c) relative clauses 

Figure 2. The analyses of coordinate structures, 
pivotal constructions and relative clauses in BUD 

(left panel) and EUD (right panel) 
 
As can be seen in Figure 2, in terms of the first 

two constructions, the enhanced structures are 
supergraphs of the basic structures. That is, the 
EUD analysis only has additional links, reflecting 
referential relations or functional equivalence. 
Hence, for the mathematical rationales presented in 
Section 3.1, it is easy to predict whether MDD 
increases or decreases based on the length of the 
additional links. If the length of the additional 
relation is longer than the original MDD in the 
basic setting, then it will increase the MDD in the 
EUD representation. However, in the case of 
Figure 2 (c), the relative clauses are more 
complicated as there are not only additional links 
but also changes of old links. On the one hand, 
there is an additional relationship between the 
antecedent and the root in the subordinate clause, 
forming a mutual dependency. On the other hand, 
the head of the relative pronoun is changed from 
the subordinate root to the antecedent. The change 
of DD in this local structure is |NV| + |Nsub| ‒ 
|Vsub|. In the simplest case where these three 

elements form a continuous sequence, as |Nsub| = 
|Vsub| = 1, and |NV| = 2, the overall amount of 
increase of DD is 2. As can be seen from the 
graphs, the least increase of MDD in the three 
cases are 3, 2, and 2. Liu (2008) has shown that the 
MDDs in most languages fall between 2 and 3, 
which indicates that coordinate structures are very 
likely to contribute to the increase of MDDs, while 
the latter two constructions might probably 
decrease MDDs. Since the analysis above is purely 
theoretical and the MDD of a specific sentence 
may vary and is subject to the sentence length, we 
computed the proportions of how on earth these 
three constructions affect the MDD of all 16 
languages dynamically, as shown in Figure 3. 

In Figure 3, the black parts are those 
contributing to the increase of MDDs, while the 
white ones are those leading to the decrease of 
MDDs. A first sight suggests that all three 
constructions have the possibility to both increase 
and decrease MDDs, indicating that the 
competition between enlargement and reduction of 
MDD is dynamic rather than absolute. 

Next, we hypothesized that the EUD analysis of 
the coordinate structures increases MDDs while 
the latter two decrease MDDs. However, the 
results indicate a general tendency for each 
construction to have an increased MDD. The 
overall situation does confirm that the coordinate 
structures have a large contribution, while relative 
clauses do possess less proportion. However, in 
many languages, the increasing part is still larger 
than the decreasing one (as shown by those black 
parts that take up more than 0.5 of all such 
constructions). As for the pivotal constructions, 
most of them increase the MDD. The one-sample 
sign test shows that the medians of the conj and 
pivot groups are greater than 0.5 (S =14, p = 
0.0005 < 0.05), while that of rel is not significantly 
different from 0.5. The rank sum test shows there 
is no significant difference between conj and pivot, 
whereas both of them are greater than rel by one-
sided tests (W = 172, p = 3.854e-06 for conj and 
rel, W = 167, p = 2.14e-05 for pivot and rel). 
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Figure 3. The proportions of the three categories in the 16 languages (black: increase; white: decrease) 

 
Since our analyses above are based on the 

simplest and ideal cases, there must be other 
factors to be taken into consideration. The reasons 
can be from several aspects. From the internal, 
structural perspective, we have assumed a [N sub 
V] configuration for relative clauses where the 
antecedent noun, the subordinator (i.e. the 
relativizier or relative pronoun) and the root verb 
in the subordinate clause form a continuous 
sequence. Nevertheless, this only happens in a few 
restricted cases, where the verbs do not appear at 
the end of the subordinate clause, and the 
antecedents serve as the subject which is supposed 
to be at the beginning of the sentence. In other 
situations, for instance, the antecedents play the 
role of objects or obliques, then the words lying 
between them might rise dramatically. The same 
holds for pivotal constructions. Our analysis above 

is ideal and do not consider the cases such as want 
to. Even one additional particle such as to here 
would make the increase of MDD of the local 
structure at least to 3, which makes it probable to 
exceed the original MDD. 

Other external factors include the content of the 
text and the language type. A closer look at the 
data reveals that there are many intervening tokens 
or dependents. Since the EUD representations are 
graph-based and have additional relations, if these 
links cross over a longer distance than the original 
MDD, they will give rise to its increase. These are 
not predicted from structural analysis but 
determined by the content that the addresser 
express. 

Another possible factor is the language type. By 
language type we especially refer to the word order 
type. For instance, head-final languages are found 
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to have longer dependency distances (Futrell et al., 
2020: 397). In terms of the three constructions we 
concern here, in those languages where the 
subordinate clauses are verb-final, as the 
antecedent will be far from the subordinate root, 
the EUD treatment might probably lead to an 
increase. As for the UD analysis of coordinate 
structures, the head governs the first conjunct and 
then the latter the second conjunct, which is related 
to the linear sequence. However, in a head-final 
language, obviously such analysis would lead to 
longer MDD. One might also think of an 
alternative annotation scheme where head-final 
language has a shorter MDD, such as making the 
last conjunct connect to the head first. Overall, we 
can conclude that the interaction of annotation 
scheme and language type would affect the values 
of MDDs. 

There are also some problematic data. It can be 
found that in some languages there is no such 
relation at all, which indicates an annotation 
difference. On the one hand, there is few conj 
relation in the Estonian treebank which is also 
problematic, as it is almost impossible to have no 
coordinate construction in a not-too-small corpus. 
On the other hand, in the Finnish, Latvian and 
Polish treebanks, the EUD annotation scheme does 
not deal properly with relative pronouns. However, 
there are indeed such words as joka (Finnish), kas, 
kurš (Latvian), and który, jaki (Polish). As for the 
case of Tamil, it employs an affix -a as the 
relativizer, which is not suitable for the relative 
pronoun analysis in those European languages. 
This suggests that the analysis of relative clauses in 
UD requires reconsideration. From a cross-
linguistic perspective, many languages do need 
relativizers, but they might not be referential as 
English’s so-called “relative pronouns” seem to be. 
Therefore relativizers might also be better treated 
as some subordinators as those in complement 
clauses11 or as a separate category, as one of UD’s 
goals is to maximize cross-linguistic parallelism or 
as Croft et al. (2017) have pointed out. 

                                                           
11 This same goes to the marker of adverbials clauses such as 
when and where. In the current version of English UD, words 
like before and after are treated as subordinator but when and 
where are treated as adverbial modifiers, which are 
inconsistent. 

4 Conclusion 

Thus far, the points to be made in the present study 
includes: 

1. Empirically, the MDDs in the EUD 
representation are longer than those in the basic 
UD representation. Specifically, for all the three 
major distinctive constructions, there are cases 
where they increase or decrease MDD. 

2. The EUD analysis of coordinate structures 
contributes most to the increase of MDDs, 
followed by that of pivotal constructions. Relative 
clauses, although on the whole also increase 
MDDs in the EUD representation, yet they have 
the strongest tendency to decrease among the three 
constructions. 

3. The factors that lead to the changes include 
both internal, structural, and external ones, such as 
the content of the text (in the form of stochastically 
intervening dependents) and the language type (in 
terms of word order type). A more detailed 
investigation into the effects of these factors is 
beyond the scope of this paper and requires more 
comprehensive theoretical analyses and empirical 
validations. 

To conclude, we want to re-emphasize the view 
that the nature of annotation scheme is the 
combination of analyses of various linguistic 
phenomena or constructions. Particularly, while 
the EUD representations seem to be redundant, it is 
simply one alternative analysis among the various 
possible dependency syntactic analyses. The 
present research is also supposed to deepen our 
understanding of the idea of “grammatical analysis 
as measurement” in language description. 

A next step might be to compare more 
annotations schemes and decompose them into 
micro-parameters. Once we can manually calibrate 
each parameter at our will, we are likely to gain a 
deeper understanding of how the annotation 
scheme would affect the results of linguistic 
measurements. 
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Abstract

The early purpose of chatlog (conversation) dis-
entanglement is to separate intermingled mes-
sages into detached conversations for easier in-
formation following and relevant information
retrieving from simultaneous messages. Thus,
the problem has been modeled as predicting
whether two messages come from the same-
thread. While the previous study by (Jiang
et al., 2018) seems to perform well on same-
thread prediction, we find that it is because the
data are randomly split into training and test
sets, resulting overlapping of topics in training
and testing sets. When data is split by time
order, the performance of existing models drop
significantly. In this study, we consider the
problem of direct reply predication task and
study different message pair classification mod-
els for the task. We argue that independent mes-
sage encoders could better represent messages
to capture their interaction than shared message
encoders especially for direct-reply prediction
task. We also find that BERT model performs
well with small datasets, while other models
may outperform BERT with large datasets.

1 Introduction

With the continuous development of the Internet and
social media, online group discussions and conver-
sations have become increasingly popular and play
an important role in society and the economy. Many
commercial sites take advantage of this to advertise
their products or help solve users’ problems. For
example, developing conversational agents (chatbots)
on their website to help staffs answer questions that
may have been asked before.

The goal of chatlog disentanglement is to cluster
messages that belong to the same topic for tracing.
Selecting a reply for a given input or finding question-
answer pairs are special cases of conversation disen-
tanglement. For example, Figure 1 shows a segment
of conversations consisting of four ongoing threads
in the IRC (Internet Relay Chat) conversation. As
we can see, interleaved conversations can occur in
both two-person or multi-person chats. Thus, the
goal of conversation disentanglement is to match the
message pairs for question-answer pair generation.

There are many studies on conversation disentan-
glement in the past. One solution for conversation
disentanglement is to model the topic of messages
by estimating the similarity between messages and
decide whether each incoming message starts a new
topic or belong to an existing thread.

Jiang et al. (2018) proposed Siamese Hierarchi-
cal Convolutional Neural Network (SHCNN) which
integrates two hierarchical CNNs to capturing low-
order and high-order semantics of the messages for a
better message representation. By concatenating ab-
solute difference of the two representation with other
temporal and user information, SHCNN predicts the
probability of two messages belonging to the same-
thread with high accuracy on the data of IRC and
Reddit. However, the model performs poorly for fu-
ture unseen messages when the training and testing
data are split by time order.

We argue that the proposed data preparation
method by (Jiang et al., 2018) only avoid the genera-
tion of too many negative examples, but may produce
false positive message pairs as many subtopics fork
from the main topic. When two messages from dif-
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Figure 1: Conversation in real-world chatting room

ferent subtopic are paired as positive examples, even
humans have difficulty to recognize their relationship.
In this paper, we consider a different task to pair only
direct-reply messages for positive examples, synthe-
sizing a more reasonable data set for question-answer
pair extraction. We consider three neural networks
models based on GloVe word embedding, including
CNN+LSTM, LSTM with dual attention, and atten-
tion over attention (AOA) (Huang et al., 2018) and
show improved performance over SHCNN. However,
the best performance only achieves 0.669 F1, even
with the BERT sentence pair classification.

In addition, we apply the direct-reply prediction
task to extract question-answer pairs from chatlogs
and find substantial labeling is required to obtain ac-
ceptable model. To speed up the process, we adopt
heuristic labeling of the next sentence as a reply mes-
sage to speed up training data preparation. Overall,
chatlog disentanglement is still a challenging prob-
lem to be solved.

2 Related Work

The early research on conversation disentanglement
can be traced back to the study on topic detection and
tracking conducted in (Allan, 2002). As mentioned in
(Shen et al., 2006), the messages in the same-thread
have higher similarity. Thus, calculating message
similarities based on linguistic features based on bag-
of-words representation has been the major idea in
(Elsner and Charniak, 2008). In addition, (Wang

and Oard, 2009) showed that contexts can be used
to improve the performance of message similarity
calculations. However, overlapping contexts could
also influence the calculation of similarity, leading to
reduced performance.

Mehri and Carenini (2017) proposed a pipeline
for the task of thread disentanglement, including re-
ply classifier, same-thread classifier, next utterance
classifier, and in-thread classifier. Of the three sub-
tasks, only the third classifier, i.e. for “next utterance
classification”, can leverage unlabeled data to model
message relationships to train an Recurrent Neural
Network (RNN) classifier (Lowe et al., 2015). Fi-
nally, the “in-thread” classifier takes the output of
the previous three classifiers “same-thread”, “Reply”,
and ”Next Utterance” to predict if an input message
belongs to a thread.

To investigate how message similarity could be
estimated, Jiang et al. (2018) proposed SHCNN
(Siamese Hierarchical Convolutional Neural Net-
works) for the same-thread task prediction. They
merged messages from different subReddits to sim-
ulate the concurrent conversations with multiple
threads and generated a synthetic dataset of inter-
leaved conversations, where messages from the same
reddits within a limited elapsed time are paired to
be positive examples, while messages from differ-
ent reddits are paired to be negative examples. The
experimental results show that the model performs
well with 0.8392 MRR when the data are randomly
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Figure 2: Split training data and testing data (a) randomly
or (b) time order

split into training and testing sets as depicted in Fig-
ure 2(a). However, the performance of SHCNN
model drops significantly when we use a time or-
der splitting method as shown in Figure 2(b). In
other words, the high performance reported in the
paper may due to data peeping rather than a good
model. In fact, since the messages in the same-thread
could fork subtopics as the conversation goes on, it
is difficult to judge whether two messages are related
to each other directly, even for humans.

2.1 Message pair classification tasks

To build a better model for reply prediction tasks,
we also refer to other tasks that accept two messages
as input such as aspect-level sentiment analysis and
natural language inference.

Aspect-level sentiment analysis aims to determine
the sentiment polarity of a review sentence with re-
spect to a given aspect. Many models and meth-
ods have been proposed from traditional machine
learning methods (Schouten and Frasincar, 2016) to
deep learning models (Zhou et al., 2019). For ex-
ample, Wang et al. (Wang et al., 2016) proposed an
attention-based LSTM network for aspect-level sen-
timent classification. Huang et al. (2018) introduced
an attention-over-attention (AOA) neural network to
capture the interaction between aspects and context
sentences. The AOA model outperforms previous
LSTM-based architectures. More models on aspect-

level sentiment analysis can be found at (Zhou et al.,
2019).

On the other hand, the task of natural language
inference is to determine if one given statement (a
premise) semantically entails another given statement
(a hypothesis). For example, Parikh et al. (2016) pro-
posed ”Decomposable Attention Model” which uses
a shared sentence representation with fewer parame-
ters and mutual attention mechanism to build a model
with high performance.

2.2 Learning sentence representation

Note that most models mentioned above use pre-
trained word embedding for the input layer and adopt
RNN or CNN to learn sentence representation. Re-
cently, learning sentence representation from large
unlabeled corpus has become feasible. For exam-
ple, Radford et al. Radford2018ImprovingLU sug-
gested a two-stage training process called Genera-
tive Pre-Training (GPT). Devlin et al. (2018) im-
proved GPT with Bidirectional Encoder Represen-
tations from Transformers (BERT), which also uses
two-stage training process and stacked Transformer.
Two tasks are considered in the pre-training stage,
including masked language model (MLM) and next
sentence prediction (NSP). Many NLP tasks built on
top of BERT have been shown to surpass the previous
state-of-the-art systems, including question answer-
ing and sentiment analysis (Sun et al., 2019).

3 Problem Definition and Datasets

Both the same-thread and direct-reply prediction
tasks are binary classification problems with training
data represented as (x,y), where x=(m1,m2) and y ∈
{0, 1} denoting whether m1 and m2 come from the
same topic or m2 is a reply of m1.

There are two data sets used in this paper, namely
IRC (Internet Relay Chat) and Reddit.

The IRC data set is a manually tagged data set
used in (Elsner and Charniak, 2008). IRC provides
group chats thus multiple conversations are inter-
spersed with each other in a channel. This data set
contains 6 hours of messages from the LINUX chan-
nel. Each message is annotated with the conversation
or thread it is involved. Thus, it is consistent with the
same-thread task.

The Reddit Dataset consists of comments from
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Dataset
Reddit

IRC
Gadgets Iphone Politic

Conversations 468 529 6,197 159
Messages 11,071 10,261 148,942 1,865
Speakers 6,387 4,506 28,365 183
All pairs 487,695 507,226 4,492,361 79,682
same-thread pairs 118,889 111,145 1,226,863 5,390

Table 1: Datasets for the same-thread task

Dataset
Direct-Reply Prediction Task
Gadgets Iphone Politic

Conversations 18,220 34,348 27,361
Messages 358,212 345,487 800,619
Speakers 118,225 49,571 72,787
All pairs 1,143,058 947,484 2,423,900
Reply pairs 228,438 189,353 477,780

Table 2: Datasets for the direct-reply prediction task

Reddit articles which are synthesized by following
Jiang et al.’s work (Jiang et al., 2018). Reddit is a
web content rating and discussion website, where
members can submit contents such as links or news
or text posts which are then voted up or down. Posts
are organized by subjects into user-created subreddit.
Theoretically, all comments from the same post can
be treated as the same-thread messages. Jiang et
al. mix comments from different articles around the
same time to create conversation logs of multiple
people chat for the same-thread tasks, as shown in
Figure 3.

Figure 3: Combination of Reddit dataset

Since the original posts are usually longer than
comments, we keep only messages that are replies
to comments and remove comments to the origi-
nal articles such that most messages are about the
same length. We collect three subreddits from gad-

gets, iPhone and politics channels from 2016/06 to
2017/05 and remove articles with too many com-
ments and enumerate message pairs that are within
T (one-hour) time span to prepare training data for
the same-thread task as stated by Jiang, et al.

We follow (Jiang et al., 2018) to synthesize the
dataset: For the direct-reply prediction task, every
comment in Reddit is a reply to a previous message,
which makes it a good source for the direct-reply
prediction task. For this task, each comment is paired
with five messages: with only one correct reply mes-
sage and four other messages within time interval T
(=1 hour), which may come from the same-thread or
different threads. Table 1 and Table 2 show the num-
ber of conversations, messages, average messages per
conversation, speakers, message pairs prepared for
the same-thread task and the direct-reply prediction
task, respectively. Because random splitting of data
into training, validation and testing data may cause
the message pairs from the same-thread to occur in
both training and testing sets as shown in Figure 2(a),
making the performance untrustworthy, we split the
data based in chronological order (Figure 2(b)) to
avoid data peeping, and use the first 72% of data for
training, the following 8% for validation and the last
20% for testing.

4 Methods

In this paper, we consider models based on GloVe
word embedding and BERT models for message-pair
classification.

4.1 Glove-based Representation
A typical neural network model consists of embed-
ding layer for word representation, hidden layer
such as mutual attention for message representa-
tion, and output layer for prediction. For embedding
layer, we adopt pre-trained GloVe (Pennington et
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al., 2014) word embedding matrix from Common
Crawl dataset (840B tokens), which contains a case-
sensitive vocabulary of size 2.2 million. Given a mes-
sage m = [w1, w2, . . . , wL] with L tokens, we look
up the embedding vector ui ∈ Rdw for each word.
If a token in the message does not exist in the pre-
trained model, we replace it with the UNKNOWN
token embedding. Thus, the message m is repre-
sented by a L× dw matrix U = [u1, u2, . . . , uL].

We consider two models for message representa-
tion. The first one is GCNN-LSTM, and the second
is LSTM with dual attention.

GCNN-LSTM Representation
Convolutional neural networks (CNN) are shift in-

variant artificial neural networks with shared-weights
architecture and translation invariance characteris-
tics, commonly applied in image processing. With
dc kernels of size dw × k, the output of the 1-D CNN
layer will be L × dc feature matrix. Here, we use
Gated Linear Unit (GLU) proposed in (Dauphin et
al., 2017) to control which information flows in the
network.

Ũ = (U ∗W + b)⊗ σ(U ∗W ′ + b′) (1)

where W,W ′ ∈ Rk×dw×dc and b,b′ ∈ Rdc denote
the parameters for two CNNs, one for feature extrac-
tion and one for GLU.

To deal with word sequence, we adopt a BiLSTM
layer to capture the message information. LSTMs
(Long Short-Term Memory) are recurrent neural net-
works that are able to capture ordered information
from input sequence of tokens. BiLSTM is obtained
by stacking two LSTM networks to get information
from backwards and forward states simultaneously.

hi =
−→
hi ⊕

←−
hi (2)

Let θr denotes the parameters for BiLSTM, we define
the output of BiLSTM functionGr(Ũ ; θr) as the sum
of all hidden states, i.e.

Gr(Ũ ; θr) = h1 + h2 + . . .+ hL (3)

Prediction and Objective Function
Let v1 and v2 denotes the output of the two input

messages m1 and m2. For prediction, we use two
fully connected layers to make the prediction, i.e.:

ŷ = σ(ELU([v1, v2]
TW0 + b0)W1 + b1) (4)

where W0 ∈ R2dr×df , W1 ∈ Rdf×1. Let Θ denote
the parameters used in the model to encode the sen-
tence, i.e. Θ = {W,W ′, b, b′, θr,W0, b0,W1, b1},
the model is trained by minimizing cross-entropy
with L2 regularization as shown below.

Loss(D) =
∑

(x,y)∈D y · log ŷ

+(1− y) · log(1− ŷ) + λ ‖Θ‖2 (5)

LSTM-Dual Attention Model
Inspired by the power of attention mechanism, the

second model we proposed is BiLSTM with dual
attention.

Attention Mechanism is originally designed to
help the decoder of seq2seq model generate words
one by one. The idea is to collect the output vec-
tor hi (∈ R2dr ) at each word for attention. Let
z1 = Gr(U1; θr) and z2 = Gr(U2; θr), we can
exploit attention mechanism to generate a represen-
tation for z1 based on the content of z2. Specifi-
cally, we calculate the weighted sum of the output at
each step of the first message, [h11, h

1
2, . . . , h

1
L] with

weight vector α1 as below:

z′1 =

L∑

i=1

α1
i h

1
i (6)

where α1 = [α1
1, α

1
2, . . . , α

1
L] is computed by taking

the inner product of z2 with each h1i .

α1
i = softmax(zT2 h

1
i ) =

exp(zT2 h
1
i )∑L

j=1 exp(z
T
2 h

1
j )

(7)

Similarly, z′2 is calculated by the weighted sum
with weight vector α2. Finally, we concatenate z1
with z′1 to form v1 (∈ R4dr ), i.e. v1 = z1⊕z′1, and z2
with z′2, i.e. v2 = z2⊕z′2, to form v2 for classification
task as described in Equation 4.

Attention over Attention (AOA) Model
For two output hidden states from BiLSTM h1 ∈

Rn×2dh and h2 ∈ Rm×2dh , AOA (Huang et al.,
2018) first calculates a pair-wise interaction matrix
I = h1 · hT2 , where the value of each entry Iij repre-
sents the correlation of a word pair among the two
input messages) and compute both column-wise soft-
max, α ∈ Rn×m and row-wise softmax, β ∈ Rn×m.

αij =
exp(Iij)∑n
i exp(Iij)

, βij =
exp(Iij)∑m
j exp(Iij)

, (8)
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Figure 4: An Attention-over-Attention Module (AOA)
(Huang et al., 2018)

AOA Layer
The idea of AOA is to compute the attention

weight over the averaged attention weight β ∈ Rm

where γ ∈ Rn,

AOA(h1, h2) = γ = α · βT. (9)

where

βj =
1

n

n∑

i

βij . (10)

We call γ the output of AOA layer and use it to
calculate the final sentence representation r ∈ R2dh .

r(h1, h2) = hT1 · γ (11)

The final sentence representation r is then used for
final result prediction, i.e. po = r.

P (y|x) = σ(w · po + bo) (12)

The attention-over-attention layer structure is as
shown in Figure 4.

4.2 BERT Based Models
Different from context-free models, which generate a
fixed word embedding representation for each word
in the vocabulary, BERT is able to give a context-
dependent representation of the words. Consequently,

we use the BERT model released by Google and fine-
tune it for the same-thread/direct-reply prediction
task.

Given two input messages m1 (with length n)
and m2 (with length m), we employ BERT com-
ponent with L transformer layers to calculate the
corresponding contextualized representations with in-
put of the form ([CLS],m1, [SEP ],m2). Let H l

be the output of the transformer at layer l, thus
H i = [hl0, h

l
1...h

l
n+m+2] can be calculated by

H i+1 = BiTransformer(H i), (13)

The basic BERT sentence pair classification
(BERT-SPC) model takes the output of [CLS] token
as the prediction layer input, i.e. po = HL

0 by Eq
12. The entire model is fine-tuned with a standard
cross-entropy loss with L2 regularization.

BERT-SPC-AOA Model

To further improve BERT-SPC model, we concate-
nate the output r(h1, h2) with [CLS] output as the in-
put to the prediction layer, i.e. po = r(h1, h2)⊕HL

0

by Eq. 12.

5 Experiments and Analysis

For non-BERT deep learning models, the pre-trained
word embedding is GloVe (Pennington et al., 2014)
with case distinction trained on the Common Crawl
dataset to distinguish English word embedding, di-
mension dw is 300 and total 2.2 million words. The
hidden layers in BiLSTM hr are 128, the number of
kernels used in CNN hc is 128, and kernel size k is
5. All models are implemented with Tensorflow. The
batch size used in the traditional deep learning model
is 256 and the maximum epoch and initial learning
rate are set to 40 and 2 ∗ 10−4.

For BERT model, the batch size is 32. The maxi-
mum epoch and initial learning rate are 6 and 2∗10−5,
respectively. The optimizer used in all models is
Adam with β1 = 0.9 and β2 = 0.999. The L2 weight
λ of the objective function in Equation 4 is set to
0.01. We apply linear attenuation to the learning rate
and use warmup in the first 30% of the training step
with dropout set to 0.1. For training data, the ratio of
the positive versus negative (different thread) pairs is
1:1.
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Dataset
Reddit

IRC
Gadgets Iphone Politic

Measure F1 Acc. F1 Acc. F1 Acc. F1 Acc.

Rand.
Split

SHCNN 0.779 0.887 0.608 0.816 0.639 0.770 0.805 0.967
GCNN+LSTM 0.981 0.990 0.956 0.980 0.945 0.969 0.319 0.801
LSTM+DualAtt 0.809 0.900 0.618 0.804 0.638 0.775 0.346 0.854

AOA 0.979 0.990 0.933 0.970 0.812 0.887 0.571 0.915
BERT SPC 0.988 0.994 0.994 0.994 0.996 0.970 0.888 0.985

Time
Or-
der
Split

SHCNN 0.253 0.709 0.318 0.553 0.411 0.553 0.039 0.939
GCNN+LSTM 0.289 0.645 0.364 0.516 0.309 0.601 0.098 0.630
LSTM+DualAtt 0.308 0.710 0.417 0.500 0.441 0.616 0.089 0.854

AOA 0.310 0.634 0.428 0.541 0.482 0.560 0.084 0.557
BERT SPC 0.522 0.508 0.298 0.534 0.423 0.667 0.223 0.898

Table 3: Performance comparison of the same-thread prediction task.

Evaluation method

Because both tasks are modeled as binary classifica-
tion problems and the numbers of same-thread pairs
or direct-reply message pairs are fewer than differ-
ent thread and non-reply message pairs, we consider
them as positive data and use F1 and accuracy for the
evaluation.

5.1 Same-thread Task

We start with the same-thread prediction task. Table 3
shows the performance of the models trained on a
random or time order split data sets. As we can
see, all the proposed models outperform SHCNN.
GCNN-LSTM model and BERT SPC model perform
especially good on random split data with 0.981 and
0.988 F1 on Reddit Gadgets dataset. However, the
performance of all models drops significantly when
data is split by time order. The F1 of the Reddit
datasets nosedives from above 0.9 to 0.2 and 0.3 for
GCNN+LSTM model. Even for BERT model, the
plunge on IRC dataset is also precipitous (from 0.888
to 0.223).

In order to understand why all models perform
poorly in the same-thread task, we conducted an er-
ror analysis and found the task to be challenging
even for human beings. Table 4 shows some mis-
labeled message pairs and their ground truth labels.
We notice that it is not easy to recognize the connec-
tions between the message pairs (e.g. the first three
message pairs) that come from the same-thread with-
out context. Meanwhile, annotators might be misled

to give positive labels when two messages mention
about the same entity, while the messages actually
come from two different conversations. For example,
the last message pairs both mentioned about Hillary,
but the messages actually come from two threads.
Thus, we argue that the same-thread task is a very
difficult task when no context is given. However, con-
text might not always help when multiple threads are
mixed together as studied in (Wang and Oard, 2009).

To confirm our speculation, we randomly select
500 message pairs from Reddit test data, and give
them to four graduate students to judge if each mes-
sage pair comes from the same-thread. Only one
out of 4 annotators is able to achieve higher than
0.5 F1 and the average F1 is only 0.340 (Table 6),
indicating the difficulty of the same-thread task. In
fact, it is not enough for annotators to rely on only
two messages to determine whether they are from
the same-thread. On the other hand, the performance
could be greatly improved to 0.660 F1 and 0.883
accuracy in the direct-reply predication task.

5.2 Direct-reply Prediction Task
In view of the above problem, we consider the direct-
reply prediction task and only split data based on
time order to see how well models could perform
for future application. As shown in Table 6, the
performance of manual annotation on the direct-reply
prediction task is much better than that for the same-
thread task. Most models have performance higher
than 0.5 F1 for the direct-reply prediction task.

As shown in Table 5, LSTM with dual attention
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m1 m2 Label
He actually didn’t shoot anyone who was walk-
ing down the street.

Agreed. A shallow grave in the woods is
more fitting.

True

He teared up thinking about how this will
make his re-election campaign more difficult.

House Freedom Caucus ”You’re free to die,
you sick moochers. Isn’t it beautiful!”

True

I wonder if he used all the best words? They can’t have my brand! True
Trump tries to clean up on Whitewash
Crimea

Trump is a traitor and will sell this country
out to the highest bidder the moment he
gets into office.

False

Pepperidge Farms remembers people saying
Hillary ”Warmonger” Clinton.

I love how he framed Hillary as the
warhawk.

False

Table 4: Some mislabeled examples and their true labels for the same-thread task.

direct-reply Task
Gadgets Iphone Politic

F1 Acc F1 Acc F1 Acc
SHCNN 0.513 0.845 0.455 0.849 0.512 0.849

GCNN+LSTM 0.591 0.856 0.534 0.845 0.573 0.861
LSTM+DualAtt 0.598 0.869 0.567 0.856 0.637 0.870

AOA 0.514 0.721 0.486 0.723 0.566 0.778
BERT SPC 0.632 0.883 0.543 0.862 0.616 0.818

BERT-SPC-AOA 0.669 0.877 0.617 0.840 0.623 0.825

Table 5: Model performance for the direct-reply prediction task

same-thread direct-reply Prediction
Measure F1 Acc F1 Acc

Annotator 1 0.105 0.728 0.548 0.860
Annotator 2 0.352 0.763 0.800 0.930
Annotator 3 0.263 0.732 0.590 0.875
Annotator 4 0.638 0.796 0.703 0.865

average 0.340 0.755 0.660 0.883

Table 6: Performance of four annotators for the same-
thread and direct-reply prediction task.

outperforms BERT on two of the Reddit datasets
except for Gadgets. However, the best performance
on Gadget Reddit dataset is achieved by BERT-SPC-
AOA model. Compared with the best result (0.522,
0.428 and 0.482 F1) for the same-thread prediction
task, We can see the performance on three Reddit
datasets is improved to 0.669, 0.617, and 0.637 F1
by BERT-SPC-AOA and LSTM with dual attention
model.

6 Conclusion

This paper addresses the rationality of the chatlog
disentanglement problem in two ways. First, the

testing data should be prepared to simulate future
unseen data. Second, the same-thread task without
context information is too challenging even for hu-
man annotators. Thus, we propose the direct-reply
prediction task for question-answer pair generation
from chatlogs. In the direct-reply prediction task, us-
ing the pre-trained BERT model for Fine-Tuning can
achieve good performance, even with less training
data. However, the data quality used by the down-
stream task seems to be a big problem when using
BERT for Fine-Tuning. When a large number of
messages are disentangled, the negative examples for
both the same-thread or direct-reply prediction tasks
are much larger than the positive examples. Though,
down sampling is adopted to balance the training
data, the models still tend to classify the message
pairs to the negative session, leading to low F1.

For future work, how to add context information
is an alternative direction to consider. Meanwhile,
as direct-reply predication is not a symmetric prob-
lem, an input of (m1, m2) is different from (m2,
m1). Thus, we wonder that the shared message repre-
sentation and the predication function of multi-layer
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perception might not be enough to extract the fea-
tures from two message representation. Thus, we
might consider asymmetric models, i.e. two message
encoders for each of the input messages to see if it
could achieve better performance.
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Abstract
Japanese named entities extracted from auto-
matic speech recognition frequently contain
speech recognition errors and unknown named
entities due to abbreviations and aliases. One
possible solution to this problem of the named
entity extraction task is to use a pre-trained
model trained on a large quantity of text to ac-
quire various contextual information. In this
study, we performed named entity recognition
on the logs of a task-oriented dialogue system
for road traffic information in Fukui, Japan,
using pre-trained BERT-based models and T5.
In our experiments using our prepared data,
the F1 scores of BERT and T5 are higher than
that of string match by 20.2 point and 21.1
points, respectively. The results confirmed that
these pre-trained models exhibited significantly
higher accuracies on unseen entities than meth-
ods based on dictionary matching.

1 Introduction

In interactive voice response services, it is neces-
sary to accurately perform entity extraction and
mention detection from the speech recognition re-
sults of user’s speech to carry out dialogue via
voice. However, this input contains a variety of
noise, including speech recognition errors, com-
pared to written text. Moreover, users’ utterances
may include personal representations for a certain
entities. In our full research, we plan to address
these issues in two steps: named entity recognition
(NER) and entity linking (EL). The first step, NER,
recognizes a part of the text that is likely to repre-
sent a named entity. In the second step, we then
attempt to link it to a prepared set of entities even
if it contains errors. With this architecture in mind,
in this study, we tackle the first step, which is NER
from speech recognition results.

This study focused on named entity recognition
(NER) in the context of a task-oriented dialogue
system that provides information in response to
the user’s requests pertaining to road traffic. In

Figure 1: Flowchart of our envisioned spoken dialogue
system. This study focuses on the NER component. The
goal is to extract named entities even from noisy text
caused by speech recognition errors or abbreviations.

our system, NER is accomplished by linking the
automatic speech recognition (ASR) text with a dic-
tionary created for each task (see Fig. 1). One way
to achieve more accurate recognition is to extract
the named entities before the linking.

Although we enforce the inputs to include loca-
tion names by system-driven conversation, speech
recognition errors and unknown named entities
from abbreviations and aliases may occur. For
example, “いちごっぱ” (ichi-go-ppa, 158) is a
colloquial expression for “国道158号” (kokudou-
hyaku-goju-hachi-gou, Japan National Route 158).
In addition, there are many cases in Japanese where
the sounds are close, but the surface forms and
meanings are entirely different. Therefore, in this
setting, NER using conventional methods is diffi-
cult, especially for rule-based methods.

To improve text processing functionality, this
study focused on NER on ASR texts. 1 We fo-
cused on context-based NER in the ASR texts be-
cause named entities may be unknown surfaces as

1Note that, although Omachi et al. (2021) postulated that
an end-to-end (E2E) approach for processing speech recog-
nition results might be preferable, we used existing ASR to
enable the flexible exchange of modules and resources, mak-
ing it necessary to process ASR texts.
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a result of speech recognition errors or abbrevi-
ations. Based on the assumption that contextual
information can be used effectively by pre-trained
models trained on a large number of sentences, we
used BERT-based large-scale pre-trained models
for NER (Devlin et al., 2019; Clark et al., 2020).
We also investigated the performance of T5 (Raffel
et al., 2020), a pre-trained encoder-decoder model.

2 Related Work

NER from ASR. Wang et al. (2021) performed
NER from speech recognition using the matching
approach. They used the embeddings of the top
N prediction candidates of ASR. In this study, we
experimented with only the top predicted ASR can-
didate, and performed string matching with rule-
based NER for simplicity.

NER from speech recognition with neural mod-
els for English has been studied previously. Raghu-
vanshi et al. (2019) extracted personal names from
text containing speech recognition errors using ad-
ditional information not contained in the text and
reported that the recall was improved. Yadav et al.
(2020) studied the E2E approach and were able to
extract named entities robustly and efficiently. We
used neural models to perform NER from Japanese
ASR texts under the assumption that the ASR archi-
tecture cannot be changed. In other words, in this
study, experiments will be conducted in a setting
where only the text processing section is involved
and no other information, such as voice informa-
tion, is used.

Japanese NER. Rule-based matching meth-
ods (Sekine et al., 1998) and machine learning-
based methods (Utsuro and Sassano, 2000; Sas-
sano and Utsuro, 2000) have been proposed for
Japanese NER. However, these studies focused on
manually written texts, whereas ASR texts often
contain problems specific to speech recognition,
such as speech recognition errors. In this study, we
attempted to extract named entities from such ASR
texts.

NER in Japanese speech recognition has been
performed using support vector machines (SVMs).
Sudoh et al. (2006b,a) reported that when training
SVMs on ASR text, precision can be improved by
incorporating a confidence feature that indicates
whether a word is correctly recognized. In con-
trast, we aimed to extract named entities from text
containing speech recognition errors, focusing on
recall to lead to subsequent linking tasks and using

Figure 2: NER using BERT-based models

道路 名を 抽出 せよ ： _ 国道 8 号線 鯖 江 から 福井 まで

道路 名を せよ ： _

国道 8 号 - 道路 名

Extracted
named entity

The label of
named entity

Unique prefix for label
specification Input sentence（subword unit） 

T5

Figure 3: NER using T5

a pre-trained model for this purpose.

3 Our Method

In this study, we used road traffic data for NER
evaluation of ASR text containing speech recogni-
tion errors and obtained named entities related to
roads and addresses. We assumed that the output
labels (roads and addresses) could be specified as a
precondition.

3.1 NER using BERT based models

Devlin et al. (2019) demonstrated the state-of-
the-art performance of a fine-tuned BERT model
on the CoNLL-2003 NER task (Tjong Kim Sang
and De Meulder, 2003). Following their ap-
proach, we considered NER as a sequence labeling
task. The text was tokenized, split into subwords,
and labeled based on the BIO model, in which
“B” was assigned to the beginning, “I” was as-
signed to the interior and the end of the named
entities, and “O” was assigned to any other to-
kens. The schematic view is presented in Figure 2.
Labels for road information were considered as
“{B, I}-route”, and labels for address infor-
mation as “{B, I}-address”. To specify a
label, we prefixed the statement with a “route” or
“address” token and gave “B-label”.
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text

match 鯖江から敦賀市へ向かう高速道路
(Highway from Sabae to Tsuruga City)

fallback えーとサザエさん、サザエ市春江町
(Well, Sazae-san, Sazae City, Harue-cho)

Table 1: Example of match and fallback data (the under-
lined parts are named entities):サザエ (sazae, turban
shell) is a recognition error of鯖江 (sabae), which is
the name of a city in Fukui.

train dev test

match
utterance 1,757 220 220
address 1,220 144 147
route 802 104 110

fallback
utterance 949 118 122
address 197 30 26
route 92 8 17

Table 2: The number of data instances used in the ex-
periment (the number of utterances and named entities
with each label).

3.2 NER using T5

We performed NER with a Seq2Seq pre-trained
model because Constantin et al. (2019) reported
that Seq2Seq models achieve excellent sequence
labeling of noisy texts. Also,Phan et al. (2021)
performed NER using domain-adapted T5 on med-
ical literature. Their experimental results show that
NER can be performed with high F1 scores even
with a seq2seq model, namely T5. Following their
approach, we considered NER as a question-and-
answer task. A text with a special label at the
beginning was the input sequence and named enti-
ties corresponding to this special label were output.
The system was set up such that each extracted
named entity was added to the end with a label fol-
lowed by a dash. The schematic view is presented
in Figure 3. Labels for road information were con-
sidered as “道路名” (road name), and the labels for
address information as “住所名” (address name).
To specify the label, the special tokens “道路名を
抽出せよ:” (extract road names) or “住所名を抽
出せよ:” (extract address names) were added at
the beginning of the sentence.

4 Experiments

4.1 Data

In this study, we conducted NER using a system-
driven dialogue log containing road traffic infor-
mation in Fukui, Japan 2. The dialogue logs were
obtained from the turns where the user seemed
to have uttered the names of roads or addresses
based on the conversation before and after. A dic-
tionary of the named entities to be extracted was
provided. In this dictionary, aliases, abbreviations,
and speech recognition errors were registered (the
dictionary is shown in Fig. 1). The target texts for
which NER succeeded and failed were match and
fallback, respectively; an example is presented in
Table 1.

The match data were labeled by dictionary
matching, with incorrect labels manually removed.
For the data in fallback, we manually annotated
named entities related to the road and the address.
This annotation was performed considering speech
recognition errors and any named entities existing
in Fukui even though not in the dictionary. No-
tably, because fallback data were annotated based
on whether the named entities exist in Fukui, a
difference existed in the criteria of labeled words
between match and fallback data. We randomly
split match and fallback data so that the training,
development, and test data were 8:1:1. The number
of data instances is shown in Table 2. Note that
these data were not arbitrarily sampled but were
obtained over a certain period.

Achieving accurate NER with match and small
fallback training data is practical, since the former
requires only a reasonably sized dictionary but the
latter needs human annotation. For data collection,
we considered match data as inexpensive to ob-
tain because they could be extracted by dictionary
matching, and fallback data as expensive because
they could not (Subsection 4.4).

4.2 Setting

We compared four NER systems, viz., a string-
matching model based on a dictionary, two pre-
trained BERT-based models, and T5. The script
of transformers, published by Huggingface 3, was
used for fine-tuning all models.

For the BERT-based models, we used the BERT
2We will perform NER on other dialogue log data as well

in the future.
3https://github.com/huggingface/trans

formers
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method data P R F1 c_P c_R c_F1 P R F1 c_P c_R c_F1

String M 96.3 100 98.1 96.3 100 98.1 — — — — — —
Match F 50.0 23.3 31.7 50.0 23.3 31.7 — — — — — —

trained using all data trained by match data

BERT M 97.3 97.3 97.3 99.2 99.2 99.2 97.3 97.3 97.3 98.8 98.8 98.8
F 67.9 83.7 75.0 67.9 83.7 75.0 58.8 46.5 51.9 58.8 46.5 51.9

ELECTRA M 96.9 98.1 97.5 98.1 99.2 98.6 97.7 98.1 97.9 99.2 99.6 99.4
F 66.0 72.1 68.9 66.0 72.1 68.9 54.5 41.9 47.4 57.6 44.2 50.0

T5 M 98.0 97.7 97.9 99.2 98.8 99.0 97.3 97.7 97.5 98.5 98.8 98.6
F 74.0 86.0 79.6 74.0 86.0 79.6 41.3 60.5 49.1 42.3 62.8 50.9

Table 3: Experimental results for string matching, BERT, ELECTRA, and T5. M and F denote match and fallback
data, respectively. “c_” means results of re-scoring named entities as true positives when they are predicted to be
longer than the reference.

published by Tohoku University 4 and ELECTRA
published by Megagon Labs 5. We fine-tuned both
models through token classification. For BERT, we
set the batch size to 8, the number of epochs to
3, and the maximum sequence length to 258. For
ELECTRA, we set the learning rate to 0.00005,
the batch size to 8, the number of epochs to 20,
and the maximum sequence length to 128. The T5
model was fine-tuned from the model published
by Megagon Labs 6. We set the learning rate of
T5 to 0.0005, the batch size to 8, the number of
epochs to 20, and the maximum sequence length
to 128. Note that the pre-training datasets for T5
and ELECTRA were approximately the same size,
while that for BERT was much smaller.

4.3 Evaluation

We evaluated the performance by calculating pre-
cision, recall, and F1 scores, considering a perfect
match as a true positive. Because of the differ-
ence between the labeling criteria of the match and
fallback data (Subsection 4.1), we evaluated each
test set separately. Evaluation of match data serves
as a measure of whether named entities flagged
by dictionary matching can be extracted, whereas
evaluation of fallback data measures whether it is
possible to extract named entities that are not in-
cluded in the dictionary.

In this study, we assumed that entity linking was

4https://huggingface.co/cl-tohoku/ber
t-base-japanese-v2

5https://huggingface.co/megagonlabs/t
ransformers-ud-japanese-electra-base-dis
criminator

6https://huggingface.co/megagonlabs/t
5-base-japanese-web

performed in the downstream task. If the extracted
named entities are shorter than the original enti-
ties, linking may become problematic. In contrast,
when the extracted named entities are longer than
the original entities, the problem in linking is con-
sidered minor. Therefore, under the lenient evalua-
tion setting, we considered the cases in which the
named entities were covered as true positives, but
we still considered the cases in which the partial
matches were not covered as false positives. For
example, if the named entity “8号線” (Route 8)
is in the reference, the extraction of “国道8号線”
(Japan National Route 8) is acceptable, but the ex-
traction of only “8号” (Route 8) is not acceptable.

4.4 Results

Experimental results for the match and fallback test
sets are presented in Table 3 for when both datasets
were used as training data and for when only the
match data was used.

String Matching For the match data, the recall
was 100 because the data was created using dictio-
nary matching. Precision was not 100 because we
manually removed mislabeled data (Subsection 4.1)
when creating the match data. Conversely, for the
fallback data all the evaluation scores were less
than 50.0, and so the unseen named entities were
not sufficiently extracted.

BERT For the match test data, the F1 and c_F1
scores of BERT were comparable or superior to that
of string matching, which was a desirable result
for NER for subsequent tasks. For the fallback test
data, the score was 20.2 points higher when training
using only the match data and 43.3 points higher
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model text translation

BERT (address) 吉田郡永平寺町 (Yoshida-gun Eiheiji-cho)

T5 (address) 田尻町から福井市までの福井市内まで (From Tajiri-cho to Fukui City to Fukui City)

BERT/T5 (route) イチゴったー (Ichigotta)

Table 4: Example of NER failure in match data. Bold and underlined texts denote the reference and hypothesis.

model text translation

BERT/T5 (address) 横倉ってどこや (Where is Yokokura)

BERT (route) 青年の道 (Youth Road)

T5 (address) 低い (low)

BERT/T5 (route) アイワかどう (Aiwakado)

BERT (address) あの高みの方のエルパ行きのバスは取った後 (After taking the bus to Elpa at that height)
T5 (address) あの高みの方のエルパ行きのバスは取った後 (After taking the bus to Elpa at that height)

Table 5: Example of NER in fallback data. Bold and underlined texts denote the reference and hypothesis.

when training using all data compared with string
matching. In particular, the improvement in recall
was remarkable, which indicated that BERT could
extract unique named entities that could not be
extracted by string matching. Adding the fallback
data to the match data for training considerably
increased the score. This increase is attributed to
words not included in the match data (dictionary)
being considered during training.

ELECTRA The score of ELECTRA was lower
than that of BERT except for match test data when
the model was trained using match data. This result
shows that the amount of data used for pre-training
has a small impact on the results of NER.

T5 The trend observed for T5 is the same as that
for BERT. For the match test data, the performance
was comparable to BERT. For the fallback test data,
the precision was lower than that of BERT when
training with only the match data. However, adding
the fallback data to the match data for training
improved the precision, and the F1 score was +4.6
points compared with BERT, which indicates that
the extraction is consistent with the intention.

5 Discussion

Comparison to human performance To eval-
uate the upper limit of the fallback test data, we
calculated the human recognition score by asking
another person, not the annotator. Note that in
human recognition, labeling is performed while
checking whether the named entity exists in Fukui,
considering the speech recognition errors. Preci-

method error false positive false negative

NT PM ND AE others

human 11 8 2 0 0 1
BERT 21 14 3 2 2 0
T5 19 13 1 1 4 0

Table 6: Error analysis of each NER method in fallback
data. We categorized the type of NER errors and the
type of named entities that could not be extracted. NT:
not tagged as named entity in test data. PM: partial
match to the extraction span. ND: named entity not in
the dictionary. AE: ASR error. Note that the number
of samples in the NT and PM include those incorrectly
labeled beginning with “I” by BERT.

sion, recall, and F1 were 80.0, 97.6, and 87.9, re-
spectively. These results and Table 3 suggest that
there is still room for improvement based on the
performance of the pre-trained models.

Error analysis in fallback data Table 6 shows
the classification results of NER error patterns for
human and pre-trained models and the number of
samples per type of named entities that could not
be extracted in the fallback data. The number of
extraction errors of BERT is higher than the others
but is similar to that of T5.

In BERT outputs, some incorrect labels start with
“I” for spans that might be part of named entities.
These examples can be attributed to BERT’s failed
attempts to consider the context. Note that false
positive extraction errors can be tolerated because
entity linking is assumed to be performed subse-
quently in this setting.

Focusing on false negative errors, it seems that

106



there is room for improvement in the extraction of
named entities that are not included in the dictio-
nary and named entities with speech recognition
errors since a human could distinguish them. Since
many of the error cases in the results obtained in
this study are short in user speech, it may be neces-
sary to use external data.

Examples Table 4 presents an example in which
T5 successfully extracts but BERT fails, an exam-
ple in which BERT successfully extracts but T5
fails, and an example in which both fail for match
data. For fallback data, in addition to the same
types of examples as Table 4, Table 5 shows an
example of successful extractions with BERT and
T5.

Because the test data of “match” are based on
a dictionary match, the reference does not include
“吉田郡” (Yoshida-gun) and “田尻町” (Tajiri-cho),
but it must be noted that these are place names
that exist in Fukui, and are therefore examples that
should be extracted.

“イチゴったー” (Ichigotta) is thought to be
a misrecognition of “いちごっぱ” (ichi-go-ppa,
158), which is sometimes uttered for “158号線”
(Hyakugojuhachi-gosen, Route 158). Moreover,
“アイワかどう” (Aiwakado) is thought to be a
misrecognition of “舞若道” (Maiwakado), which
is sometimes uttered for “舞鶴若狭自動車道”
(Maizuru-wakasa-jidosyado). It is thought that the
NER may be complicated by three main problems:
simplified spoken language such as aliases or ab-
breviations, speech recognition errors, and specific
to the Japanese language of notation, kanji, hira-
gana, and katakana. Currently, named entities such
as these examples are handled using dictionaries,
but the creation of dictionaries is time-consuming
and they are limited in coverage. We plan to de-
vise specific solutions for each of these problems
in future work.

BERT and T5 can extract “横倉” (Yokokura).
This named entity was not included in the train-
ing data even after adding fallback to the training
data. This suggests that BERT and T5 can extract
unknown named entities based on contextual infor-
mation. Moreover, although “青年の道” (Youth
Road) displayed in the fallback is not included in
the training data, it is a road name that exists in
Fukui. T5 was able to extract it because it pre-
dicted the road name from the word “道” (road) at
the end. Only T5 could predict the road name from
such a context, probably because of its different

model structure and NER method. The identifica-
tion of these factors is a subject for future research.
Both BERT and T5 extracted “高みの（方の）”
(height) as a named entity representing an address,
which reveals that these models contextually tried
to extract named entities from expressions that rep-
resent directions (“方”).

“低い” (hikui, low) was extracted by T5. This
may be a speech recognition error for “Fukui.”
Some of the user input in this experiment is shorter
than a typical question answering task, and contex-
tual information is not available in such examples.
Nevertheless, the fact that T5 was able to extract
this word is a remarkable result.

6 Conclusion

We performed Japanese NER on speech recogni-
tion using pre-trained BERT-based models and T5.
The results of the experiment showed that data
generated by dictionary matching was generally
well extracted by the pre-trained models. Further-
more, by adding manually annotated data to the
training data, we confirmed that it is possible to
extract named entities not included in the dictio-
nary. In future, we will consider more context-
sensitive methods, including fine-tuning methods,
to robustly extract named entities from noisy text
containing unknown named entities, such as adding
data that masks named entities to the training data.
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Abstract

Motivated by recent findings on the proba-
bilistic modeling of the acceptability judg-
ments, several metrics have been proposed for
its automatic evaluation. Frequently used met-
rics such as syntactic log odds ratio (SLOR)
and its variants are based on utilizing proba-
bility from language model (LM) as a proxy
for automatic acceptability evaluation of the
generated text from an LM. Since one can-
not use probability directly as a measure of
acceptability, these metrics take steps to re-
move the confounding effects of noise from
sentence length and lexical frequency to en-
able the usage of probability for acceptability
evaluation. In this work, we argue that even
though the effects are reduced, they still ex-
ist. We propose a data transformation strategy,
Replace Named Entity (RNE), to get a coarse
representation of a sentence to mitigate the re-
maining problems from lexical frequency. In
RNE, we identify all proper nouns (i.e., NEs)
in a sentence and classify them into one of
eighteen types. Later RNE replaces all occur-
rences of NEs in a sentence with their identi-
fied type. We later trained three LMs (2, 3, 4-
grams) and assessed their performance of five
acceptability measures on four test datasets.
We found that LMs trained on datasets pre-
processed by RNE yield a significantly higher
correlation (upto 52% on some datasets) with
human acceptability judgment.

1 Introduction

Language Models (LMs) are often used to gener-
ate natural language text for NLP tasks — Machine
Translation, Summarization, Question Answering,

and many others. Moreover, intrinsic evaluation of
the LMs often includes at least two characteristics
(Mutton et al., 2007). First, how well the generated
text represents the source data, whether it be the text
in another language for machine translation, text to
represent a summary of a document, or text to rep-
resent answers for a question, etc. Second, how well
it conforms to regular human language use, a prop-
erty we will refer to as acceptability of the sentence.
Acceptability evaluation of a sentence is an essen-
tial task for automatically evaluating the quality of
the text (to help filter unacceptable sentences) gen-
erated by the LMs.

Before moving forward, it is also essential to un-
derstand the difference between the usage of related
words, i.e., fluency, readability, and grammaticality.
Both fluency and readability are alternate words for
acceptability, but the exact definition of these terms
varies across the literature (Lau et al., 2017; Mut-
ton et al., 2007; Kann et al., 2018; Storch, 2009;
Pitler and Nenkova, 2008; Vadlapudi and Katra-
gadda, 2010). However, we would like to differ-
entiate acceptability from grammaticality. When a
human evaluates the acceptability of a text, gram-
maticality is one of the possible factors, among oth-
ers like semantic plausibility, processing difficul-
ties, etc., that can also influence the acceptability
of a given text. Though both ‘acceptability’ and
‘grammaticality’ have been used interchangeably, a
sentence can be grammatical yet unacceptable and
vice versa. A famous example is Chomsky’s phrase,
“Colorless green ideas sleep furiously.” (Chomsky,
1957). Vice versa, acceptable sentences can be un-
grammatical, e.g., in an informal context such as po-
ems.
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Sentence Type Sentence

Original Apple is set to hold its first event on Tuesday.
NER Result [ORG Apple] is set to hold its [ORDINAL first] event of

[DATE the year] on [DATE Tuesday].
Transformed ORG is set to hold its ORDINAL event of DATE on

DATE.

Table 1: Example sentence for motivation

Whether humans represent text acceptability eval-
uation as a binary classification (Warstadt et al.,
2020) of acceptable vs. unacceptable class of sen-
tence or as a probabilistic property (Lau et al., 2017)
has been a subject of lengthy debate among cogni-
tive scientists and linguists (Chomsky, 1957; Man-
ning, 2002; Sprouse, 2007). Both of the above views
have their strengths and weaknesses. On the one
hand, binary classification models do not have the
flexibility to distinguish text between varying de-
grees of acceptability. On the other hand, the accept-
ability of a sentence is not the same as the likelihood
of its occurrence as determined by the probabilistic
model, which depends on sentence length and lexi-
cal frequency. However, Lau et al. (2017) demon-
strated it is possible to augment the probabilistic
model to predict the acceptability of a sentence if
one can normalize probability values from the LM
to eradicate the confounding effects of noise intro-
duced by length and lexical frequency, e.g., SLOR
(Lau et al., 2017) and WP-SLOR (Kann et al., 2018).

In this article, we lean towards the view that ac-
ceptability is a probabilistic property. We depict that
probability-based acceptability metrics SLOR and
other variants, though they reduce the confounding
effect of lexical frequency, do not resolve the prob-
lem entirely in Section 2. We later provide evidence
that one reason for this problem is a granular-level
representation of the sentence since LM has to pre-
dict the probabilities for all words in the sentence,
including words for which LM has low confidence
(i.e., rare words or out of vocabulary words). This
work is motivated by how humans visualize the sen-
tence (coarse-level representation) for acceptability
evaluation. Our goal is to find how to generate such
a sentence representation to enable LMs better cor-
relate with human acceptability judgment for the ex-
isting metrics.

Table 1 presents a concrete example of our in-

tuition and data transformation strategy. Origi-
nal refers to the unprocessed sentence (granular-
level representation). We consider replacing proper
nouns, i.e., NEs, in a sentence to generate a coarse-
level representation. We propose a two-step ap-
proach i.e., Replace Named Entity (RNE) (Section
3) to construct such a coarse-level representation.
First, we employ Named Entity Recognition (NER),
a task to identify the spans of text that constitute
proper nouns in a sentence and classify each iden-
tified span into one of the NE types (i.e., subscript
in the prefix) as shown in NER Result. Second, we
replace each occurrence of a NE with its classified
type within a sentence to generate the coarse-level
representation (i.e., Transformed). We argue that the
coarse-level representation closely resembles how
humans will judge the Original sentence’s accept-
ability. Therefore, it should be used as an input to
train and test LMs. Our contributions are summa-
rized as follows:

• We provide evidence that a popular probability-
based acceptability evaluation metric SLOR
has limitations since it is based on the lexical
frequency of words in the training corpus.

• We demonstrate that the original sentence is
not the best representation for training LM and
propose RNE, a data transformation strategy to
transform the sentences to a coarse-level repre-
sentation.

• We present empirical evidence from our exper-
iments that SLOR and other probability-based
acceptability metrics correlate better with hu-
man judgment when LMs are trained on data
processed with RNE.

To the best of our knowledge, ours is the first suc-
cessful attempt to use NEs to find a coarse-level rep-
resentation of a sentence that better resembles how
humans evaluate acceptability to improve the corre-
lation between existing automatic acceptability met-
rics and human acceptability judgment. In this pa-
per, our target language is English. However, we
believe the ideas and methods apply to other lan-
guages. Additionally, our proposed data transfor-
mation strategy is independent of both LM and the
metric used to measure the acceptability.
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2 The Problem

2.1 Problem Definition
Formally, a sentence S comprises of n words w1,
w2, w3, .. wn. Each word wi occurs with lexical fre-
quency (count) fi in the training corpus. The goal
here is to find the acceptability y ∈ R≥0 of the sen-
tence S.

2.2 Background
One might suggest treating the likelihood (probabil-
ity) of a sentence S as its measure of acceptability,
with 1 indicating completely acceptable and 0 means
unacceptable sentence. Although, the idea seems
enticing but will be an incorrect usage of the val-
ues in a probability distribution. The probability of
a sentence, S, from an LM is the probability that
a randomly selected sentence will be S and not a
measure of its acceptability. Based on this observa-
tion, Lau et al. (2017) proposed several sentence and
word level metrics to augment the probabilistic LM
with an acceptability measure.

Among all proposed metrics, syntactic log odds
ratio (SLOR) in Equation 1 has shown a good cor-
relation with human acceptability judgment. SLOR
is a function that normalizes the sentence probabil-
ity and believed to eliminate the confounding fac-
tors of sentence length by dividing with the sentence
length, i.e., |S| and lexical frequency by subtracting
the unigram probability of words comprising S. In
Equation 1, pm(S) refers to the sentence probability
of S, i.e., a product of probabilities assigned to each
n-gram by the LM. pu(S) is the unigram probability
for sentence S, i.e., a product of the unigram proba-
bilities of the words comprised in the sentence.

SLOR(S) =
log pm(S)− log pu(S)

|S| (1)

Against the expectation, we have observed that is-
sues related to lexical frequency still persist in the
formulation of SLOR. Essentially words lexical fre-
quency in the training corpus can severely impact
both sentence probability pm(S) and unigram prob-
ability pu(S), and therefore impairing the usage of
SLOR for acceptability prediction.

To understand the impact of lexical frequency on
SLOR, let’s refer to three sentences, i.e., s1, s2, s3

Index Sentence

s1 He is a citizen of France.
s2 He is a citizen of Tuvalu.
s3 He is a citizen of Kiribati.

Table 2: Three sentences of equal length and equally ac-
ceptable

in Table 2 with words France, Tuvalu, and Kiribati,
referring to the names of three nations respectively.
For our convenience, we will override the notation of
pu(w) to refer to the unigram probability of the word
w. To explain the issue, we have made two assump-
tions; first, let’s assume that France occurs often and
Tuvalu is a rare word in the training corpus. Second,
let’s assume the word ‘Kiribati’ never appears in the
training corpus and is an out-of-vocabulary (OOV)
word for the LM.

2.3 Unigram Probability
Based on our assumption about the frequencies of
the word ‘France’ and ‘Tuvalu’, it will be safe to
expect unigram probability pu(France) to be higher
than pu(Tuvalu). In practice, to avoid the problem
of 0 unigram probabilities with OOV words (‘Kiri-
bati’), it is common to replace them with UNK to-
kens in both training and test corpus and add UNK
to the vocabulary. This will assign a tiny non zero
unigram probability and therefore pu(Kiribati) ≈ 0.
This tiny unigram probability for ‘Kiribati’ at first
appears to do no harm, but voids the sole purpose of
using unigram probabilities to counteract the higher
sentence probability pm(s1) and pm(s2) in SLOR
as we will show in the next section.

2.4 Sentence Probability
Now let us consider the sentence probability pm
from a 3-gram LM. Sentence probability is prod-
uct of individual n-gram probabilities as described
in Equation 2. Notice that all three sentences, s1,
s2, and s3, in Table2 have a common prefix phrase
‘He is a citizen of ’ and differ only on the last
word i.e., ‘France’, ‘Tuvalu’ and ‘Kiribati’. The
3-gram LM will assign equal probabilities to all 3-
grams (p(a | He, is), p(citizen | is, a), p(of |
a, citizen)) within common prefix. Furthermore,
based on our first assumption about words ‘France’
(i.e., high frequency) and ‘Tuvalu’ (i.e., rare) in
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the training corpus we should expect 3-gram prob-
ability p(France | citizen, of) to be higher than
p(Tuvalu | citizen, of).

pm (S) = pm (wn
1 ) =

n∏

t=1

p (wt | wt−2, wt−1) (2)

2.5 Incompetence of SLOR

In the ideal world, pm(s1) should be equal to
pm(s2) since both are equally acceptable sentences.
However, due to the above two observed outcomes,
first, equal 3-gram probabilities for the common pre-
fix on both s1 and s2; second, a higher 3-gram prob-
ability for the word ‘France’ will result in pm(s1)
higher than pm(s2). This observation motivated Lau
et al. (2017) to propose SLOR, where they coun-
teracted this behavior by subtracting the unigram
probabilities from sentence probabilities to get sim-
ilar acceptability scores for equally acceptable sen-
tences.

However, subtracting unigram probabilities does
not solve problems for all different cases. Why?
Recall in section 2.3, we discovered that for an
OOV word ‘Kiribati’ unigram probability is tiny,
i.e. pu(Kiribati) ≈ 0. This tiny unigram prob-
ability for s3 will result in significantly different
SLOR score for s3, therefore evaluating it as more
acceptable sentence compared to s1 and s2. Hence
SLOR(s1) ≈ SLOR(s2) ̸≈ SLOR(s3) which
is undesirable because the word choice (‘France’,
‘Tuvalu’ or ‘Kiribati’) should not lead to a different
measure of acceptability.

3 Proposed Method

This observation that the lexical frequency of a word
should not lead to a different measure of accept-
ability led us to think about how humans judge the
acceptability of a sentence. We assert that human
judgment of acceptability is only slightly influenced
by word choice and is highly influenced by sentence
structure.

Let us take an example from Table 3 to measure
the acceptability of sentences s1 and s2. s1 and s2
are two original sentences with similar lengths and
are equally acceptable. s3 and s4 represent sentences
s1 and s2 with all identified NE spans and classified

Index Sentence

s1 Apple is set to hold its first event of the year on Tuesday.
s2 NEC is set to hold its second event of 2022 on Wednesday.
s3 [ORG Apple] is set to hold its [ORDINAL first] event of [DATE the

year] on [DATE Tuesday].
s4 [ORG NEC] is set to hold its [ORDINAL second] event of [DATE

2022] on [DATE Wednesday].
s5 ORG is set to hold its ORDINAL event of DATE on DATE.

Table 3: Example sentences to explain the motivation and
our proposed preprocessing data transformation strategy.

type as a subscript in prefix. s5 is the final trans-
formed sentence (coarse-level representation) after
replacing all identified NEs with the classified type
for s1 and s2.

In Table 3 notice that sentences s1 and s2 are very
similar in structure with few variations in the word
choice, i.e. ‘Apple’ vs ‘NEC’, ‘first’ vs ‘second’,
‘the year’ vs ‘2022’ and ‘Tuesday’ vs ‘Wednesday’.
Nonetheless, when it comes to a human judgment
of acceptability for s1 and s2, one would rate both
the sentences equally irrespective of different word
type choices in a sentence. We argue that neither
word choice nor lexical frequency should influence
sentence acceptability. Therefore it does not mat-
ter if the word in the sentence is ‘Apple’ or ‘NEC’;
instead, the critical information is the fact that both
the words refer to a single NE type, i.e., ORGANI-
ZATION (ORG). Broadly we can think of any other
ORG NE such as ‘Microsoft’, ‘United Nations’ etc,
and it should not affect the measure of acceptability
for the sentence. Similarly, the lexical frequency of
phrases ‘first’ over ‘second’, ‘the year’ over ‘2022’,
and ‘Tuesday’ over ‘Wednesday’ is less critical than
phrases referring to NE type ORDINAL, DATE, and
DATE, respectively.

In a nutshell, to humans, the sentence’s broad
structure and transitions between POS (Lapata and
Barzilay, 2005) are more critical than the lexical
frequency of the words to determine the accept-
ability. Based on this motivation, if we were to
replace phrases with their corresponding NE type,
we can transform original (granular-level represen-
tation) sentences s1 and s2 to a standard (coarse-
level representation) sentence s5. This transforma-
tion should help LMs overcome the issue of word
choice and their lexical frequencies to influence sen-
tences’ measure of acceptability. If coarse-level rep-
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resentation is helpful, why not replace the complete
sentence with the corresponding POS instead of only
replacing proper nouns? The reason is that replacing
proper nouns with their NE Type generates an ad-
vantageous representation. On the one hand, it ab-
stracts away details that are not critical for determin-
ing acceptability; on the other hand, it retains orig-
inal words and sentence structure that highly influ-
ence acceptability i.e., rest of the POS classes (verb,
adjective, adverb, preposition, conjunction, and in-
terjection). Now we propose our two-step (Step I
and Step II) solution Replace Named Entities (RNE)
for data transformation.

3.1 Step I: Named Entity Identification

First, we segmented a sentence into words using
spacy’s (Honnibal and Montani, 2017) NLP English
word segmenter. After completing the segmentation
process, we scan the segmented sentence sequen-
tially to find the consecutive words that constitute
a NE. We used spacy’s statistical entity recognition
system with a default trained pipeline to assign one
out of eighteen types (e.g., companies, locations, or-
ganizations, and products.) to an identified NE.

3.2 Step II: Replacing words with Named
Entity Types

After identifying both NEs and their respective types
over segmented input sentences, we then start the
replacement process. In this step, we replace one
or more consecutive words in a sentence previously
identified as a NE in step I with its corresponding
identified NE type both for training and test corpus.

3.3 Complete Pipeline

After transforming all the sentences in the training
and test corpus with RNE, we train n-gram LM over
the transformed training corpus. Such a sentence
transformation (both independent of LM and the ac-
ceptability metric) will provide a coarse-level rep-
resentation of a sentence to help LM focus on the
transitions of POS without worrying about the words
chosen for NEs. Furthermore, we believe this will
enable a LM to generalize better into new domains
with different vocabulary. Moreover, this abstract
representation of a sentence will help all probability-
based metrics, including SLOR as shown in section
5.

Description Size Avg. Words Avg. NE’s Avg. UNK’s

BNC 5250 17.81 1.07 0.96
ENWIKI 2500 17.21 2.07 0.23
ADGER 300 7.30 0.53 0.04
ADGER-FILTERED 133 8.02 0.68 0.00

Table 4: Details of the test corpus. Description and Size
represents name of dataset and total number of sentences
in the dataset. Followed by average number of words,
NEs, and UNK tokens per sentence respectively

4 Experiment Setup

4.1 Dataset

We adopt the BNC corpus (BNC Consortium, 2007)
that comprises 6.07M sentences for training LM.
Moreover, to show the effectiveness of our proposed
data transformation strategy, i.e., RNE, we evaluated
the trained LMs on sentences that exhibited varying
degrees of acceptability. Based on previous work of
(Lau et al., 2017), we evaluated LMs on four English
language datasets (BNC, ENWIKI, ADGER, and
ADGER-FILTERED) within the Statistical Model
of Grammaticality (SMOG) (The Center for Lin-
guistic Theory and Studies in Probability, 2015) test
corpus. Table 4 shares the detailed statistics on test
datasets. Each sentence in the test dataset is asso-
ciated with a human judgement of acceptability for
further details on collection of the human ratings re-
fer to Appendix A.1.

4.2 Baselines

We first preprocessed the training corpus following
Standard Preprocess (SP) protocol as described in
(Lau et al., 2017). SP comprises of three steps,
first is to segment the sentences, second, filter out
sentences with fewer then threshold (seven) words,
third, replace rare words (i.e. with frequency less
than threshold of four) with an unknown (UNK) to-
ken.

4.3 Language Models

We trained three n-gram i.e., 2-gram, 3-gram, and
4-gram LMs on BNC corpus though preprocessed
differently for baseline (only SP with a vocabulary
of 104,950) and our proposed work (i.e., SP + RNE
with a vocabulary of 100,688). Each LM (for both
SP and SP + RNE) was trained with Kneser-Key
(Kneser and Ney, 1995) smoothing method.
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Figure 1: Percentage (Y axis in log scaled) of eighteen NE types (X axis) per sentence across four test datasets BNC,
ENWIKI, ADGER and ADGER FILTERED. Graph is sorted by the percentage of NE type on ADGER FILTERED
Dataset.

4.4 Metrics

To compare our results with previous work of Lau et
al. (2017) we used pearson correlation between hu-
man judgement of acceptability and different prob-
ability scores (LogProb, Mean LP, Norm LP (DIV),
Norm LP (SUB), SLOR) predicted to evaluate the
performance of LMs. Due to the space limitation,
we have only included the formula for SLOR in Sec-
tion 2 for the formulation of rest of the metrics; refer
to Appendix A.2.

Pearson Correlation We evaluated the performance
of the LMs capability to predict the acceptability
(X) by calculating it’s pearson correlation with hu-
man judgement of acceptability (Y ). In Equation 3
cov is the covariance. σX and σY is the standard
deviation of X and Y respectively.

ρX,Y =
cov(X,Y )

σXσY
(3)

5 Results and Discussion

We now discuss the experimental results, findings
and their implications on acceptability evaluation.

Performance Comparison: Table 5, 6, 7, and
8 shows the performance on BNC, ENWIKI,
ADGER, and ADGER FILTERED test datasets re-
spectively. As the test datasets were already pro-
cessed via SP, we only preprocessed test datasets
with RNE to evaluate LMs trained via SP + RNE.

We observed that LMs trained via SP + RNE have
a higher or equal correlation with human judgments
on all the measures for BNC, ENWIKI, and ADGER
test datasets compared to LMs trained only via SP.
The only exception is 2-gram LM for the BNC test

Measure 2-Gram 3-Gram 4-Gram

SP SP+RNE SP SP + RNE SP SP + RNE

LogProb 0.33 0.35 0.40 0.50 0.42 0.65
Mean LP 0.46 0.36 0.52 0.55 0.55 0.67
Norm LP (Div) 0.53 0.43 0.57 0.62 0.60 0.73
Norm LP (Sub) 0.23 0.13 0.29 0.30 0.33 0.44
SLOR 0.53 0.44 0.55 0.61 0.57 0.69

Table 5: Pearson’s r of acceptability measure and mean
sentence rating for BNC. For BNC all the metrics are
multiplied by factor of 10.

Measure 2-Gram 3-Gram 4-Gram

SP SP+RNE SP SP + RNE SP SP + RNE

LogProb 0.22 0.28 0.24 0.32 0.24 0.33
Mean LP 0.14 0.22 0.19 0.28 0.20 0.30
Norm LP (Div) 0.19 0.27 0.24 0.33 0.25 0.35
Norm LP (Sub) 0.01 0.01 0.07 0.07 0.08 0.10
SLOR 0.20 0.27 0.24 0.33 0.24 0.34

Table 6: Pearson’s r of acceptability measure and mean
sentence rating for ENWIKI

Measure 2-Gram 3-Gram 4-Gram

SP SP+RNE SP SP + RNE SP SP + RNE

LogProb 0.06 0.07 0.07 0.08 0.08 0.08
Mean LP 0.07 0.07 0.09 0.09 0.09 0.10
Norm LP (Div) 0.11 0.11 0.13 0.13 0.13 0.14
Norm LP (Sub) 0.09 0.10 0.12 0.12 0.12 0.12
SLOR 0.12 0.12 0.14 0.14 0.14 0.14

Table 7: Pearson’s r of acceptability measure and mean
sentence rating for ADGER
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Measure 2-Gram 3-Gram 4-Gram

SP SP+RNE SP SP + RNE SP SP + RNE

LogProb 0.30 0.31 0.32 0.33 0.33 0.35
Mean LP 0.23 0.22 0.25 0.26 0.26 0.28
Norm LP (Div) 0.32 0.30 0.35 0.34 0.36 0.36
Norm LP (Sub) 0.16 0.10 0.20 0.15 0.23 0.18
SLOR 0.34 0.30 0.36 0.33 0.36 0.34

Table 8: Pearson’s r of acceptability measure and mean
sentence rating for ADGER FILTERED

dataset. Furthermore, we got mixed improvement
results on the ADGER FILTERED dataset.

Quantitatively we observed an improvement in
the range of 3% (LogProb) to 52% (LogProb) for
2-gram and 4-gram LM, respectively. For EN-
WIKI, we observed an improvement in the range of
2% (Norm LP Sub) to 50% (Mean LP) for the 2-
gram LM. For ADGER, we observed an improve-
ment in the range of 1% (SLOR) to 13% (Mean
LP) for 3-gram and 2-gram LM, respectively. For
ADGER FILTERED, we observed an improvement
of 2% (Norm LP Div) to 11% (Log Prob) for 4-gram
LM.

RNE’s impact on probability metrics other than
SLOR: We verified our hypothesis that neither word
choice nor lexical frequency for NEs is critical in de-
termining the acceptability of the sentence as we saw
consistent improvement in correlation for all proba-
bility related measures in addition to SLOR.

Impact of NE count on correlation: We inves-
tigated the impact of NE count on the correla-
tion improvement. All four test datasets exhib-
ited different sentence characteristics. On the one
hand, BNC and ENWIKI comprised 1.07 and 2.07
NEs per sentence; on the other hand, ADGER and
ADGER FILTERED only comprised 0.53 and 0.68
NEs per sentence. In other words, only half of the
sentences in the test corpus have one NE. This obser-
vation indicates that the higher the number of NEs in
the sentence bigger the improvement in correlation
with human acceptability judgment. E.g., ENWIKI
enjoyed the maximum number of NEs (2.07) per
sentence, resulting in the maximum gain (50% for
Mean LP) in correlation. The above result is aligned
with our hypothesis since the higher the number of
NEs in a sentence, the more abstract the sentence

representation, resulting in less dependency on word
choice and their lexical frequencies for acceptability
evaluation.

Impact of NE Type on Performance: Fig. 1
shows the distribution of different NE types across
four test datasets. BNC and ENWIKI displayed
different sentence characteristics from ADGER and
ADGER FILTERED. Y-axis (log scaled) is the per-
centage of NE types over all NE count from the
dataset for eighteen NE types (X-axis) across four
test datasets. We observed that NE type PERSON
was the most prominent, i.e., ≈ 80% for ADGER
and ADGER FILTERED vs. ≈ 20% for BNC
and ENWIKI. Furthermore, not a single sentence
in ADGER and ADGER FILTERED possessed the
following eleven NE types starting from QUAN-
TITY, to EVENT, WORK OF ART as shown in Fig.
1 leading to different performance across four test
datasets.

6 Qualitative Analysis

To give an intuition for our proposed methodology,
we present one example, sentence s.157, from the
ENWIKI test dataset in Table 9. With the full range
of values, we apply a Z-score transformation to each
of the values in Y (acceptability score) by subtract-
ing the mean of Y from each of the values and divid-
ing them by the standard deviation of Y. We applied
the Z-score transformation on human acceptability
ratings for the original sentence. Furthermore, for
sentences preprocessed via SP and SP + RNE, we
applied the Z-score to the SLOR scores predicted
from 4-gram LM.

In the first sentence, there exist three NEs ‘Myrtle
Beach’, ‘Coast RTA’, and ‘Pee Dee Regional Trans-
portation Authority’. SP + RNE replaces NE ‘Myr-
tle Beach’ with GPE, and ‘Coast RTA’, ‘Pee Dee
Regional Transportation Authority’ with ORG. Con-
sequently generating a coarse representation of the
sentence, allowing LM to focus on the POS transi-
tion rather than being swamped by the long-phrase
corresponding to NEs. Z-score of 1.025 from LM
trained via SP + RNE is comparable to 1.033 for
human ratings (with + sign signifying acceptable
sentence), unlike the Z-score of -1.070 from LM
trained on SP (with - sign signifying unacceptable
sentence), which further supports our above claim.
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Preprocessing Sentence Z-score

- (Original) Myrtle Beach is served by the Coast RTA and the Pee Dee Regional Trans-
portation Authority .

1.033

SP myrtle beach is served by the coast UNK and the pee dee regional trans-
portation authority .

-1.070

SP + RNE (Our’s) GPE is served by ORG and ORG . 1.025

Table 9: Sentence s.157 from ENWIKI dataset with unprocessed, standard and NE replacement preprocessing meth-
ods and it’s corresponding Z-score. UP, SP and RNE corresponds to UnProcessed, Standard Preprossed, and our’s
proposed NE Replaced data preprocessing methodologies. UNK (i.e., Unknown) corresponds to word ‘RTA’ as OOV
word.

7 Related Work

A series of recent successes of LMs on several NLP
tasks have raised the critical question of automatic
acceptability tests. Although, there have been sev-
eral studies to access the acceptability automatically.
However, there has not been enough effort to evalu-
ate the impact of sentence representation’s on differ-
ent levels (i.e., granular vs. coarse) on acceptability.

Wan et al. (2005) was the first work to evalu-
ate sentence acceptability independent of the source
content. The authors suggested using grammatical
judgments of a parser to assess the sentence accept-
ability. The motivation behind the idea was that if
the parser is trained on the appropriate corpus, the
poor performance of the parser on one sentence rel-
ative to the other sentence will suggest the presence
of ungrammaticality and unacceptability. (Mutton et
al., 2007) later extended the idea by training the ma-
chine learners on top of several parser outputs and
showing its correlation with the human judgment of
acceptability test. Unlike this line of work, we do
not rely on the grammatical assessments from the
parser but instead rely on the probabilities assigned
by the LM for acceptability test.

Lau et al. (2017) proposed the first work to hold
a probabilistic view on linguistic knowledge. They
proposed and experimented on a comprehensive list
of different probability-based metrics at the sentence
level and word level. Taking this work forward
(Kann et al., 2018) further introduced WPSLOR, a
WordPiece-based version of SLOR, to reduce the
LM size. Complementary to this work of explor-
ing different probability-based metrics, we focused
on varying levels of sentence representation (gran-
ular vs. coarse). Furthermore, we demonstrate that
our data transformation strategy can lead to an ad-

ditional gain in PCC measure between the metrics
proposed by (Lau et al., 2017) and human accept-
ability judgments.

Motivated by centering theory (Grosz et al.,
1995), Lapata and Barzilay (2005) argue that pat-
terns of local entity transitions specify how the fo-
cus of discourse changes from sentence to sentence.
To expose the entity transition patterns of readable
texts, they represented a text by an entity grid and
showed coherent texts exhibits certain regularities
reflected in the topology of grid columns (i.e., dis-
course entities). This work inspires our idea to
use NEs transition, but with few differences. First,
our job is to evaluate the acceptability at the intra-
sentence level, whereas their goal was to assess the
coherence at the inter-sentence level. Second, they
created a new representation of the input text in the
form of the grid and trained ML learners on top of
the grid to evaluate the coherence. However, we re-
placed the entities with their respective class in the
sentence, used this coarse abstract representation,
and relied on the LM to learn the acceptability mea-
sure from sentence structure.

Brown et al. (1992) presented a statistical al-
gorithm for assigning words to classes (clusters)
based on their frequency of co-occurrence with other
words. Their method extracted classes with syn-
tactic or semantic-based groupings of words and
later proposed class-based n-gram LMs. Though our
work is a specific instance of their approach, it an-
swers two crucial questions for sentence transfor-
mation required for acceptability evaluation. First,
which type of words to replace? Second, what
should a word be replaced with? As we explained
in section 2 only replacing proper nouns with NE
Types generates required coarse-level representation
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without affecting the acceptability evaluation of the
sentence. E.g., in the sentence “He sees the world
from his eyes” randomly replacing the word ‘eyes’
with the other word ‘mouth’ from the same class or
logical class name ‘body parts’ will drastically im-
pact the acceptability measure of the sentence.

Pitler and Nenkova (2008) combined lexical, syn-
tactic, and discourse features to produce a model
to predict the human reader’s judgments of text ac-
ceptability. They presented that discourse relations
are strongly associated with the perceived quality
of a text. Similarly, Vadlapudi and Katragadda
(2010) proposed surface features like n-gram proba-
bilities, 3-gram based class n-grams, hybrid model
using both n-gram and class model on the POS-
tag sequences and POS-chunk-tag sequences. They
showed that their proposed models, especially the
hybrid approach on the POS-chunk-tag sequence,
can highly correlate with the human judgment of ac-
ceptability. Unlike this line of work, we kept the
focus on NEs and proposed a data transformation
methodology independent of both the LM and the
metric used to measure the correlation with human
acceptability judgment.

8 Conclusion

Several probability metrics have been proposed to
conduct the reference less acceptability evaluation
of a sentence automatically. SLOR in particular, has
gained popularity given it removes the impact from
the confounding factors of noise like sentence length
and lexical frequency. We assert that the issues re-
lated to word choice and its lexical frequency persist
for SLOR. We proposed a data preprocessing strat-
egy motivated by humans who evaluate the sentence
based on sentence structure and transitions between
POS at a coarser sentence representation. RNE, our
proposed method, identifies all NEs in a sentence
and replaces it with the classified type of NE. Based
on the results of the experiments, we found a correla-
tion between NEs count in a sentence and improve-
ment in LMs acceptability score. We observed an
improvement (up to 52%) or equal performance for
three (i.e., BNC, ENWIKI, and ADGER) out of four
English datasets. In this work, we only focused on
one class of POS, i.e., NE. In the future, we would
like to find an optimal dynamic representation of a

sentence based on its content to help LM predict ac-
ceptability scores better.
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A Metrics

A.1 Test Dataset Details

Humans annotated SMOG on three modes of pre-
sentation. (a) binary (MOP2), where annotators
choose between two options: unacceptable and ac-
ceptable (b) four-category (MOP4), where annota-
tors choose between four options: highly unaccept-
able, somewhat unacceptable, somewhat acceptable,
and highly acceptable. (c) a sliding scale (MOP100)
with two extremes, highly unacceptable and highly
acceptable.

BNC test corpus comprised of 500 random sen-
tences (in English) from the BNC training corpus
with a length of 8-25 words. These 500 sentences
were machine-translated (using Google Translate) to
four target languages, i.e., Norwegian, Spanish, Chi-
nese, and Japanese, and then back to English. This
led to 2500 sentences, i.e. 500 en original and 500
each from back translation of original en to four tar-
get languages i.e, es, no, zh, ja and then back to
en. BNC test corpus comprised 5250 annotated sen-
tences, 2500 on MOP2, 2500 on MOP4, and 250

(10% randomly selected from 2500) on MOP100.
To keep the training and test corpus distinct, we
removed 500 English test sentences from the BNC
training corpus.

Furthermore, SMOG comprised of linguistic sen-
tences adopted from (Adger, 2003)’s syntax text-
book. Lau et al. (2017) selected 100 random sen-
tences from (Adger, 2003) where half of them were
good (grammatical on author’s judgment), and half
of them starred (ungrammatical on author’s judg-
ment). To focus on syntactic violations, authors cre-
ated another dataset, ADGER-FILTERED, after fil-
tering out all sentences from (Adger, 2003) that were
semantically or pragmatically anomalous. So that
the left sentences only consisted of sentences that
are either syntactic well-formed or syntactic viola-
tions.

A.2 Sentence Level Metrics Formulations
Log Probability In Equation 4 LogProb relates to
the log of the sentence probability assigned by the
LM.

LogProb = log pm(S) (4)

Mean Log Probability In Equation 5 Mean LP re-
lates to mean (i.e. average) log of the sentence prob-
ability. Which is calculated by dividing the log of
the sentence probability with the length of the sen-
tence.

Mean LP =
log pm(S)

|S| (5)

Normalized Log Probability Division In Equation
6 Norm LP (Div) relates to the normalized log prob-
ability which is calculated by diving the log of sen-
tence probability with log of the sentence unigram
probability.

Norm LP (Div) = − log pm(S)

log pu(S)
(6)

Normalized Log Probability Subtraction In Equa-
tion 7 Norm LP (Sub) relates to the normalized log
probability which is calculated by subtracting the
log of the sentence probability with log of sentence
unigram probability. Which is also same as log of
the division of the sentence probability with the sen-
tence unigram probability.

Norm LP ( Sub ) = log pm(S)− log pu(S)

= log
pm(S)

pu(S)

(7)
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Abstract 

Text classification, which determines the genre 

of a document based on cues such as the co-

occurrence of words and their frequency of 

occurrence, has been studied in various 

approaches to date. Conventional text 

classification methods using graph-structured 

data express relationships between words and 

between words and documents in the form of 

weights of edges between each node. Then, the 

graph is input to a graph neural network for 

learning. However, conventional methods do not 

represent the relationship between documents on 

the graph, and thus cannot directly consider the 

relationship between documents. Therefore, we 

propose a text classification method using the 

graph considers the relationships among 

documents. This method directly expresses the 

relationship between documents by adding the 

similarity of documents as weights of edges 

between document nodes to the graph of the 

conventional method. The constructed graph is 

then input to a graph convolutional neural 

network for learning. We conducted 

experiments using five English corpus (20NG, 

R52, R8, Ohsumed, and MR) to evaluate 

proposed method. The results show that the 

proposed method improves accuracy compared 

to the conventional method and that the use of 

relationships among document nodes is effective. 

Experimental results also show that the proposed 

method is particularly effective on datasets with 

relatively long documents. 

1 Introduction 

Text classification is the task of estimating an 

appropriate label for a given document from a set of 

predefined labels. This task is one of the 

fundamental problems in natural language 

processing. This technique has been applied in the 

real world to automate the task of document 

classification by humans. Many researchers are 

interested in developing applications that leverage 

text classification methods such as Junk mail 

classification, topic labeling and sentiment analysis. 

In the past few years, convolutional neural 

networks that can take advantage of graph structural 

information have been used in solving text 

classification problems. TextGCN (Yao et al., 2019) 

is one of the examples of graph-based text 

classification methods. In TextGCN, word nodes 

and document nodes are represented on the same 

graph, which is input to GCN for learning. VGCN-

BERT (Lu et al., 2020) trained by constructing a 

graph based on word co-occurrence information and 

word embedding representation of BERT and 

inputting the graph to GCN. RoBERTaGCN 

(Yuxiao et al., 2021) is a text classification method 

that combines the benefits of GCN's transductive 

learning with the knowledge gained from BERT's 

large-scale prior learning using large amounts of 

unlabeled data. This method boasts the best 

performance among existing methods for text 

classification with four datasets: 20NG, R8, 

Ohsumed, and MR. The graphs in these text 

classification methods use word-to-word and word-

to-document relationships. However, conventional 

graph-based text classification methods do not use 

the relationship between documents. Therefore, we 

thought that accuracy could be improved by using 

the relationship between documents. 

In this study, we aimed to solve the problem of 

Conventional graph-based text classification 

methods described above paragraph by adding 

relations between documents to the edges between 

document nodes, and to improve the classification 
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performance of RoBERTaGCN. Specifically, we 

input each document into the BERT model and 

obtain the vector of '[CLS]' token in final hidden 

layer. Then, we calculated the cosine similarity of 

these '[CLS]' token vectors of each document and 

added the cosine similarity that exceeded a 

predetermined threshold as a weight between 

document nodes. Then, we can create an effective 

graph structure that considers the relation between 

document nodes to improve the accuracy in each 

dataset of RoBERTaGCN. In addition, we consider 

that topic drift is less likely to occur because 

document information can be propagated without 

going through word nodes. 

2 Related Work 

Graph neural networks (Scarselli et al., 2008) are 

neural networks that learn relationships between 

graph nodes via the edges that connect them. There 

are several types of GNNs. The graph convolutional 

networks (Kipf and Welling, 2016a) takes a graph 

as input and learns the relationship between the 

nodes of interest and their neighbors through 

convolutional computation using weights assigned 

to the edges between the nodes. The graph 

autoencoder (Kipf and Welling., 2016b) is the 

autoencoder that extracts important features by 

dimensionally collapsing the input data. In Graph 

Attention Network (Velickovi et al., 2017), the 

weights of edges between nodes and the coefficients 

representing the importance of neighboring nodes 

are used to extract important features. GNNs have 

been used in a wide range of tasks in the field of 

machine learning, such as relation extraction, text 

generation, machine translation and question 

answering. In the field of machine learning, GNNs 

have been used in a wide range of tasks and have 

demonstrated high performance. The success of 

GNNs in these wide range of tasks has motivated us 

to study text classification methods using GNNs. In 

TextGCN (Yao et al., 2019), document nodes and 

word nodes are represented on the same graph 

(heterogeneous graph), which is input to the GCN 

for training. Recently, there has been a lot of 

research on text classification methods that combine 

large scale pre-training models such as BERT with 

GNNs. VGCN-BERT (Lu et al., 2020) trained by 

constructing a graph based on word co-occurrence 

information and word embedding representation of 

BERT and inputting the graph to GCN. In BertGCN 

(Yuxiao et al., 2021), the heterogeneous graph of 

words and documents is constructed based on word 

co-occurrence information and BERT's document 

embedding representation, and the graph is input to 

GCN for learning. A detailed description of 

BertGCN is given in the next chapter. 

3 RoBERTaGCN 

BertGCN is a text classification method that 

combines the transductive learning of GCN with the 

knowledge gained from large-scale pre-training 

using large amounts of unlabeled data in BERT. 

BertGCN is trained by inputting each document into 

BERT, extracting document vectors from its output, 

and inputting them into GCN as initial 

representations of document nodes along with 

heterogeneous graphs of documents and words. 

BertGCN has now achieved state-of-the-art in the 

text classification task.  

In BertGCN, the weights between nodes on a 

heterogeneous graph of words and documents are 

defined as shown in Equation (1) below. PPMI is 

used as the weights between word nodes, and TF-

IDF is used as the weights between word and 

document nodes. As shown in equation (1), 

BertGCN does not express the relations between 

document nodes as the form of edge weights 

between nodes. 

𝐴𝑖,𝑗 =

{
 

 

  
𝑃𝑃𝑀𝐼(𝑖, 𝑗),

𝑇𝐹 − 𝐼𝐷𝐹(𝑖, 𝑗),
1,
0,

   

𝑖, 𝑗 𝑎𝑟𝑒 𝑤𝑜𝑟𝑑𝑠 𝑎𝑛𝑑 𝑖 ≠ 𝑗
𝑖 𝑖𝑠 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡, 𝑗 𝑖𝑠 𝑤𝑜𝑟𝑑

𝑖 = 𝑗
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(1) 

 

Yuxiao Lin et al. distinguish the names of the 

training models depending on the type of GNN and 

the pre-trained models of BERT. The names of the 

models are listed in Table 1. In this study, we 

targeted RoBERTaGCN for improvement. 

 

Pre-Trained Model GNN Name of Model 

bert-base GCN BertGCN 

roberta-base GCN RoBERTaGCN 

bert-base GAT BertGAT 

roberta-base GAT RoBERTaGAT 

Table 1. Names of the Models 
 

4 Method 

First, we construct a heterogeneous graph of words 

and documents using each document. Next, we 
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input the graph information (weight matrix and 

initial node feature matrix) to BERT and GCN and 

obtain each prediction. Finally, we calculate the 

linear interpolation of each prediction and adopt the 

result as the final prediction. 

4.1 Build Heterogeneous Graph 

First, we build a heterogeneous graph containing 

word nodes and document nodes. The weights of the 

edges between nodes 𝑖  and 𝑗  are defined as in 

Equation (2). 
 

𝐴𝑖,𝑗 =

{
 
 

 
 
𝐶𝑂𝑆_𝑆𝐼𝑀(𝑖, 𝑗),

𝑃𝑃𝑀𝐼(𝑖, 𝑗),
  

𝑇𝐹 − 𝐼𝐷𝐹(𝑖, 𝑗),
1,
0,

   

𝑖, 𝑗 𝑎𝑟𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑎𝑛𝑑 𝑖 ≠ 𝑗
𝑖, 𝑗 𝑎𝑟𝑒 𝑤𝑜𝑟𝑑𝑠 𝑎𝑛𝑑 𝑖 ≠ 𝑗
𝑖 𝑖𝑠 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡, 𝑗 𝑖𝑠 𝑤𝑜𝑟𝑑

𝑖 = 𝑗
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2) 

 

In RoBERTaGCN, as shown in Equation (1), the 

relation between words and the relation between 

words and documents were considered as the form 

of edge weights between nodes, but the relation 

between documents was not considered. Therefore, 

we improved RoBERTaGCN to consider the 

relation between documents by expressing the 

relation between documents as the form of edge 

weights between document nodes. 𝐶𝑂𝑆_𝑆𝐼𝑀(𝑖, 𝑗) 
in equation (2) is the weight of the edge between 

document nodes and represents the cosine similarity. 

Specifically, we added the weights of the edges 

between document nodes by following the steps Ⅰ to 

Ⅲ below.  
 

Ⅰ.  tokenize each document 

Each document is tokenized by the BertTokenizer 

and converted into a sequence of tokens that can be 

input to BERT. If the number of words in a 

document exceeds the BERT input limit of 512, 

including special tokens, 510 words were extracted 

from the front of the document and used. 

 

Ⅱ.  obtain the CLS vector 

Each tokenized document is entered into BERT 

to obtain the CLS vector at its final hidden layer, 

which is a vector reflecting the features of the entire 

document. 

 

Ⅲ.  calculate and add cosine similarity 

Calculate the cosine similarity between the CLS 

vectors of each acquired document. If the obtained 

cosine similarity exceeds a predetermined threshold, 

the cosine similarity is added as the weight of the 

edge between the corresponding document nodes.  
 

We used positive mutual information (PPMI) for 

weight of the edges between word nodes. We used 

TF-IDF for weight of the edges between word nodes 

and document nodes. The process from the second 

section onward is in accordance with 

RoBERTaGCN. 

4.2 Creating the Initial Node Feature Matrix 

The next step is to create the initial node feature 

matrix to be input to the GCN. We use BERT to 

obtain document embedding representations and 

treat them as input representations of document 

nodes. The embedding representation 𝑋𝑑𝑜𝑐  of a 

document node is represented by 𝑋𝑑𝑜𝑐 ∈ ℝ
𝑛𝑑𝑜𝑐×𝑑 

using the number of documents 𝑛𝑑𝑜𝑐  and the 

number of embedding dimensions 𝑑. In general, the 

initial node feature matrix is given by the following 

equation (3). 
 

𝑋 = (
𝑋𝑑𝑜𝑐
0
)
(𝑛𝑑𝑜𝑐+𝑛𝑤𝑜𝑟𝑑)×𝑑

(3) 

4.3 Input to GCN and Learning by GCN 

The weights of the edges between nodes and the 

initial node feature matrix shown in equations (2) 

and (3) are input to the GCN for training. The output 

feature matrix 𝐿(𝑖) of the 𝑖-th layer is calculated by 

Equation (4). 
 

𝐿(𝑖) = 𝜌(�̃�𝐿(𝑖−1)𝑊(𝑖)) (4) 
 

𝜌 is the activation function, �̃� is the normalized 

adjacency matrix. 𝑊𝑖 ∈ ℝ𝑑𝑖−1×𝑑𝑖  is the weight 

matrix at layer 𝑖, 𝐿(0) is 𝑋, which is the input feature 

matrix of the model. The output of the GCN is 

treated as the final representation of the document 

nodes, and its output is input to the softmax function 

for classification. The prediction by the output of 

GCN is given by equation (5). 𝑔  represents the 

GCN model. 

 

𝑍𝐺𝐶𝑁 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑔(𝑋, 𝐴)) (5) 

4.4 Interpolation of Predictions with BERT 

and GCN 

We optimize the GCN with an auxiliary classifier 

that directly handles the BERT embedded  
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representation for faster convergence and better 

performance. Specifically, we create an auxiliary 

classifier with BERT by feeding the document 

embedding representation X and the weight matrix 

W directly into the softmax function. The prediction 

by the auxiliary classifier is given by the following 

equation (6). 

 

𝑍𝐵𝐸𝑅𝑇 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑋) (6) 
 

Then, a linear interpolation is performed using 

𝑍𝐺𝐶𝑁  which prediction from RoBERTaGCN and 

𝑍𝐵𝐸𝑅𝑇 which prediction from BERT, and the result 

of the linear interpolation is adopted as the final 

prediction. The result of linear interpolation is given 

by equation (7). 
 

𝑍 = 𝜆𝑍𝐺𝐶𝑁 + (1 − 𝜆)𝑍𝐵𝐸𝑅𝑇 (7) 
 

𝜆  controls the trade-off between the two 

predictions, meaning that if 𝜆 = 1, we use the full 

RoBERTaGCN model, and if 𝜆 = 0, we use only 

the BERT module. 𝜆 ∈ (0, 1), we can balance the 

predictions from both models and RoBERTaGCN 

model can be more optimized. 𝜆 = 0.7  is the 

optimal value of 𝜆, as shown by the experiments of 

Yuxiao. 

5 Experiments 

We evaluated the classification performance of the 

proposed method by conducting experiments with 

the cosine similarity threshold set between 0.5 and 

0.95 to 0.995 in increments of 0.005 and 

investigated the optimal cosine similarity threshold 

for each data set. 

5.1 Dataset 

We evaluated the performance of the proposed 

method by conducting experiments using the five 

data sets shown in Table 2. We used the same data  

 
1 https://github.com/ZeroRin/BertGCN/tree/main/data 

 

 

 

 

 

 

 

 

used in RoBERTaGCN. Each dataset was already 

divided into training and test data, which we used as 

is.1 The number of data for training and test data is 

shown in Table 2. 

 

・20-Newsgroups(20NG) 

20NG is a dataset in which each document is 

categorized into 20 news categories, and the total 

number of documents is 18846. In our experiments, 

we used 11314 documents as training data and 7532 

documents as test data. 

 

・R8, R52 

Both R8 and R52 are subsets of the dataset provided 

by Reuters (total number is 21578). R8 has 8 

categories and R52 has 52 categories. The total 

number of documents in R8 is 7674, and we used 

5485 documents as training data and 2189 

documents as test data. The total number of 

documents in R52 is 9100, and we used 6532 

documents as training data and 2568 documents as 

test data. 
 

・Ohsumed 

This is a dataset of medical literature provided by 

the U.S. National Library of Medicine, and total 

number of documents is 13929. Every document has 

one or more than two related disease categories  

from among the 23 disease categories. In the 

experiment, we used documents that had only one 

relevant disease category, and the number of 

documents is 7400. We used 3357 documents as 

training data and 4043 documents as test data. 
 

・Movie Review(MR) 

This is a dataset of movie reviews and is used for 

sentiment classification (negative-positive 

classification). The total number of documents was  

10662. We used 7108 documents as training data 

and 3554 documents as test data. 
 

Dataset Number of Documents Average of Words Training Data Test Data 
20NG 18846 206.4 11314 7532 
R8 7674 65.7 5485 2189 
R52 9100 69.8 6532 2568 
Ohsumed 7400 129.1 3357 4043 
MR 10662 20.3 7108 3554 

Table2. Information of Each Data Set 
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5.2 Experimental Environment 

The experiments were conducted using Google 

Colaboratory Pro+, an execution environment for 

Python and other programming languages provided 

by Google. The details of the specifications of 

Google Colaboratory Pro+ are shown in Table 3. 

We experimented by setting the threshold of 

cosine similarity between 0.5 and 0.95 to 0.995 in 

increments of 0.005 when adding the cosine 

similarity of CLS vectors as the weight of edges 

between document nodes. The performance of the 

proposed method was evaluated by verifying the 

prediction results with test data and obtaining the 

percentage of correct answers. 

5.3 Result of Experiment 

The result of experiment for each threshold of 

cosine similarity are shown in Table 4, along with 

the correct response rate of the original 

RoBERTaGCN. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The items marked as × are experiments could not 

be completed due to lack of memory. Items marked 

with "-" are those for which the percentage of 

correct responses was not indicated in the original 

paper. In experiment with Ohsumed, the 

experiments with threshold of 0.99 and 0.995, and 

threshold of 0.975 and 0.98 had the same number of 

edges of the cosine similarity of CLS vectors, so 

they are denoted together. It was confirmed that the 

proposed method outperformed the original 

RoBERTaGCN on all datasets at certain thresholds, 

but for R8, R52, and MR, there were only one or 

two thresholds where the proposed method 

outperformed the original RoBERTaGCN. On the 

other hand, 20NG outperformed the original 

RoBERTaGCN at all thresholds from 0.95 to 0.995, 

and Ohsumed also outperformed the original 

RoBERTaGCN at most of the thresholds. Most 

notably, the experiment with 20NG of threshold 

0.975 outperformed the original RoBERTaGCN by 

0.67% and the experiment with Ohsumed of  

GPU 
Tesla V100（SXM2） 

／A100（SXM2） 

Memory 

12.69GB（standard） 

／51.01GB（CPU／GPU(high memory)） 

／35.25GB（TPU(high memory)） 

Disk 
225.89GB（CPU／TPU） 

／166.83GB（GPU） 

Table3. Details of the Specifications of Google Colaboratory Pro+ 

 20NG R8 R52 Ohsumed MR 

Text GCN 86.34 97.07 93.56 68.36 76.74 
Simplified GCN 88.50 - - 68.50 - 

LEAM 81.91 93.31 91.84 58.58 76.95 

SWEM 85.16 95.32 92.94 63.12 76.65 

TF-IDF+LR 83.19 93.74 86.95 54.66 74.59 

LSTM 65.71 93.68 85.54 41.13 75.06 

fastText 79.38 96.13 92.81 57.70 75.14 

RoBERTaGCN 89.15 98.58 94.08 72.94 88.66 

0.5 × 49.47 × 64.73 × 

0.95 89.29 98.26 92.83 73.73 88.21 

0.955 89.42 98.63 94.08 72.74 88.21 

0.96 89.74 98.49 94.16 73.49 88.52 

0.965 89.54 98.45 93.15 74.13 88.15 

0.97 89.43 98.45 93.77 73.41 88.66 

0.975 89.82 98.63 93.57 
73.49 

89.00 

0.98 89.60 98.54 93.96 88.29 

0.985 89.64 98.54 92.95 73.46 88.58 

0.99 89.76 98.36 93.42 
73.71 

88.55 

0.995 89.51 98.81 93.26 88.31 

Table4. Result of Experiment 
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threshold 0.965 outperformed the original 

RoBERTaGCN by 1.19%. 

6 Discussion 

Table 5 shows the number of various edges added 

and the average of cosine similarity in each data set. 

The item marked as × is the experiment could not 

be completed adding weight due to lack of memory. 

In the experiment where the threshold was set to 0.5, 

the experiment could not be completed due to lack 

of memory in the datasets of 20NG, R52, and MR. 

Even for R8 and Ohsumed, which were able to 

complete the experiment, the classification 

performance was much lower than that of the 

original RoBERTaGCN. The reason for both is that 

the number of edge weights between document 

nodes to be added became too large. In all datasets, 

the number of edges of cosine similarity is more 

than twice as large as the number of PMI edges and 

TF-IDF edges. In addition, since the average of the 

cosine similarity of the CLS vector is between 

0.8~0.85 in all datasets, it is thought that a huge 

number of weights of edges between document 

nodes that are not in the same genre are also added, 

and they have become noise. 

Analyzing the average number of words for each 

dataset in Table 2 and the experimental results in 

Table 4, we can see that the proposed method tends 

to obtain higher classification performance for 

datasets with higher average number of words 

compared to the original RoBERTaGCN. We 

believe this is because the higher the average word 

count, the better the CLS vectors of the documents 

reflect the features of those documents and the more  

 

 

 

 

 

 

 

 

cosine similarity weights are added between 

document nodes of the same genre. On the other 

hand, the lower the average number of words, the 

less the difference in the CLS vectors of the 

documents, the higher the cosine similarity of the 

CLS vectors of the documents in different genres, 

and the more cosine similarity weights were added 

to the weights between the nodes of the documents 

in different genres. This is thought to be the reason 

why the classification performance did not improve 

as expected in experiments with dataset have lower 

the average number of words. 

We calculated the percentage of the number of 

added cosine similarities at the threshold of the 

cosine similarity of the CLS vector that shows the 

highest classification performance in Table 4. The 

calculation results are shown in Table 6.  

Since there is no relationship between the 

percentage of the number of added edges and the 

classification performance, we think it is necessary 

to conduct future experiments using criteria such as 

"upper XX% of the cosine similarity value", instead 

of using the threshold of the cosine similarity of the 

CLS vector to determine the weights to be added 

between document nodes, to clarify the relationship 

between the number of edges between document 

nodes and the classification performance. 

7 Conclusion and Future Work 

In this paper, we confirmed that RoBERTaGCN can 

be improved by adding the cosine similarity of CLS 

vectors of documents as weights of edges between 

document nodes, and that it outperforms the 

classification performance of the original 

Dataset pmi Edge tf-idf Edge cos_sim Edge Average of Cosine Similarity 

20NG 22413246 2276720 × 0.838 

R8 2841760 323670 29441186 0.846 

R52 3574162 407084 41400215 0.840 

Ohsumed 6867490 588958 27376155 0.837 

MR 1504598 196826 56674250 0.823 

Table5. Number of Various Edges Added and the Average of Cosine Similarity 

Dataset 
Total Number of Document 

Node Combinations 
Number of cos_sim Edges Added 

Percentage of Edges 

Added 

20NG 177576435 753 0.0004240 

R8 29441301 175 0.0005944 

R52 41400450 28890 0.0697818 

Ohsumed 27376300 15 0.0000547 

MR 56833791 921 0.0016205 

Table 6. Percentage of the Number of Edges Added 
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RoBERTaGCN. In particular, experiments show 

that the proposed method is effective for long 

documents. 

In the future, we intend to study the compatibility 

of the proposed method with GAT and the optimal 

value of the parameter λ for linear interpolation. 
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Abstract

In the Japanese language, particles and auxil-
iary verbs in utterances tend to vary depend-
ing on the speaker’s gender. Thus, the lin-
guistic expressions within the utterance are
an important hint in identifying the speaker.
This research proposes a method for identi-
fying the speaker in novels using linguistic
expressions within the utterances that reflect
the gender. We constructed a dataset of utter-
ances with gender-specific linguistic expres-
sions by automatically collecting utterances
from novels that contained the first-person
pronouns “俺 (ore)” or “私 (watashi)”, con-
sidering that “俺 (ore)” is primarily used by
males and “私 (watashi)” is primarily used by
females. We fine-tuned a BERT (Devlin et al.,
2019)-based gender-specific language model
that classifies the gender of the speaker of a
given utterance using this dataset as the train-
ing data. The fine-tuned gender classification
model achieved an accuracy of 87.9% when
evaluating the utterances of two main charac-
ters in a Japanese romance novel, demonstrat-
ing that this gender classification model is ef-
fective in speaker identification.

1 Introduction

Novels are valuable resources for enriching dialogue
systems. Various characters converse with each
other in novels, and their behaviors are described in
the narratives. If such information is appropriately
extracted, it can be used in dialogue systems and var-
ious research such as personality analysis. Dialogue
systems are required to respond appropriately to the

users’ utterances, and it is also expected to have a
specific personality. To train dialogue models, it
is necessary to collect dialogue data from web ser-
vices such as Twitter and Reddit (Serban et al., 2015;
Mazaré et al., 2018). However, these dialogue
data are insufficient for training dialogue models ca-
pable of acting as if they have specific personali-
ties. This problem is simply because these dialogue
data consist of a mixture of utterances of numerous
personalities and are difficult to utilize as a source
for building dialogue models with specific person-
alities. Considering the preceding discussion, it is
required to prepare dialogue data that are accompa-
nied by profiles (Zhang et al., 2018; Sugiyama et al.,
2021). Crowdsourcing is commonly used to collect
such dialogue data with profile information. How-
ever, crowdsourcing large scale dialogue data with
profile information is extremely expensive.

Considering this limitation, this paper introduced
an approach for gathering dialogue data from nov-
els, examining the task of speaker identification in
novels to generate persona data. Previous work on
speaker identification in English novels (O’Keefe et
al., 2012; Muzny et al., 2017) relied heavily on nar-
rative elements surrounding the target utterance and
the utterances before and after it. However, the tar-
get utterance itself was not effectively used. Here, it
is important to note that, in the Japanese language,
particles and auxiliary verbs in utterances differ de-
pending on the speaker’s gender (Miyazaki et al.,
2015; Murai, 2018). Thus, the linguistic expres-
sions within the utterance are also an essential clue
in speaker identification.

This paper proposes a method to identify the
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First-Person Pronouns Example Sentences Significant Words

“俺” (ore)
(typical for males)

俺の番だな
ore no ban da na (It is my turn)

na, ze
俺は家に戻るぜ

ore wa ie ni modoru ze (I am going home)

“私” (watashi)
(typical for females)

私の番だね
watashi no ban da ne (It is my turn)

ne, wa
私は家に戻るわ

watashi wa ie ni modoru wa (I am going home)

Table 1: Significant Words for First-Person Pronouns “俺 (ore) ” and “私 (watashi)”

speaker in novels, which uses the linguistic ex-
pressions within the utterance that reflect the gen-
der. We gathered utterances within novels con-
taining gender-specific linguistic expressions on a
large scale, concentrating on the first-person pro-
nouns within sentences as signals. In the Japanese
language, there are numerous varieties of personal
pronouns. Personal pronouns in Japanese can ap-
proximately indicate various attributes, such as gen-
der, age, temperament, and characters’ social sta-
tus. Significantly, the first-person pronouns “俺
(ore)” and “私 (watashi)” are remarkably contrast-
ing, with “俺 (ore)” being primarily used by males
and “私 (watashi)” being primarily used by females.
As shown in Table 1, terms commonly used by
males frequently occur in utterances containing “
俺 (ore)”, whereas terms commonly used by fe-
males frequently appear in utterances containing “私
(watashi)”. Thus, we constructed a dataset of utter-
ances containing gender-specific language expres-
sions by automatically collecting utterances from
novels that contained the first-person pronouns “俺
(ore)” or “私 (watashi)”. We fine-tuned a BERT (De-
vlin et al., 2019)-based gender-specific language
model that classifies the speaker’s gender of a given
utterance using linguistic expressions within the ut-
terance as clues1. In this research, we refer to this
gender-specific language model as the gender clas-
sification model.

The fine-tuned gender classification model was
evaluated against the utterances of two main char-
acters in a Japanese romantic novel. The re-
sults showed that the fine-tuned gender classification

1In both training and testing, the first-person pronouns “俺
(ore)” and “私 (watashi)” of the input sentence were replaced
with the [MASK] token.

model achieved an accuracy of 87.9%, indicating
that this model is effective in speaker identification.
Additionally, we found that the speaker alternation
constraint employed in previous studies (He et al.,
2013) and the constraint on personal nouns within
utterances improve the speaker identification perfor-
mance.

2 Related Works

Previous studies on constructing Japanese persona
datasets have usually relied on crowdsourcing to
gather sentences that reflect a given personality.
Sugiyama et al. (2021) used crowdsourcing to create
100 different personalities and collected a total of
61,794 utterances in 5,000 dialogues. They set the
unit price at 300 yen (approximately three dollars)
per dialogue. Ishii et al. (2021) proposed the use
of role play-based question-answering to efficiently
gather paired utterances expressing an anime charac-
ter’s personality. Users who were familiar with the
anime character provided them with 15,112 of these
utterance pairs for free. However, finding relevant
users who are familiar with such characters and then
collecting utterance pairs using the same cost-free
method are difficult.

Two corpora that could be used for speaker iden-
tification in Japanese novels are Aozora Bunko2

and the balanced corpus of contemporary written
Japanese (BCCWJ) (Maekawa et al., 2014). Ao-
zora Bunko is a Japanese digital library that contains
thousands of out-of-copyright Japanese works. BC-
CWJ3 is a Japanese first 100 million words balanced
corpus covering 2,663 novels (published between
1976 and 2005) and 270,388 individual utterances,

2https://www.aozora.gr.jp/
3https://clrd.ninjal.ac.jp/bccwj/
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Example Sentences
Speaker
(gender)

Personal Nouns
(Japanese/Pronunciation/English)

わたしは背が高すぎて、
お姉様の服は着られませんから......

(I am too tall to wear your clothes. ......)
Marie

(female)

わたし/“watashi”/I
お姉様/“one-sama”/sister

......キュロス様は、今、どちらに......？
(Where ...... is Mr. Kyuros now ......?)

キュロス様/“Kyurosu-sama”/Mr. Kyuros

どうもありがとう、使用人のお嬢さん。
(Thank you very much, servant girl.) Kyuros

(male)

お嬢さん/“ojo-san”/girl

おはよう、マリー。
(Good morning, Marie.)

マリー/“mari”/Marie

Table 2: Examples of the Annotation of Utterances Within the Novel for Evaluation

each linked to the speaker and some attributes (gen-
der, age group, occupation, and so on) (Yamazaki
et al., 2018). Both Aozora Bunko and BCCWJ offer
collections of older novels, and many utterances are
written in a different style compared with those in
contemporary novels. Therefore, these corpora are
not appropriate for gathering distinctive characters’
utterances, such as those in anime and comics.

Early works on quote attribution in English novels
focused on textual indications to determine the men-
tion corresponding to the speaker of a quote (Elson
and McKeown, 2010; Muzny et al., 2017). They
mainly used patterns like quote-mention-verb and
dependency parses to extract mentions and speak-
ers. Only vocatives were extracted from the utter-
ance and were incorporated in the classification of
the next speaker or the listener as features within the
utterance (He et al., 2013; Yeung and Lee, 2017);
however, linguistic styles such as auxiliary verbs
were not used in the task for English novels.

In the field of a character’s linguistic style anal-
ysis, Miyazaki et al. (2016) identified 13 categories
of linguistic peculiarities that can be used to identify
the linguistic styles of most Japanese fictional char-
acters. Akama et al. (2018) proposed style-sensitive
word vectors that capture the stylistic similarity be-
tween two words. To measure the intensity of the
persona characteristics of an utterance, Miyazaki et
al. (2021) proposed a persona speaker probability
that distinguishes the persona of the speaker of each
utterance. In contrast to their method that classi-
fies utterances into specific characters, our proposed
method classifies the speaker of the utterances as
male or female.

3 The Novel for Analysis

To evaluate the performance of speaker identifica-
tion by the gender classification model and other
additional constraints, we selected a contemporary
novel4 with a romance theme between two main
characters — an aristocratic man (“Kyuros”) and an
aristocratic woman (“Marie”).

3.1 Annotation

The first author of the paper is the annotator of our
dataset. Quotes in Japanese text were represented by
“「” at the start and “」” at the end, and we describe
such utterance as a quote. Table 2 shows exam-
ples of the annotation. The annotator was instructed
to associate the following attributions to each utter-
ance.

• Speaker Name of the Utterance
The speaker of the utterance was identified by a
unique name. Utterances by characters whose
names were not mentioned in the novel, such as
store clerks and crowds, were labeled as “Oth-
ers”.

• Personal Nouns appearing within the Utter-
ance
Personal nouns, such as first- and second-
person pronouns, were extracted from the ut-
terance. Personal nouns such as “会社員
(kaishain)” (company employee) and “使用
人 (shiyonin)” (servant) were not tagged in
this context because they were mentioned in
the same way by any speaker. However,

4https://ncode.syosetu.com/n1860fv/
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Type
Number of
dialogues

Number of
utterances

by Marie (female)
and Kyuros (male)

Number of
utterances

by characters
other than

Marie (female)
and Kyuros (male)

Dialogues consisting
of utterances only
by Marie (female)
and Kyuros (male)

Two speakers take
turns alternately

(speaker alternation
constraint satisfied)

298 900 0

One speaker continues
more than one utterance

(speaker alternation
constraint unsatisfied)

(1)
(consisting of
utterances by

one speaker only)

2 0

Total 298 (+1) 902 0
Dialogues including characters other than

Marie (female) or Kyuros (male)
504 821 851

Isolated single utterance immediately
preceded/followed by narratives

0 485 426

Total 504 1,306 1,277

Table 3: Statistics of the Dataset [Focusing on utterances by “Marie” (female) or “Kyuros” (male), where we ex-
clusively evaluate utterances by “Marie” (female) or “Kyuros” (male) in this research. A total of 902 utterances of
the upper half of the table were evaluated with the speaker alternation constraint (Figure 2), whereas a total of 1,306
utterances of the lower half of the table were NOT evaluated with the speaker alternation constraint (Figure 3).]

when suffixes (for example, representing po-
liteness) were added to those personal nouns,
such as “会社員さん (kaishain-san)” (com-
pany employee + politeness) and “使用人く
ん (shiyonin-kun)” (servant + politeness), those
personal nouns were also extracted because
suffixes often help readers identify the speaker.

3.2 Dataset

We obtained 3,993 utterances as a consequence of
the annotation, in which the speaker and personal
nouns within the utterance were linked. The main
characters were “Marie” (female), and “Kyuros”
(male). Of the 3,993 utterances, 1,178 were by
“Marie” (female) and 1,030 by “Kyuros” (male),
and the remaining 1,785 utterances were by minor
characters 5. In this research, the performance of
the speaker identification was exclusively evaluated
on the 2,208 utterances by “Marie” (female) and
“Kyuros” (male). Due to the gender classification
model’s constraints on input token size, only 32 to-

5Of the 1,785 utterances, 1,277 of the dialogues were with
“Marie” (female) or “Kyuros” (male) and the remaining 508
utterances were from other dialogues. (shown in the lower half
of Table 3)

kens from the beginning of the utterance were used
for classification.

Table 3 shows the dataset statistics, focusing on
utterances by “Marie” (female) or “Kyuros” (male).
The upper half of the table shows the number of di-
alogues and utterances consisting only of utterances
by “Marie” (female) or “Kyuros” (male), whereas
the lower half shows that of dialogues including
characters other than “Marie” (female) or “Kyuros”
(male) and the number of isolated single utterances
immediately preceded/followed by narratives. The
upper half of Table 3 shows that the speaker alter-
nation constraint (described in section 5) was sat-
isfied for almost all the dialogues consisting only
of utterances by “Marie” (female) and “Kyuros”
(male). Those consecutive utterances to which the
speaker alternation constraint could be applied were
those immediately preceding or immediately follow-
ing another utterance, where isolated single utter-
ances immediately preceded/followed by narratives
were excluded.

Table 4 shows the statistics for the utterances
subject to the constraint on personal nouns within
quotes (described in section 6). Utterances that
meet the constraint on personal nouns within quotes
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Character Proportion
“Kyuros” (male) 49.2% (507/1,030)
“Marie” (female) 39.8% (469/1,178)

Total 44.2% (976/2,208)

Table 4: Applicability of the Constraint on Personal
Nouns Within Quotes

were those that contained at least one personal noun
within the quote.

4 Gender Classification Model by BERT

In this section, we describe how to construct the
gender classification model, which is based on
a fine-tuned BERT-based gender-specific language
model (Devlin et al., 2019). Different linguistic
styles in the Japanese language convey the speaker’s
gender (Murai, 2018). Therefore, the linguistic style
of the utterance can be used to determine the gender
of the speaker. Our gender classification model takes
an utterance as input and outputs the classification
probability of the speaker’s gender. This model is
similar to the persona speaker probability model of
Miyazaki et al. (2021) used for filtering out inappro-
priate utterances with respect to the given persona.
The persona speaker probability model was trained
by collecting utterances from the set of personas. In
contrast to their method, we used utterances from a
large number of novels other than the target novel as
the training data to train the classification model.

4.1 First-Person Pronouns in the Japanese
Language

There are numerous types of personal pronouns
used in the Japanese language. Personal pronouns
in Japanese can approximately indicate various at-
tributes, such as gender, age, temperament, and
characters’ social status. Significantly, the first-
person pronouns “俺 (ore)” and “私 (watashi)” are
remarkably contrasting, with “俺 (ore)” being pri-
marily used by males and “私 (watashi)” being pri-
marily used by females. It is observed that words
commonly used by males frequently appear in ut-
terances containing “俺 (ore)”, and similarly, words
commonly used by females appear in utterances
containing “私 (watashi)”. Considering this, we con-
structed a dataset of utterances that included linguis-

tic expressions specific to genders, containing the
first-person pronouns “俺 (ore)” or “私 (watashi)”
from novels.

4.2 Collecting Quotes for Training the Gender
Classification Model

We used a novel posting site called “小説家になろ
う” (Aim to be a novelist)6 to gather utterances con-
taining the first-person pronouns “俺 (ore)” and “私
(watashi)”. We selected 2,000 novels and gathered
their text. We next applied the morphological anal-
ysis to the text using Sudachi7. Quotes in Japanese
text were represented “「” at the start and “」” at the
end, as present below:

「おはよう、マリー。」
(“Good morning, Marie.”)

Therefore, to extract quotes from the Japanese text,
we extracted string sequences starting with “「” and
ending with “」”. Furthermore, we selected quotes
that included the first-person pronouns “俺 (ore)” or
“私 (watashi)”. At this stage, we obtained 38,192
quotes that included “俺 (ore)” and 52,052 quotes
that included “私 (watashi)”. Then, quotes com-
posed of multiple sentences were decomposed ac-
cording to the symbols “。”,“?”, and “!” and were
regarded as multiple quotes8. By accumulating each
of those multiple quotes, we obtained 83,571 utter-
ances that had linguistic expressions closely related
to “俺 (ore)” (typical for males) and 118,997 utter-
ances that had linguistic expressions closely related
to “私 (watashi)” (typical for females).

4.3 Training the Gender Classification Model
In this research, we used a pre-trained BERT (Devlin
et al., 2019) model for gender classification. Specif-
ically, we used Tohoku University’s Japanese ver-
sion of BERT-base9, which is trained on Japanese
Wikipedia10. This model consists of 12 layers,

6https://syosetu.com/
7https://github.com/WorksApplications/

Sudachi
8After decomposing the original single quote into multiple

quotes, it can happen that those constituent quotes may not in-
clude the first-person pronouns “俺 (ore)” or “私 (watashi)”.

9https://github.com/cl-tohoku/
bert-japanese

10We also evaluated a base-sized Japanese RoBERTa
model (Liu et al., 2019) of https://huggingface.
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Figure 1: ROC Curves of the Gender Classification
Model for the Test Data (%) [The set typical for males
denoted as “ore” (male) and the set typical for females
denoted as “watashi” (female). The overall test data ac-
curacy is 77.1% and the AUC is 0.851 for both curves]

768 dimensions of hidden states, and 12 attention
heads. The first-person pronouns “俺 (ore)” and “私
(watashi)” of the input sentence were replaced with
the [MASK] token in both training and testing11.
For a total of 83,571 utterances that had linguistic
expressions closely related to “俺 (ore)” (typical for
male) and 118,997 utterances that have linguistic ex-
pressions closely related to “私 (watashi)” (typical
for female), the ratio of training, validation and test
data was 6:2:2. The model with the minimum vali-
dation loss was evaluated against the test data.

4.4 Evaluating the Gender Classification
Model

Figure 1 shows the ROC-curves of our gender
classification model for male (denoted as “ore”
(male), i.e., utterances that have linguistic expres-
sions closely related to “俺 (ore)” ) and for female
(denoted as “watashi” (female), i.e., utterances that
have linguistic expressions closely related to “私
(watashi)” ) for the test data, where the accuracy
of the overall test data is 77.1% and each of the
two curves has AUC of 0.851. Table 5 shows ex-
amples of probabilities by the gender classification
model. The utterances including “だぜ (daze)” are

co/rinna/japanese-roberta-base in the same task,
where the performance was almost similar to that of BERT (De-
vlin et al., 2019).

11The performance with [MASK] token replacement was su-
perior to than that without [MASK] token replacement for both
training and testing.

identified as related to the first-person pronoun “俺
(ore)” (male). In contrast, the utterances includ-
ing “よ (yo)” are identified as related to the first-
person pronoun “私 (watashi)” (female), which is
consistent with the observation of Murai (2018). In
addition, the utterance with “お前 (omae)” which
is used primarily by males, and that with “あなた
(anata)” which is used primarily by females, are also
appropriately identified by our gender classification
model.

5 Speaker Alternation Constraint

In consecutive utterances in a novel, two speakers
usually take turns alternately. This observation is
represented in this section by the “speaker alterna-
tion constraint”, where we restricted the turns of the
speakers to constantly alternating. We also made a
minor modification to the speaker alternation con-
straint, where we defined a dialogue as a sequence of
utterances with no intervening narratives. This mod-
ification stems from the observation that when narra-
tives interrupt in the middle of utterances, the same
speaker is often consecutive. He et al. (2013) pro-
posed integrated classifier features for speaker iden-
tification with the speaker alternation constraint. In
contrast to He et al. (2013), we introduce the speaker
alternation constraint as the hard constraint in this
research, so that the results of speaker identification
strictly follow the constraint.

This constraint was satisfied for almost all the dia-
logues consisting only of utterances by “Marie” (fe-
male) and “Kyuros” (male), as shown in the upper
half of Table 3. More specifically, as mentioned in
section 3.2, as the target speakers in the novel for
evaluation, we considered only the two major char-
acters of the romance novel, “Marie” (female) and
“Kyuros” (male). In terms of the speaker alterna-
tion constraint, we only considered those two major
characters.

Let A and B be the two speakers for which we
consider the speaker alternation constraint. Given
an utterance sequence (U1, U2, . . .) and suppose that
(S1, S2 . . .) is the speaker sequence of (U1, U2, . . .),
then under the speaker alternation constraint, we
considered only the following two types of speaker
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Example Sentences
Probability of the Model

“俺 (ore)” “私 (watashi)”
(typically for male) (typically for female)

俺のものだぜ ore no mono da ze (It’s mine) 0.965 0.035
私のものよ watashi no mono yo (It’s mine) 0.005 0.995

お前の名前は? omae no namae wa ? (What is your name?) 0.769 0.231
あなたの名前は? anata no namae wa ? (What is your name?) 0.083 0.917

Table 5: Examples of the Probabilities by the Gender Classification Model

Personal Nouns
(Japanese/pronunciation/English)

# of times the quotes including
the personal noun occurrences judged by

the gender classification model Total
Marie

(female)
Kyuros
(male)

わたし/“watashi”/I
(only used by Marie)

215 (100.0%) 0 (0.0%) 215

マリー/“mari”/Marie
(mostly used by Kyuros)

19 (8.9%) 194 (91.1%) 213

俺/“ore”/I
(only used by Kyuros)

3 (1.7%) 174 (98.3%) 177

君/“kimi”/you
(only used by Kyuros)

40 (33.1%) 81 (66.9%) 121

ミオ/“mio”/Mio
(used by both Marie and Kyuros)

41 (54.7%) 34 (45.3%) 75

Table 6: Examples of the Personal Nouns and # of Times their Occurrences Judged by the Gender Classification Model

sequences:

(S1, S2, S3, . . .) = (A,B,A, . . .)

(S1, S2, S3, . . .) = (B,A,B, . . .)

Here, the probability of the speaker sequence
of the utterance sequence (U1, U2, . . . , Un) being
(S1, S2, . . . , Sn) by the gender classification model
Pg is given as below:

Pg((U1, U2, . . .), (S1, S2, . . .)) =
i=n∏

i=1

Pg(Ui, Si)

Therefore, we compared the two probabilities be-
low:

Pg((U1, U2, . . .), (A,B,A, . . .))

Pg((U1, U2, . . .), (B,A,B, . . .))

As the result of the gender classification model and
the speaker alternation constraint, the speaker se-
quence with the higher probability was chosen.

In the evaluation, the speaker alternation con-
straint was applied to the 902 utterances of dialogues

only by “Marie” (female) and “Kyuros” (male) in
the upper half of Table 3.

6 Constraint on Personal Nouns Within
Quotes

Personal nouns, as well as Japanese suffixes rep-
resenting politeness such as “君 (kun)” and “さ
ん (san)” within utterances, often help readers in
identifying the speaker. As shown in Table 6, the
first-person pronoun “わたし (watashi)” was only
used by “Marie” (female), whereas the first-person
pronoun “俺 (ore)” was only used by “Kyuros”
(male). Furthermore, the second-person pronoun
“君 (kimi)” was only used by “Kyuros” (male).
However, as in Table 6, according to the gender
classification model, 33% of the utterances includ-
ing “君 (kimi)” were incorrectly judged as uttered
by “Marie” (female). To correct those 33% error
cases, we introduced the score QG+PN (U, S) of the
speaker of the utterance U to be S by the gender
classification model adjusted by the constraint of the
personal nouns within quotes as shown below:

QG+PN (U, S) = Pg(U, S) + α

m∑

k=1

rg(nk, S) (1)
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Figure 2: Evaluation Results for 902 Utterances in the
Upper Half of Table 3 Consisting of Utterances Only by
Marie (female) and Kyuros (male) (gender: gender clas-
sification model, +personal nouns: gender classification
model + the constraint on personal nouns within quotes,
+alternation: gender classification model + the speaker
alternation constraint)

where Pg is the probability of the gender classifi-
cation model, n1, n2, . . . nm represent the m kinds
of personal nouns within the utterance U , rg(nk, S)
represents the proportion of utterances classified by
the gender classification model as speaker S out of
the total utterances containing the personal noun nk,
and α = 0.895 is a hyper-parameter to be optimized
with accuracy through 10-fold cross-validation. The
intuitive motivation of the formula (1) is to revise
the probability Pg(U, S) of the gender classification
model by adding the proportion rg(nk, S) of utter-
ances classified by the gender classification model
for all of the personal nouns n1, n2, . . . nm within
the utterance U .

For example, suppose the utterance U includes
the second-person pronoun “君 (kimi)”. Then, the
score QG+PN (U, S) for S =“Marie” (female) and
S =“Kyuros” (male) can be represented as follows:

QG+PN (U, S = “Marie” (female)) = Pg(U, S)

+αrg(“君 (kimi)”, S) (rg = 0.331)

QG+PN (U, S = “Kyuros” (male)) = Pg(U, S)

+αrg(“君 (kimi)”, S) (rg = 0.669)

Thus, even if in some cases, Pg(U, S =
“Marie” (female)) > Pg(U, S = “Kyuros” (male)),
by adding αrg(“君 (kimi)”, S = “Kyuros” (male))

Figure 3: Evaluation Results for 1,306 Utterances [by
Marie (female) and Kyuros (male)] in the Lower Half of
Table 3 (gender: gender classification model, +personal
nouns: gender classification model + the constraint on
personal nouns within quotes)

(=0.895 × 0.669) to Pg(U, S=“Kyuros” (male)),
finally QG+PN (U, S = “Kyuros” (male)) becomes
greater than QG+PN (U, S=“Marie” (female)), then
the classification error by the gender classification
model can be recovered.

7 Evaluation

We used the dataset of utterances from two major
characters described in section 3 for the evaluation
experiment. When the gender classification model
categorized an utterance as male, it was labeled as
“Kyuros” (male), and when it classified an utterance
as female, it was labeled as “Marie” (female).

Figure 2 shows the accuracy of the gender classi-
fication model (denoted as gender), the gender clas-
sification model + the constraint on personal nouns
within quotes (denoted as +personal nouns), and
the gender classification model + the speaker al-
ternation constraint (denoted as +alternation) for
902 utterances in the upper half of Table 3 con-
sisting of utterances only by “Marie” (female) and
“Kyuros” (male). The gender classification model
that was trained using an automatically collected
dataset achieved an accuracy of 87.9% for the clas-
sification of the two main characters of the target
novel. Both the speaker alternation constraint and
the constraint on personal nouns within quotes were
found to improve the classification performance.
The speaker alternation constraint was satisfied for
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Additional Constraints
Applicable
Utterances

Classification Error
before Application

After Application
Improved Damaged

Speaker Alternation Constraint 902 109 (12.1%) 106 (11.8%) 4 (0.4%)
Constraint on Personal Nouns within Quotes 976 82 (8.4%) 31 (3.2%) 5 (0.5%)

Table 7: Detailed Analysis of the Performance of Each Constraint

Example Sentences Speaker
Probability of the Model corrected by

constraintsMarie (female) Kyuros (male)
どういたしまして。これは余り
do, itashi mashite. kore wa amari

(You are welcome. This is a surplus.)
Kyuros 0.812 0.188

corrected by the speaker
alternation constraint

さあ、マリー
saa Marie (Here, Marie)

Kyuros 0.512 0.487
corrected by the constraint

on personal nouns within quotes

Table 8: Examples of Classification Error by the Gender Classification Model and Corrected by the Speaker Alterna-
tion Constraint / the Constraint on Personal Nouns Within Quotes

almost all cases, as shown in the upper half of Ta-
ble 3. Because of this high rate, the speaker alter-
nation constraint achieved an almost perfect accu-
racy of 99.2%. However, the constraint on personal
nouns within quotes slightly improved the accuracy
of the gender classification model by just 1.9 points.

The evaluation results for 1,306 utterances by
“Marie” (female) and “Kyuros” (male) in the lower
half of Table 3 are also shown in Figure 3, where
we did not apply the speaker alternation constraint
because those dialogues included characters other
than “Marie” (female) and “Kyuros” (male). Their
evaluation results are mostly similar to those in Fig-
ure 2, where the constraint on personal nouns within
quotes slightly improved the accuracy of the gender
classification model.

Table 7 shows a detailed analysis of each con-
straint’s performance. As shown in Tables 3 and 4,
the proportion of utterances to which each constraint
is applicable was not insignificant. However, the
performance of the gender classification model was
relatively high. Table 7 shows that the proportion
of classification error before the application of each
constraint was not particularly high. Therefore, the
improvement that can be achieved by each constraint
was also relatively insignificant.

Table 8 shows examples of classification errors by
the gender classification model, where those errors
were corrected by the speaker alternation constraint
or the constraint on personal nouns within quotes.
As in the first example, utterances containing hon-
orifics that are used regardless of gender, such as

sentence-final auxiliary verbs “です (desu)” and “ま
す (masu)”, have a higher probability of being clas-
sified as utterances by a female. The first example
contains a conjugation form “まして (mashite)” of “
ます (masu)” and causes a classification error. This
example is corrected by the speaker alternation con-
straint. Next, the second example consists of only
a few words or lacks linguistic features that indicate
gender and is incorrectly classified. This example,
however, contains the personal noun “Marie” within
the quote, which enables it to be correctly classified
as an utterance by “Kyuros” (male).

8 Concluding Remarks

This research described a method for constructing a
novel dataset by automatically collecting sentences
having gender characteristics using first-person pro-
nouns as a cue and a gender classification model
trained on the dataset. This gender classification
model shows high classification performance in the
male and female speaker classification, indicating
that gender-specific linguistic features contribute
to the speaker identification task in Japanese nov-
els. Additionally, we found incorporating personal
nouns within the utterance and the preceding and
following utterances increased the classification per-
formance in Japanese novels, as in the case of En-
glish novels reported in previous studies (O’Keefe
et al., 2012; Muzny et al., 2017). Although the per-
formance of the gender classification model was rel-
atively high, our task setting of speaker identifica-
tion was limited to the two major characters of the
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romance novel. Our future work includes develop-
ing a speaker identification model that links all utter-
ances to appropriate speakers using the classification
probability by the gender classification model as one
feature. It is also necessary to broaden the dataset to
a more diverse set of contemporary novels.
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Abstract
In this paper, we focus on the task of machine
reading at scale within how-to tip machine
reading comprehension (MRC). We propose a
method for developing a context dataset using
how-to tip websites on the Internet as infor-
mation sources. This shows that the proposed
method can easily create a context dataset
containing thousands of context sets. Fur-
thermore, this paper uses a method for re-
trieving the context from the developed con-
text dataset, which contains the answer of
the question. It applies to the MRC model.
Specifically, we use three models based on
TF-IDF and BERT (TF-IDF, BERT, and TF-
IDF+BERT) as our retrieval models. Mean-
while, the BERT model served as our MRC
model. We apply the retrieval model and the
MRC model to the context dataset after com-
bining them. Evaluation results show that the
TF-IDF+BERT model outperforms the other
two models when tested against the context
dataset.

1 Introduction

In natural language processing, machine reading
comprehension (MRC) tasks are formulated to ex-
tract the answer to a question from a context within
a few question sentences and contexts expressed in
natural language. MRC tasks can be divided into
two categories based on the two types of answers.
Factoid MRC tasks aim at having the answer to fac-
toids such as proper nouns and numbers, where the
answer is usually unique, short and simple. Con-
versely, nonfactoid MRC tasks aim to obtain an an-
swer about nonfactoid such as explanation, reason

and how-to tip, where there are usually multiple op-
tions and the answer is frequently a full sentence,
rahter than a word or phrase. The Stanford Ques-
tion Answering Dataset (SQuAD) (Rajpurkar et al.,
2016)is one of the most well-known QA datasets
and benchmark tests among factoid MRC related to
Wikipedia articles and news articles. Additionally,
it is acknowledged that recent deep learning models
(for example, BERT (Devlin et al., 2019)) trained
with SQuAD achieved fairly high performance1.
However, some research cases are known for non-
factoid MRC. They include MS MARCO (Nguyen
et al., 2016), which has been developed using Bing’s
search logs and passages of retrieved web pages;
DuReader (He et al., 2018), which has been de-
veloped using Baidu Search; Baidu Zhidao, a Chi-
nese community-based QA site; and the Narra-
tiveQA (Kočiský et al., 2018) dataset (in English),
which contains questions created by editors based
on summaries of movie scripts and books. They
also include Soleimani et al. (2021), Dulceanu et
al. (2018), and Cohen et al. (2018). Among those
working on nonfactoid MRC, the case of MRC of
Japanese how-to tip QAs (Chen et al., 2020) selected
the how-to tip websites that are posted on the Inter-
net and chose the column pages on how-to tip web-
sites as information sources to collect how-to tip QA
examples for training and testing. It has also been
shown that the how-to tip MRC model with specific
performance can be developed.

Figure 1 shows the how-to tip MRC model (Chen
et al., 2020). The how-to tip MRC model and the

1https://rajpurkar.github.io/
SQuAD-explorer/
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Figure 1: The framework of how-to tip MRC model

Figure 2: Developing a context dataset for how-to tip MRC by using column pages on how-to tip websites

framework of the typical MRC model, which con-
tains a tuple of a context, a tip question, and an an-
swer, can be represented as in this figure. Note that
the answer is extracted only from the context. There-
fore, in the situation where it is not given which
context to be used, another framework called “ma-
chine reading at scale” (Chen et al., 2017) should
be invented. In the framework of “machine reading
at scale,” it handles both information retrieval and
MRC tasks. In its framework, the MRC model is
applied to the set of candidate contexts retrieved by
the information retrieval module. For example, in
the information retrieval module, Chen et al. (2017)

used the method of TF-IDF to collect the candidate
contexts. As another example of “machine read-
ing at scale,” using the BERT (Devlin et al., 2019)
model as part of the information retrieval model for
machine reading at scale tasks has also been stud-
ied by Karpukhin et al. (2020). It is shown that
using the BERT model as part of the information
retrieval model, higher retrieval accuracy than the
BM25 method can be achieved in several factoid
MRC datasets. Moreover, it shows that the retrieval
accuracy was further improved using the proposed
retrieval model and the BM25 score together.

Based on that background, this paper applies the
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framework of “machine reading at scale” to how-
to tip MRC. In this paper, we use three different
types of retrieval models (context retrieval by TF-
IDF (Chen et al., 2017), BERT model, and combin-
ing TF-IDF with the BERT model) and how-to tip
MRC model (Chen et al., 2020) to how-to tip MRC
tasks. Chen et al. (2020) chose the column pages in
how-to tip websites as information sources to col-
lect how-to tip QA examples as the training and test
sets for the how-to tip MRC model. In this paper,
we collect the contexts from the column pages that
were not used to form the training and test sets of
the how-to tip MRC model in Chen et al. (2020) as
shown in the framework in Figure 2 and the example
in Figure 3. Then, we use those collected contexts
as the contexts C ′ (used only for context retrieval but
not for the MRC model training) for context retrieval
and how-to tip MRC task. In this paper, according
to the procedures above, we finally develop a dataset
for how-to tip machine reading at scale. As for the
contexts C ′, thousands of them are collected.

2 A Dataset for How-to Tip Machine
Reading at Scale

In this section, we will introduce how to collect the
context C ′ used only for context retrieval in Figure 2
and how to develop a dataset for how-to tip machine
reading at scale.

Japanese how-to tip websites were selected from
six types of topics2 (which are “job hunting,” “mar-
riage,” “apartment,” “hay fever,” “dentist,” and
“food poisoning”) by Chen et al. (2020). After
that, they collected column pages from the how-to
tip websites3. Finally, a maximum of five para-
graphs were selected from each column page, and
they used them as contexts for constructing answer-
able/unanswerable how-to tip QA examples. An an-
swerable how-to tip QA example contains Context
C, Question Q, and Answer A, whereas an unan-
swerable how-to tip QA example contains Context

2The specific term used in Chen et al. (2020) is “query fo-
cus,” rather than “topic.” The notion of query focus is a keyword
used for every search request related to a specific subject. In this
paper, however, for simplicity, we use the term “topic” in stead
of “query focus.”

3The detailed procedure of collecting pages from the how-to
tip websites is stated by Chen et al. (2020).

C, Question Q, and Answer A′ = ⟨null⟩4.
Considering the above procedure of Chen et al.

(2020), this section shows how we collect the con-
text C ′ used only for context retrieval in Figure 2.
More specifically, as shown in the example of Fig-
ure 3, within the column page used by Chen et al.
(2020), we do not use the maximum five paragraphs
selected by Chen et al. (2020) (as shown in the red
boxes). Still, we use those other than the maximum
five paragraphs (as shown in the blue boxes). We
also carefully examine the context dataset of Chen
et al. (2020), which was developed manually by se-
lecting the paragraph used, and we follow the stan-
dards below to select the candidate paragraphs effi-
ciently:56

(i) Based on the restriction when applying the
MRC models by BERT (Devlin et al., 2019),
the upper bound of the number of morphemes
within a paragraph is set to 2907．

(ii) The lower bound of the number of characters in
a paragraph is 30.

(iii) Any URL is excluded from the paragraph.
(iv) Any email addresses were excluded from the

paragraph.

Table 1 shows the number of web pages used for
each topic (“job hunting,” “marriage,” “apartment,”
“hay fever,” “dentist,” and “food poisoning”). It also
shows the number of contexts used for constructing
how-to tip QA examples and the number of contexts
used only for context retrieval8. Figure 3 shows how

4Both SQuAD1.1-type answerable and SQuAD2.0-type
unanswerable QA examples were created from the same col-
umn page (Chen et al., 2020).

5The standard (i) is simply for satisfying the requirement
when applying the MRC models by BERT. Conversely, the stan-
dards (ii), (iii), and (iv) are for avoiding paragraphs that do not
have sufficient how-to tip knowledge. These standards are also
for avoiding the task of filtering out the context C′ used only
for the context retrieval to be too easy.

6One of the authors of the paper performed the procedure of
manual selection.

7In the experiments and evaluation of the retrieval mod-
ule throughout this paper, MeCab (https://taku910.
github.io/mecab/) and mecab-ipadic-NEologd (https:
//github.com/ neologd/mecab-ipadic-neologd)
are used in Japanese morphological analysis.

8Those data shown in Table 1 (except for “The number of
contexts only for retrieval”), Table 2, and Table 3 are essen-
tially the same as those reported in Chen et al. (2020), but we
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Figure 3: Using a column page to collect contexts for creating how-to tip QA examples
(from: “When does job hunting begin?” (in Japanese)
（https://internshipguide.jp/columns/view/shukatsu_sched_1））

Table 1: The number of used web pages and the number
of collected contexts

Topic

Number
of

used
web

pages

The number of
contexts for

QA examples

The
number

of
contexts
only for
retrieval

Training
exam-
ples

Test
exam-
ples

job hunting 293 1,478 98 4,675
marriage 182 1,386 98 2,868
apartment 50 — 100 491
hay fever

dentist
food poisoning

51 — 100 962

to collect contexts from a column page. Based on
the procedures above, as shown in Figure 2, the con-
text set D used for context retrieval consists of the
context set C ′ used only for context retrieval and the
context set C of the test examples of how-to tip QA
examples.

3 BERT Retrieval Model

This section describes the structure of the BERT re-
trieval model devdeloped based on Karpukhin et al.
(2020), the training method, and the retrieval proce-

increase their numbers through annotation to additional data.
The reason why the number of examples for “apartment,” “hay
fever,” “dentist,” and “food poisoning” is less than those of “job
hunting” and “marriage” is simply that the annotation proce-
dure had started from “job hunting” and “marriage.” It is quite
possible to collect the same number of examples for each topic
“apartment,” “hay fever,” “dentist,” and “food poisoning.”

dure.
This BERT retrieval model uses two independent

BERT models (Devlin et al., 2019)9 as a question
encoder Eq and a context encoder (in Karpukhin et
al. (2020), passage encoder) Ec. The BERT model
is applied to each input question Q and context C
and the representations of the output CLS tokens
are used as the representations Eq(Q) and Ec(C)
of question Q and context C. The cosine similar-
ity of the following equation is used as the similarity
between the encoded Q and C.

sim(Q,C) =
Eq(Q) · Ec(C)

∥ Eq(Q) ∥ ∥ Ec(C) ∥ (1)

In the process of training the model, for i =
1, . . . ,m, a set of the question Qi, one relevant (pos-
itive) context C+

i that contains the reference answer
and n irrelevant (negative) contexts C−

i that do not
contain the reference answer, is used as a training
instance.

(Qi, C
+
i , C−

i,1, . . . , C
−
i,n) (2)

and m sets of such a tuple are collected as a set T
of training data.

T =
{
(Qi, C

+
i , C−

i,1, . . . , C
−
i,n)

∣∣∣i = 1, . . . ,m
}

We optimize the loss function below that is the neg-

9The BERT retrieval model was implemented using
the HuggingFace version (https://github.com/
huggingface/ transformers). A multilingual cased
model was adopted as the pre-training model．
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ative log likelihood of the positive context:

L(Qi, C
+
i , C−

i,1, . . . , C
−
i,n) =

− log
esim(Qi,C

+
i )

esim(Qi,C
+
i ) +

n∑

j=1

(esim(Qi,C
−
i,j))

(3)

Furthermore, to create the training dataset of a
question Q and a context C that contains the ref-
erence answer above, we follow the strategy of “in-
batch negatives” of Karpukhin et al. (2020). In this
strategy, assume that we have B questions in a mini-
batch and each one is associated with a relevant con-
text. Roughly speaking, for each question Qi in a
mini-batch, there exist B−1 contexts, each of which
is the relevant context of one of other B−1 questions
in the same mini-batch. However, for the question
Qi, each of those B − 1 contexts can be regarded as
an irrelevant context. With this strategy, it enables us
to create B training instances in each batch, where
there are B − 1 negative contexts for each question.
This strategy is known as effective for boosting the
number of training examples.

When we retrieve the contexts, the fine-tuned
BERT model is used to pre-encode the contexts used
for context retrieval, where the contexts are indexed
using FAISS (Johnson et al., 2021) offline. For each
question, the Top n contexts are output as retrieval
results under the similarity scale of the formula (1).

4 Evaluation

4.1 The Dataset
Table 1 shows the number of web pages and the
number of contexts used for creating how-to tip QA
examples, as well as the number of contexts used
only for context retrieval in the evaluation. Table 2
also shows the number of questions in how-to tip QA
examples and Table 3 shows the number of how-to
tip QA examples and factoid QA examples, respec-
tively.

4.2 Evaluation Procedure
We use the following three types of context retrieval
models to evaluate our dataset.

(i) TF-IDF model.
(ii) BERT retrieval model.

Table 2: Number of questions related to how-to tip

topic
For creating
Training set

For creating
Test set

job hunting 795 50
marriage 799 49
apartment — 50

others — 49

Table 3: The number of QA examples
(a) factoid QA examples

training/test

The number of sets of
context，question

and answer
(answerable/unanswerable)

training 27, 427/28, 742

test 50/50

(b) how-to tip QA examples

topic

The number of sets of
context, question

and answer
(answerable/unanswerable)
Training set Test set

job hunting 807/807 50/50

marriage 807/807 50/50

apartment — 50/50

others — 50/50

(iii) “TF-IDF+BERT” model, which takes the sum
of (i) and (ii) scores.

For (i), to build the TF-IDF (Chen et al., 2017)
model10, we add a stop word list in Japanese-
SlothLib11. For each context set of the topics of “job
hunting,” “marriage,” “apartment,” and the mixture
of “hay fever,” “dentist,” and “food poisoning,” one
TF-IDF model is built.

As described in Section 3, for (ii), we use the set
of the pairs of question Q and the context C that
contains the reference answer as the training data.
The numbers of the set of the question Q, the context
C, and the answer A are as shown in Table 3(b),
where we use only the answerable training data for
the topics “job hunting” and “marriage” and fine-
tune the BERT retrieval model.

10https://github.com/facebookresearch/
DrQA

11http://svn.sourceforge.jp/svnroot/
slothlib/
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Figure 4: Evaluation results of the three types of context retrieval models (with top n accuracy of the retrieved contexts)

For (iii), we use the inner product of the TF-IDF
models feature vector of the question Q and the con-
text C as the score ST (Q,C) of the TF-IDF model
and use the cosine similarity between Q and C that
are encoded by the BERT retrieval model as the
score SB(Q,C). For one question Qi, suppose that
ST (Qi, Cj)(j = 1, . . . , n) are the scores for the n
candidate contexts12; the following equation gives
the score ST+B(Qi, Cj) of the “TF-IDF+BERT”
model, which is the sum of the scores of (i) and (ii):

ST+B(Qi, Cj) = ST (Qi, Cj) + SB(Qi, Cj) (4)

Based on ST+B , we rank the candidate contexts, and
the top k (k = 1, . . . , n) contexts are output as the
results.

Meanwhile, the following three types of QA ex-
amples are used to fine-tune the BERT (Devlin et
al., 2019) MRC model.

12The score ST (Qi, Cj)(j = 1, . . . , n) is supposed to be
normalized by the Min-Max method (minimum value is 0,
whereas the maximum value is 1).

(i) Factoid QA examples (the training examples
are shown in Table 3(a)).

(ii) How-to tip QA examples of “job hunting” and
“marriage” (the training examples are shown in
Table 3(b)).

(iii) A mixture of both (i) and (ii).

As the version of the BERT implementation, which
can handle a text in Japanese, the TensorFlow ver-
sion13 and the Multilingual Cased model14 were
used as the pre-trained model. Before applying
BERT modules, MeCab was applied with IPAdic
dictionary, and the Japanese text was segmented into
a morpheme sequence. Then, within the BERT fine-
tuning module, the WordPiece module with 110k
shared WordPiece vocabulary was applied, and the
Japanese text was further segmented into a subword

13https://github.com/google-research/bert
14Trained in 104 languages, available from https:

//github.com/google-research/bert/
blob/master/multilingual.md.
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Figure 5: Evaluation results of machine reading at scale for three types of datasets used to fine-tune the BERT MRC
model (with the TF-IDF model for context retrieval)
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Figure 6: Evaluation results of the three types of context retrieval models (with the MRC model trained with how-to
tip QA examples)
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Figure 7: Manual evaluation results of the three types of context retrieval models (with the MRC model trained with
how-to tip QA examples)

unit sequence. Finally, the BERT fine-tuning mod-
ule for MRC model15 was applied.

The how-to tip MRC model is applied to top n
(n = 1, . . . , 50) retrieved contexts. Then, the an-
swer with the highest score of the MRC model is
chosen as the MRC model’s output. Finally, we
measure the F1 score which is calculated against the
morpheme sequence of the reference answer.

In the manual evaluation16, comparing the
model’s output and the reference answer, we evalu-
ate the result manually according to the three evalua-
tion criteria of “Exact Match” (EM), “Partial Match”
(PM) and “Another Answer” (AA). We consider it
the criterion for “Partial Match,” when sufficient
but partial information overlaps between the model’s
output and the reference answer. The criterion on
“Another Answer,” we consider it an answer when
the condition “It is different from the reference an-
swer, but contains enough information to answer
the question” is satisfied. Then, we can calculate
the ratio of the numbers of “Exact Match”, “Partial
Match” and “Another Answer” (EM+PM+AA).

4.3 Evaluation Result
Figure 4 shows the results of evaluating three types
of context retrieval models in terms of top n re-
trieval accuracy, measured as the rate of queries for
which the top n contexts include those with the ref-
erence answers. Figure 4(a) shows that the BERT
retrieval model performs worse for cases other than
“job hunting.” This is mainly because, for the topics

15run_squad.py, with the number of epochs of 2, batch
size of 8, and learning rate of 0.00003.

16One of the author of the paper conducted a manual evalua-
tion.

other than “job hunting,” the queries for evaluation
tend to include morphemes that appear in the con-
texts with the reference answers, which makes the
TF-IDF model perform much better than the BERT
retrieval model. For topic “job hunting,” however,
the queries for evaluation tend to include a relatively
small number of morphemes that appear in the con-
texts with the reference answers, which happens to
benefit the BERT retrieval model and makes it per-
form comparatively well with the TF-IDF model.
By simply adding the scores of the two models, the
“TF-IDF+BERT” model performs the best.

Figure 5 compares the three types of datasets used
to fine-tune the BERT MRC model where the TF-
IDF model is used for context retrieval. Similar to
the evaluation results in Chen et al. (2020), also in
the case of how-to tip MRC at scale in this paper, the
performance of the model trained only by the factoid
QA examples was significantly worse, whereas the
one trained with the mixture of factoid + how-to tip
QA examples performed the best. Overall, as the
number of top n contexts increases, the model’s per-
formance tends to decrease on the contrary. This is
simply because, as the number of top n contexts in-
creases, not only those contexts with the reference
answer, but also other contexts are included in the
top n contexts, which damages the final MRC model
results.

Figure 6 also compares the three types of context
retrieval models, where the MRC model is trained
with how-to tip QA examples17. Similarly, in Fig-
ure 4, the TF-IDF model performs well. Also, from

17The MRC model trained with the mixture of factoid + how-
to tip QA examples shows almost a similar performance.
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both Figure 5 and Figure 6, it can be seen that the
MRC model trained with the topics of “job hunt-
ing” and “marriage” performs fairly well in how-to
tip MRC on other topics such as “apartment,” “hay
fever,” “dentist,” and “food poisoning.” From this
result, it is sufficient to collect how-to tip QA exam-
ples only for one or two topics such as ‘job hunting”
and “marriage,” and then fine-tune the MRC model,
which applies to how-to tip MRC of any topic.

Finally, Figure 7 shows the manual evaluation
result of the MRC model trained with how-to tip
QA examples. Overall, the “TF-IDF+BERT” model
performs the best in the evaluation of the perfor-
mance of the MRC model for the topics of “job
hunting” and “marriage.” Compared with the auto-
matic F1 results in Figure 6, it seems that the rela-
tive performance of the “TF-IDF+BERT” model im-
proves simply because, by manual evaluation, cer-
tain nonliteral expressions within the “Another An-
swer” contribute to improving the performance of
the “TF-IDF+BERT” model.

5 Related Work

Related studies of machine reading at scale, i.e.,
Chen et al. (2017), Karpukhin et al. (2020), Nishida
et al. (2018), and Lee et al. (2019) investigated ma-
chine reading at scale in the context of factoid MRC.
In Chen et al. (2017), machine reading at scale is re-
alized by combining TF-IDF, which is used to real-
ize context retrieval, and a neural MRC model using
RNN. Karpukhin et al. (2020) used BERT (Devlin
et al., 2019) for retrieval and then applied it to build
a system for machine reading at scale. Moreover,
in Nishida et al. (2018), machine reading at scale
is realized via multi-task learning of information re-
trieval and MRC. Meanwhile, Lee et al. (2019) pro-
posed an end-to-end framework for machine reading
at scale that trains the retrieval and reading compre-
hension models.

In this paper, similar to Chen et al. (2017), TF-
IDF model is used for the context retrieval part com-
pared with those previous works, whereas another
retrieval model (Karpukhin et al., 2020) by BERT is
also investigated in this paper. For the part of read-
ing comprehension, we use the BERT model instead.
Combining these two parts, machine reading at scale
is realized. Compared with that of Karpukhin et al.

(2020), it is also important to note that we evaluate
the performance change of the MRC model when
the number of top n contexts increases, where it is
observed that, in the case of our how-to tip QA ex-
amples, the optimal performance is around n = 1.

6 Conclusion

In this paper, we proposed a method to collect the
contexts from the column pages that are not used
to train the MRC model in Chen et al. (2020) and
then use them to evaluate how-to tip machine read-
ing at scale. Then, consequently, we developed a
dataset that contains thousands of contexts for how-
to tip machine reading at scale. Furthermore, we
evaluated the three types of context retrieval mod-
els and showed that the “TF-IDF+BERT” model is
the most effective. Future works include expanding
the dataset as well as designing the evaluation proce-
dure to be more reliable by introducing the notion of
repeated trials and considering statistical measures
such as variance (Dodge et al., 2020).
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Abstract

Linguistic knowledge plays an important role
in assisting models to learn informative rep-
resentations that could help guide better nat-
ural language generation. In this paper,
we develop a Transformer-based abstractive
multi-document summarization method with
linguistic-guided attention (LGA) mechanism
for better representation learning. The pro-
posed linguistic-guided attention mechanism
can be seamlessly incorporated into multi-
ple mainstream Transformer-based summa-
rization models to improve the quality of the
generated summaries. We develop the pro-
posed method based on Flat Transformer (FT)
and Hierarchical Transformer (HT), named
ParsingSum-FT and ParsingSum-HT respec-
tively. Empirical studies on both models
demonstrate this simple but effective mecha-
nism can help the models outperform existing
Transformer-based methods on the benchmark
datasets by a large margin. Extensive analyses
examine different settings and configurations
of the proposed model, providing a good ref-
erence to the text summarization community.

1 Introduction

Multi-document summarization (MDS) is a critical
task in natural language processing aiming at gener-
ating a informative summary from a set of content-
related documents. There are two types of summary
generation: extractive summarization by selecting
salient sentences from original texts directly and ab-
stractive summarization to generate summaries by
models from the understanding of the input con-

tents (Ma et al., 2022). Under comparison, abstrac-
tive summarization is more challenging because it
requires models to truly understand the input docu-
ments and generate corresponding summaries. With
the development of deep learning techniques, neural
network-based models that can help to capture high-
quality latent features are widely applied in MDS
(Dhakras et al., 2018; Alexander et al., 2019; Liu et
al., 2019; Li et al., 2020; Han et al., 2020; Wen et
al., 2021; Beltrachini et al., 2021).

Recently, Transformer (Ashish et al., 2017) shows
outstanding performances in various natural lan-
guage processing tasks, and it is also introduced into
MDS (Alexander et al., 2019). Transformer has nat-
ural advantages for parallelization and could retain
long-range relations between pairs of tokens among
documents. Liu et al. (Liu et al., 2018) adopted a
Transformer model to generate Wikipedia articles.
The model selects top-K tokens and feeds them into
the decoder-only sequence transduction. Built upon
this work, Liu et al. (Liu et al., 2019) proposed a Hi-
erarchical Transformer (HT) containing token-level
and paragraph-level Transformer layers for cross-
document relations capturing. Wen et al. (Wen
et al., 2021) proposed a pre-train language model
PRIMERA, using encoder-decoder transformers to
simplify the processing of concatenated input doc-
uments, leverages the Longformer (Beltagy et al.,
2020) to pre-train with a novel entity-based sentence
masking objective. However, computing token-wise
self-attention in the Transformer takes pairs of to-
ken relations into account but lacks syntactic support
that may cause content irrelevance and deviation for
summary generation (Jin et al., 2020).
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Table 1: Generated summaries via different MDS mod-
els. Different colors mean different thought groups.

Source
Docu-
ments

a girl reported missing more than
two years ago when she was 15
told police she escaped a home in
illinois ... ... they recovered the
child and arrested a 24-year-old
man ... ... she was 15 when she
disappeared. she escaped from the
home in washington park earlier
this week and went to police ...

HT ... she was also taken into custody.
...

FT ... the girl , who was 15 when she
escaped from a home in washing-
ton park earlier this week. ...

ParsingSum-
HT (Ours)

... a 24-year-old man were ar-
rested and taken into custody. ...

ParsingSum-
FT (Ours)

... she was 15 when she disap-
peared from the home. ...

Many research works seek to incorporate linguis-
tic knowledge to further improve the quality of sum-
maries. Daniel et al. (Daniel et al., 2007) suggested
that linguistic knowledge help improve the informa-
tiveness of summaries. Sho et al. (Sho et al., 2016)
proposed an attention-based encoder-decoder model
that adopts abstract meaning representation parser to
capture structural syntactic and semantic informa-
tion. The authors also pointed out that for natural
language generation tasks in general, semantic in-
formation obtained from external parsers could help
improve the performance of encoder-decoder based
neural network model. Patrick et al. (Patrick et
al., 2019) adopted named entities and entity coref-
erences for summarization problem. Jin et al. (Jin
et al., 2020) enriched a graph encoder with seman-
tic dependency graph to produce semantic-rich sen-
tence representations. Song et al. (Song et al., 2020)
presented a LSTM-based model to generate sen-
tences and the parse trees simultaneously by com-
bining a sequential and a tree-based decoder for ab-
stractive summarization generation.

Dependency parsing, an important linguistic
knowledge that retains the intra-sentence syntac-
tic relations between words, has been adopted and
shown promising results in a variety natural lan-
guage processing task (Hiroyuki et al., 2019; Sun et

al., 2019; Kai et al., 2020; Cao et al., 2021; Wu et al.,
2017). The parsing information is usually formed
as a tree structure that offers discriminate syntactic
paths on arbitrary sentences for information propa-
gation (Sun et al., 2019). The grammatical struc-
ture between the pair of words can be extracted from
the dependency parser helping the model retain the
syntactic structure. Therefore, in this work, we in-
troduce a generic and flexible framework linguistic
guided attention to incorporate dependency informa-
tion into the Transformer based summarization mod-
els. We develop the proposed framework based on
Flat Transformer (FT) and Hierarchical Transformer
(HT), named ParsingSum-FT and ParsingSum-HT.
Our proposed models can also be applied for both
single and multiple document summarization.

Table 1 is an example to illustrate why depen-
dency information helps improve the quality of sum-
maries. The data source is from Multi-News dataset
(Alexander et al., 2019). The HT model can not
distinguish who was arrested: it should be “a 24-
year-old man” rather than “she”. In contrast,
ParsingSum-HT (our model) shows consistent con-
tent with source documents. The potential reason
is that the dependency parsing captures the relation
between “arrested” and “man”, which keeps the
token relations for summaries generation. We also
find the FT model mingles two events within two
sentences. However, the source documents show
two events: (1) the disappearance of the girl in Illi-
nois was at her age of 15; (2) she escaped from
her Washington Park home two years later. Com-
paratively, ParsingSum-FT (our model) retains cor-
rect information. This is due to, from the linguistic
perspective, a sentence is a linguistic unit that has
complete meaning (Halliday et al., 2014). Further-
more, dependency parsing focuses on intra-sentence
relations that help summaries retain correct syntac-
tic structure. The main contributions of this paper
include:

• We propose a simple yet effective linguistic-
guided attention mechanism to incorporate
dependency relations with multi-head atten-
tion. The proposed linguistic-guided attention
can be seamlessly incorporated into multiple
mainstream Transformer-based summarization
models to improve their performances.
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Figure 1: The framework of ParsingSum. The set of documents are first fed into the encoder to generate the repre-
sentations. In the meantime, these documents are input to a dependency parser to produce their sentence dependency
information. The dependency information matrix will be further processed into a linguistic-guided attention mecha-
nism and then fused with Transformer’s multi-head attention to guide the downstream summary generation.

• We evaluate and compare the proposed model
with several strong techniques. The results of
automatic and human evaluation demonstrate
that the models equipped with the linguistic-
guided attention receive better performances
over the compared models.

• We provide an extensive analysis of various set-
tings and configurations of the proposed model.
These results can help researchers understand
the intuition of ParsingSum and serve as an
informative reference for the summarization
community.

2 Methodology

Figure 1 presents the framework of the proposed
model ParsingSum. The proposed linguistic-guided
attention mechanism is generic and flexible to be
applied in different Transformer structures. Inside
the model, the encoder is a representations learner
to learn distinctive feature representations from the
source documents and decoder is able to decipher
representations into language domain for summary
generation. More concretely, the document sets are
first fed into a Transformer-based encoder for rep-
resentation learning. Meanwhile, the source docu-
ments are passed into an external dependency parser
to fetch the dependency relations. These relations
and the Transformer’s multi-head attention then be
input into the linguistic-guided attention mechanism
to construct the linguistic attention map. With the
assistance of linguistic information, the model can
grasp intra-sentence linguistic relations for sum-
maries generation.

2.1 Dependency Information Matrix
Dependency grammar is a family of grammar for-
malisms that plays an important role in natural lan-
guage processing. The dependency parser constructs
several dependency trees that represent grammatical
structure and the relations between head words and
corresponding dependent words. To utilize these de-
pendency information, we first adopt an external de-
pendency parser (Dozat et al., 2017), which can han-
dle sentences of any length, to generate a set of de-
pendency trees from multiple documents. The trees
contain dependencies between any pair of dependent
words in one sentence. Let P denotes the depen-
dency information matrix for one sentence. pij ∈ P
is a dependency weight between token ti and token
tj . We simplify the definition of the weight as shown
in Eq.(1):

pij =

{
1 ti ⊖ tj
0 ti ⊘ tj

(1)

where ti ⊖ tj indicates that ti and tj have a depen-
dency relation, while ti ⊘ tj represents there is no
dependency between the two tokens. To simplify
the model, we consider the relations are undirected
by ignoring the direction of head word and depen-
dent word. For any pair of tokens, as long as there
is a dependency between them, the dependency in-
formation matrix is assigned a value of 1, otherwise
it will be set to 0. We hope to keep all dependency
relations between the pair words in a simple yet ef-
fective manner.

2.2 Linguistic-Guided Attention Mechanism
In order to process source documents effectively and
preserve salient source relations in the summaries, in
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Figure 2: The linguistic-guided attention mechanism. The given exemplary sentence The issues are vexing and com-
plex. is from Multi-News dataset (Alexander et al., 2019). Different properties of vocabularies and relations between
words are included in the parsing information. The linguistic-guided attention mechanism incorporates the depen-
dency information matrix P constructed from dependency trees of the input content and the Transformer’s multi-head
attention of this input content.

ParsingSum, we propose a novel linguistic-guided
attention mechanism to extend the Transformer ar-
chitecture (Ashish et al., 2017; Liu et al., 2019).
Figure 2 depicts this mechanism on an exemplary
sentence from Multi-News dataset (Alexander et al.,
2019). linguistic-guided attention joins the depen-
dency information matrix with the multi-head atten-
tion from source documents to generate syntactic-
rich features. The linguistic-guided attention mech-
anism can be viewed as learning graph representa-
tions for the input sentences. Let xli ∈ Rdmodel∗1

denotes the output vector of the last encoding layer
of Transformer for token ti. For the attention head
headz ∈ Head(j = 1, 2, ..., h), h represents the
number of head. We have:

qi,headz =W q,headzxli

ki,headz =W k,headzxli

vi,headz =W v,headzxli

(2)

where W q,headz , W k,headz , W v,headz ∈ Rdk∗dmodel

are weight matrices. dk is the dimension of the key,
query and value. qi,headz , ki,headz , vi,headz ∈ Rdk∗1

are sub-query, sub-key and sub-values in different
heads and we concatenate them respectively:

Qi = concat(qi,head1
, qi,head2

, ..., qi,headh
)

Ki = concat(ki,head1
, qi,head2

, ..., qi,headh
)

Vi = concat(vi,head1
, qi,head2

, ..., qi,headh
)

(3)

where Qi,Ki, Vi ∈ Rh∗dk∗1 are corresponding key,
query and value for attention calculation. In Pars-
ingSum, the linguistic-guided attention merges de-
pendency information with multi-head attention in
the following manner:

LGAttij = αMij ⊙Attij +Attij (4)

where
Attij = softmax

(
Qi

TKj√
dk

)
(5)

Mij = Stack h(pij) (6)

where α is a trade-off hyper-parameter to balance
the linguistic-guided information Mij and multi-
head attention Attij . In order to fuse dependency
weight pij , we build a function stack h(·) to repeat
pij on the dimension of head to have the same size
with Attij ∈ Rh∗1∗1. ⊙ denotes the element-wise
Hadamard product. Then, we have:

Contexti =
∑

j

LGAttij · Vj (7)

where Contexti represents the context vectors gen-
erated by linguistic-guide attention. Later on,
two layer-normalization operations are applied to
Contexti to get the output vector of current encoder
layer for token ti:

xl+1
i = LayerNorm (ki + FFN (ki)) (8)

ki = LayerNorm
(
xli + Contexti

)
(9)
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where FFN is a two-layer feed-forward network
with ReLU as activation function. Then, the learned
feature representations are passed into multiple de-
coder layers that are fairly similar to the Flat Trans-
former structure (Sebastian et al., 2018).

3 Experiments

In this section, we report the effectiveness of the pro-
posed linguistic-guided attention. Extensive analy-
ses have been done on how to select suitable fusion
weights in linguistic-guided attention, as well as the
influence of batch size for model training. Later on,
discussions on different fusion methods and their vi-
sualization are conducted.

3.1 Models for Comparison
We compare ParsingSum with the following models:
LexRank computes the importance of a sentence-
based on the concept of eigenvector centrality in a
sentence graph (Gunes et al., 2004). TextRank is
a graph-based ranking model (Rada et al., 2004).
Maximal Marginal Relevance (MMR) (Jaime et al.,
1998) considers the importance and redundancy of a
sentence in a complementary way to decide whether
to select the sentence for the summary. SummPip
(Zhao et al., 2020) considers both linguistic knowl-
edge and deep neural representations for summary
generation. BRNN1 is an bidirectional RNN-based
model. Flat Transformer (FT) (Alexander et al.,
2019) is a Transformer-based model on a flat to-
ken sequence. Hi-MAP (Alexander et al., 2019) in-
corporates MMR into a pointer-generator network.
Hierarchical Transformer (HT) (Liu et al., 2019) is
an abstractive summarizer that can capture cross-
document relationships via hierarchical Transformer
encoder and flat Transformer decoder.

3.2 Experimental Settings
We equip the proposed linguistic-guided attention
on both Hierarchical Transformer (HT) and Flat
Transformer (FT) architectures. Two models are
thus derived: ParsingSum-HT and ParsingSum-FT.
For ParsingSum-HT, we follow the implementation
of the HT model by using six local Transformer lay-
ers and two global Transformer layers with eight

1We implement the BRNN model based
on https://github.com/Alex-Fabbri/Multi-
News/tree/master/code/OpenNMT-py-baselines

Table 2: Models comparison on Multi-News test set. We
rerun all the compared models under the same environ-
ment. The best results for each column are in bold.

Models ROUGE-F
1 2 L

LexRank 37.92 13.10 16.86
TextRank 39.02 14.54 18.33

MMR 42.12 13.19 18.41
SummPip 42.29 13.29 18.54

BRNN 38.36 13.55 19.33
FT 42.98 14.48 20.06

Hi-MAP 42.98 14.85 20.36
HT 36.09 12.64 20.10

ParsingSum-HT (Ours) 37.34 13.00 20.42
ParsingSum-FT (Ours) 44.32 15.35 20.72

Table 3: Models comparison on WCEP-100 test set. The
best results for each column are in bold.

Models ROUGE-F
1 2 L

HT 23.20 5.78 17.45
FT 23.41 6.64 17.93

ParsingSum-HT (Ours) 24.03 6.42 18.31
ParsingSum-FT (Ours) 26.45 7.06 18.98

heads2. For ParsingSum-FT, we follow FT model
settings and adopt four encoder layers and four de-
coder layers3. For training, we use Adam optimizer
(β1=0.9 and β2=0.998). The dropout rates of both
encoder and decoder are set to 0.1. The initial learn-
ing rate is set to 1 × 10−3. The first 8000 steps are
trained for warming up and the models are trained
with a multi-step learning rate reduction strategy.
We evaluate the proposed model and compare its
performances with multiple baseline models using
ROUGE scores (Lin et al., 2004), the most com-
monly used evaluation metrics, and human evalua-
tion. The experiments are conducted on two datasets
: Multi-News dataset (Alexander et al., 2019) and
WCEP-100 dataset (Demian et al., 2020). Multi-
News a large-scale English MDS benchmark dataset

2We train the HT model on one GPU for 100,000 steps with
batch-size 13,000.

3We implement the FT model based
on https://github.com/Alex-Fabbri/Multi-
News/tree/master/code/OpenNMT-py-baselines. We train
the FT model for 20,000 steps with batch-size 4096 on one
GPU.
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Table 4: The analysis of fusion weights of linguistic-
guided attention on Multi-News validation set. The best
results for each column are in bold.

Models ROUGE-F
1 2 L

HT 36.02 12.57 20.05
ParsingSum-HT (α=1) 36.71 12.79 20.27
ParsingSum-HT (α=2) 35.64 12.18 19.80
ParsingSum-HT (α=3) 36.74 12.86 20.29

FT 42.81 14.25 19.81
ParsingSum-FT (α=1) 43.69 14.67 19.95
ParsingSum-FT (α=2) 43.84 15.01 20.50
ParsingSum-FT (α=3) 43.61 14.92 20.13

extracted from news articles. It includes 56,216
article-summary pairs and it is further scattered with
the ratio 8:1:1 for training, validation and testing re-
spectively. Each document set contains 2 to 10 arti-
cles with a total length of 2103.49 words. The av-
erage length of golden summaries is 263.66 words.
WCEP-100 consists of 10,200 document sets (8158
for training, 1020 for validation and 1022 for test-
ing) with one corresponding human-written sum-
mary. The average length of the summaries are 32
words. Deep Biaffine dependency parsing (Dozat et
al., 2017) are used to generate dependency informa-
tion for these source documents.

3.3 Overall Performance
We evaluate the proposed ParsingSum-HT,
ParsingSum-FT and compare them with multi-
ple mainstream models on both Multi-News and
WCEP-100 datasets. For fair comparisons, we
rerun all the compared models under the same
environment. For Multi-News dataset, as shown
in Table 2, the ParsingSum-HT model receives
higher ROUGE scores (across all ROUGE-1,
ROUGE-2 and ROUGE-L) steadily compared to the
original HT model. The linguistic-guided attention
helps the model raise 1.25 on ROUGE-1 score,
0.36 on ROUGE-2 score, and 0.32 on ROUGE-L
respectively. It indicates the outstanding capability
of ParsingSum models to retain the intention of
original documents when generating summaries. A
similar phenomenon shows on the ParsingSum-FT
model. More specifically, ParsingSum-FT sur-
passes FT model 1.34 on ROUGE-1 score, 0.87
on ROUGE-2 score, and 0.66 on ROUGE-L score,

Table 5: Human evaluation results on the Multi-News
dataset. The best results for each column are in bold.

Models Fluency Informativeness Consistency
Hi-MAP 2.53 2.80 2.33
FT 2.47 2.67 2.60
HT 2.20 2.13 2.40
ParsingSum-HT 2.73 2.93 2.87
ParsingSum-FT 2.87 2.87 2.73

which shows the effectiveness of linguistic-guided
attention on the Transformer-based models. It is
worth noting that the proposed ParsingSum-FT is
able to outperform its baseline (i.e., FT model) by a
large margin and also receives the highest ROUGE
scores across all the compared methods. The effect
of linguistic-guided attention can be verified on the
WCEP-100 dataset. The ROUGE results can be
improved on both two version of Transformer based
summarization models. These results indicate the
outstanding capability of linguistic-guided attention
to retain the intention of original documents when
generating summaries.

3.4 Human evaluation

Although ROUGE are the standard evaluation met-
rics for summarization tasks, they focus on lexi-
cal matching instead of semantic matching. There-
fore, in addition to the automatic evaluation, we
access model performance by human evaluation
in a semantic way. We invite three annotators
who research natural language processing to eval-
uate the performance of five models (Hi-MAP,
FT, HT, ParsingSum-FT, ParsingSum-HT) indepen-
dently. For each model, 30 summaries are randomly
selected from the Multi-News dataset. Three criteria
are taken into account to evaluate the quality of gen-
erated summaries: (1) Informativeness: how much
important information does the generated summary
contain from the input document? (2) Fluency: how
coherent are the generated summaries? (3) Con-
sistency: how closely the information in the gener-
ated summaries are consistent with the input docu-
ments? Annotators are asked to give scores from 1
(worst) to 5 (best). Table 5 summarizes the compar-
ison results of five summarization models. For each
model, the score of each criterion is computed by
averaging the score of all summary samples. The re-
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Figure 3: The performance of ParsingSum-HT on small (in blue) and large batch-size setting (in red).

Table 6: Performance of ParsingSum-HT via different fu-
sion methods on Multi-New validation set. The best re-
sults for each column are in bold.

Models ROUGE-F
1 2 L

ParsingSum-HT (P0.25) 19.50 3.40 12.59
ParsingSum-HT (G0.25) 16.84 1.92 11.36

ParsingSum-HT (G8) 20.18 3.55 13.00
ParsingSum-HT (α=3) 36.74 12.86 20.29

sults demonstrate that the Transformer based models
equipped with linguistic-guided attention are able
able to generate higher quality summaries than the
baseline models in terms of informativeness, flu-
ency, and consistency. These human evaluation re-
sults further validate the effectiveness of our pro-
posed linguistic-guided attention mechanism.

3.5 Analysis

We further analyze the effects of the trade-off pa-
rameter α and batch-size in ParsingSum. We also
examine and discuss different manners to incorpo-
rate parsing information into the proposed model.

The Analysis of the Fusion Weights. The trade-off
factor α controls the intensity of attention from a lin-
guistic perspective to be fused with multi-head atten-
tion. To analyze its importance, we conduct experi-
ments by setting α to 0, 1, 2, and 3 (α = 0 denotes the
naive Transformer model without linguistic-guided
attention) on the two proposed models on the vali-
dation set. The results are shown in Table 4. Gener-
ally, there is an increasing trend with the increment
of α. This rising trend further proves assigning a rel-
atively larger α in a suitable range can improve the

performance of summarization models.

The Analysis of Batch-size. Batch-size is consid-
ered to have a great effect on the mini-batch stochas-
tic gradient descent process of model training (Smith
et al., 2018) and it will thus further affect the model
performance. To validate it empirically, we train the
model with small/large batch-size (the small batch-
size is 4,500 and the large one is 13,000) of the
ParsingSum-HT model. The experiments are con-
ducted with different α. The results in Figure 3 show
that smaller batch-size reduces the performance on
all the evaluation metrics. Interestingly, the ROUGE
scores of the small batch-size setting are steadily in-
creasing withα changes from 1 to 3; when the model
is trained with large batch-size, the increasing trend
is retained but the ROUGE scores are jittering when
α equals two. It indicates different batch-sizes have
different sensitivities towards the change of α.

The Analysis of the Fusion Methods. How to inte-
grate the parsing information into the Transformer-
based model is important in our work. In addition
to the fusion method introduced in Section 2.2, we
attempt several other fusion methods under a small
batch-size setting of the ParsingSum-HT model: (1)
Direct fusion. Weight the dependency parsing ma-
trix and add it directly to the multi-head attention. It
denotes as ParsingSum-HT (P0.25):

LGAttij = 0.25Mij +Attij (10)

(2) Gaussian-based fusion. We adopt the idea
from (Li et al., 2020) and apply Gaussian weights
to the product of the dependency information and
the multi-head attention. The Gaussian weights
are set to 0.25 (ParsingSum-HT (G0.25)) and 8
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Figure 4: Visualization of different fusion methods. (a) HT model; (b) ParsingSum-HT (α=1); (c) ParsingSum-HT
(P0.25); (d) dependency parsing matrix; (e) ParsingSum-HT (α=3); (f) ParsingSum-HT (G0.25).

(ParsingSum-HT (G8)):

LGAttij =
(1−MijAttij)

2

0.25
+Attij (11)

LGAttij =
(1−MijAttij)

2

8
+Attij (12)

Figure 4(a) and 4(d) represent the heatmap of the
HT model and dependency parsing matrix. Fig-
ure 4(b), 4(c), 4(e), and 4(f) illustrate the attention
maps of different fusion methods. Table 6 presents
the performance of the mentioned fusion methods
on Multi-New validation set. ParsingSum-HT with
α=3 receives the best results for all ROUGE scores.
The potential reason is that through direct fusion and
Gaussian fusion, the scale of the original multi-head
attention has been overwhelmed, leading to posing
the dependency information in a dominant position.
In this case, the normal gradient backpropagation
process has been disturbed. The experiment results
indicate that a direct summation of the weighted de-
pendency parsing matrix and multi-head attention

may damage the original attention. On the other
hand, a “soft” fusion (when α is adopted) of these
two attentions can achieve promising results.

4 Conclusion

This paper presents a generic framework to lever-
age linguistic knowledge to improve the perfor-
mance of abstractive Transformer-based summariza-
tion models. The proposed linguistic guided at-
tention mechanism can be seamlessly incorporated
into multiple mainstream Transformer-based sum-
marization models and can be outperform exist-
ing Transformer-based methods by a large margin.
We develop two models based on Flat Transformer
(FT) and Hierarchical Transformer (HT). The pro-
posed ParsingSum-HT and ParsingSum-FT incorpo-
rate dependency relations with Transformer’s multi-
head attention for summaries generation. The ex-
periments confirm that utilizing dependency infor-
mation from the source documents is beneficial to
guide the summaries generation process.
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Abstract

Large scale pre-trained language models
(PTLMs) such as BERT have been widely
used in various natural language process-
ing (NLP) tasks, since PTLMs greatly im-
prove the downstream task performances by
fine-tuning the parameters on the target task
datasets. However, in many NLP tasks, such
as document classification, the task datasets
often contain numerous domain specific words
which are not included in the vocabulary of
the original PTLM. Those out-of-vocabulary
(OOV) words tend to carry useful domain
knowledge for the downstream tasks. The do-
main gap caused by OOV words may limit
the effectiveness of PTLM. In this paper, we
present VART, a concise pre-training method
to adapt BERT model by learn OOV word
representations for multi-label document clas-
sification (MLDC) task. VART employs an
extended embedding layer to learn the OOV
word representations. The extended layer can
be pre-trained on the task datasets with high
efficiency and low computational resource.
The experiments for MLDC task on three
datasets from different domains with different
sizes demonstrate that VART consistently out-
performs the conventional PTLM adaptation
methods such as fine-tuning, task adaption and
other pre-trained model adaptation methods.

1 Introduction

Pre-trained language models (PTLMs) such
as GPT (Radford and Narasimhan, 2018) and
BERT (Devlin et al., 2018), which are trained
on massive unlabeled datasets, can effectively

encode rich knowledge into huge parameter spaces.
Therefore, by fine-tuning the PTLM parameters, the
encoded knowledge is able to benefit a wide range
of downstream natural language processing (NLP)
tasks (Dai et al., 2021; Liang et al., 2020; Adhikari
et al., 2019; Wang et al., 2019; Zhu et al., 2020; Gao
et al., 2019).

However, applying PTLMs to the specific domain
tasks always faces the domain gap problem. Con-
ventionally, PTLMs are trained on a large volume
of general domain datasets with a fixed vocabulary
extracted from the datasets. When applying such
general domain PTLMs on a specialized domain
dataset, e.g., patent documents, the domain gap be-
comes an important factor that hinders the perfor-
mance of PTLMs. One of the causes of the do-
main gap is the domain words which are not in-
cluded in the PLTM vocabulary. Although a PTLM
is capable to handle the out-of-vocabulary (OOV)
words by splitting each OOV word into multiple
in-vocabulary sub-words, for instance, the word
“chalcogenide” commonly seen in the patent doc-
ument will be split into five sub-words including
“ch”, “##al”, “##co”, “##gen” and “##ide” with
the vocabulary of BERT-base-cased model. As a
result, the representation of “chalcogenide” is di-
vided into five embedded vectors. Consequently, the
information of “chalcogenide” which is intuitively
preferable as an integral representation would be ig-
nored in the downstream tasks. Since those OOV
words tend to carry rich domain knowledge, the in-
formation loss potentially limits the effectiveness of
PTLMs for tasks such as multi-label document clas-
sification (MLDC), which is known as a fundamen-
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tal and essential NLP task and has been widely ap-
plied in specific domain tasks such as clinical code
prediction (Scheurwegs et al., 2017; Mullenbach et
al., 2018) for electronic health record (EHR) texts
and biomedical document classification (Du et al.,
2019; Baker and Korhonen, 2017). The datasets for
domain-specific MLDC tasks always contain a large
number of domain OOV words which challenge the
use of PTLMs.

In order to bridge the domain gap for PTLMs, a
plenty of researches have been conducted. Some
of the prior researches have focused on fine-tuning
PTLMs for text classification (Sun et al., 2019),
while other researches have addressed the issue by
adapting the PTLMs to the target domain datasets
by training PTLMs from scratch with a new vocabu-
lary, such as SciBERT (Beltagy et al., 2019). How-
ever, the fine-tuning approach is focused on adapt-
ing the PTLM parameters to the target domain and
leaves aside the OOV issue, while training PTLMs
from scratch sets an extremely high demand of com-
putational resource and it is time-consuming. To
solve the domain OOV problem efficiently, there are
recent researches focusing on extending the orig-
inal PTLM vocabulary with target domain words,
such as exBERT (Tai et al., 2020), which comple-
ments the original BERT model with another BERT
model for learning the OOV representations. How-
ever, exBERT model still faces the problems of effi-
ciency and training complexity.

Inspired by the work of exBERT, we propose
VART, a Vocabulary Adapted BERT model which
adapts the original BERT model by extending
the vocabulary with the target domain vocabulary.
Specifically, we just extend the embedding layer of
BERT model to learn the OOV word representa-
tions while inheriting other BERT layers and then
pre-train the model on the downstream task datasets.
Comparing with exBERT, the main contributions of
this work are summarized as follows:

• We demonstrate a concise training method
to extend the BERT vocabulary with domain
OOV words. VART overcomes the problems
that remained in exBERT by boosting the ef-
ficiency in both pre-training and fine-tuning
phases while saving computational resources.

• Extensive experiments are conducted on three

datasets with different sizes and domains for
MLDC task. Although smaller in model size,
VART consistently outperforms exBERT and
other baseline methods even on an extremely
small scale task dataset.

2 Related Work

Fine-tuning PTLMs. The most common conven-
tional approach for utilizing PTLMs is fine-tuning.
Generally, fine-tuning is performed by replacing the
output layer of a PTLM with other layers which are
specified according to the downstream tasks. The
parameters of the original PTLM are preserved and
tuned on the task datasets. Various fine-tuning meth-
ods of BERT specially on document classification
task are investigated in (Sun et al., 2019), such as
studying the effectiveness of different BERT lay-
ers in the fine-tuning phase. Besides, a multi-task
learning mechanism is also used to fine-tune the
BERT model. Rietzler et al. (2019) fine-tunes the
BERT model for sentiment classification task. Dif-
ferent adaptation scenarios such as in-domain, cross-
domain and joint-domain are studied in the experi-
ments. Gururangan et al. (2020) focuses on dataset
selection for further pre-training the RoBERTa (Liu
et al., 2019) model. Various dataset selection strate-
gies, such as domain dataset selection (domain-
adaptive pre-training, DAPT) and task dataset se-
lection (task-adaptive pre-training, TAPT) are pro-
posed. The experiment results demonstrate that an
adapted PTLM is beneficial to various downstream
NLP tasks.

Domain specific PTLMs. In order to further im-
prove the performances on domain specific tasks,
such as biomedical domain, researches focusing on
training domain specific PTLMs have been proposed
in recent years. SCIBert (Beltagy et al., 2019) lever-
ages pre-training on large multi-domain scientific
publications with a new in-domain vocabulary. The
experiment shows that SCIBert outperforms general
domain BERT in the scientific domain tasks. More-
over, the in-domain vocabulary is proven helpful in
the experiment. Gu et al. (2020) pre-trains the do-
main BERT model from scratch with a customized
vocabulary on the PubMed articles. BioBERT (Lee
et al., 2019) inherits the vocabulary and the model
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Figure 1: Overview of adapting BERT model by extending the vocabulary. We will reuse the original BERT encoder
layer and further pre-train it with an extended vocabulary Vext from the target dataset. While in the pre-training phase,
we train the OOVEmbedding layer and MLM Prediction layer from scratch. Finally, the VART model is constructed
by merging the two embedding layers into one.

parameters from original BERT model and then is
further pre-trained on a large volume dataset that
mainly consisted of PubMed articles. Similarly, Lee
and Hsiang (2020) obtains a BERT model in patent
domain by fine-tuning original BERT model on over
two million patent documents.

Extending PTLM vocabulary. It is known that
training PTLMs from scratch requires powerful
computational resources and is time-consuming.
Recently proposed exBERT (Tai et al., 2020) intro-
duces a general training method to extend the orig-
inal BERT from the general domain to a specific
domain. The exBERT model preserves the original
BERT model and vocabulary. Meanwhile, another
smaller (or full size) BERT model is used to learn the
information of domain OOV words. However, there
are mainly two problems of this dual BERT model
structure. Firstly, exBERT is much larger than a sin-
gle BERT model so that it is highly inefficient in pre-
training phase. For alleviating the problem, the au-
thor proposes tradeoffs such as shrinking the size of
the extra BERT model and fixing the parameters of
the original BERT model in the pre-training phase.
However, the smaller size BERT model may be in-
adequate to learn document representations, while
the original BERT model still faces the domain gap
if the parameters are fixed. Secondly, it is non-
trivial to combine the outputs from the two BERT
encoders. For this reason, a weighting block com-
prised of a fully-connected layer and sigmoid acti-
vator is used to combine the two encoder outputs.
This increases the training complexity.

The fine-tuning PTLMs method focuses on the
model parameter adaptation and leaves aside the

OOV issue. Training domain specific PTLMs
from scratch is computational expensive and time-
consuming. Inspired by exBERT, we propose VART
to adapt the original BERT model to the target
domain by learning the representations of domain
OOV words. In order to solve the remained prob-
lems in exBERT, we use only one single BERT
model with a minor modification for the adaptive
pre-training. Comparing with exBERT, our model
boosts the efficiency in both pre-training and fine-
tuning phases without sacrificing the performances
for MLDC task.

3 Methodology

In this section, we introduce VART model which is
pre-trained with an extra OOV list from the target
dataset illustrated in Figure 1. In the first place,
we would like to define the PTLM adaptation task
in this paper. Given an original pre-trained BERT
modelB with a vocabulary Vin and a training dataset
Dt for MLDC in a specific domain, we expand Vin
to Vext with an OOV list extracted from Dt at first,
and then design an extended BERT model Bext,
which is inherited from B and is further pre-trained
with Vext. Finally, VART is derived fromBext and is
fine-tuned for downstream MLDC task. In the rest of
this paper, the term “BERT” refers to “BERT-base-
cased”1 model from Huggingface2 repository and is
implemented by Huggingface transformers3 (Wolf
et al., 2020).

1https://huggingface.co/bert-base-cased
2https://huggingface.co/
3https://github.com/huggingface/

transformers
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Figure 2: Overview of further pre-training Bext with extended vocabulary and target dataset Dt. The OMask (OOV
Mask) selects and combines embeddings embin from the original Embedding layer for the existing vocabularies and
emboov from OOVEmbedding layer for the new vocabularies.

OOV Extraction. Given a training dataset Dt of a
specific task (MLDC for this paper), we first extract
a word list Vt from Dt via WordPiece (Wu et al.,
2016) algorithm, then an OOV vocabulary Voov is
constructed by selecting all the terms in Vt but not
in Vin. Afterwards, Vext is obtained by appending
Voov to Vin. As the example shown in Figure 2, we
extract a new word “bananas” from Dt and append
the word to Vin.

Pre-training VART. The structure of original
BERT model can be categorized mainly into three
components shown in Figure 1(a). The embed-
ding layer encodes the input tokens into a real-
valued vector. The encoder is a stack of Trans-
former (Vaswani et al., 2017) blocks consist of mul-
tiple self-attention heads and learns the final repre-
sentation of the input sequence. The task layer gen-
erates the output for self-supervised tasks such as
masked language model (MLM) and next sentence
prediction (NSP).

In order to learn the representations for the OOV
words, we simply complement an extra embedding
layer to the original BERT model B while preserv-
ing the original embedding layer to encode the in-
vocabulary words. As the example shown in Fig-
ure 2, by applying OMask, only the new word “ba-
nanas” is encoded by the OOVEmbedding layer. Af-

terwards, it is handy to use OMask for combining
the embedded vectors embin and emboov. This pro-
cess is described in the following Equations, where
wi is id of the i-th word in the input sequence.

embini = Embedding((1−OMaski) · wi) (1)

emboovi = OOVEmbedding(OMaski · wi) (2)

embi = (1−OMaski)embini +OMaskiemboovi

(3)
The encoder ofBext is initialized with the encoder

in B. For the task layer, we only select MLM to
pre-train Bext in this work. Considering that the vo-
cabulary size of Vext is enlarged, the magnitude of
prediction vector from the task layer should be in-
creased to match the size of Vext. Therefore, we cre-
ate a new task layer with the proper dimension for
pre-training Bext on Dt. Considering that the ex-
tra embedding layer and the task layer in Bext need
to be trained from scratch, while the encoder layer is
inherited fromB, it is plausible to set different learn-
ing rates for those layers in the pre-training process.
Afterwards VART model is obtained by concate-
nating the two embedding layers after pre-training
Bext(see Figure1(c)). At this point, we adapt B to
the target dataset Dt by extending the vocabulary.

The final transformation brings another merit of
VART in that our model is converted into a standard
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Table 1: Datasets overview. The column “Len” denotes
the average document length of each dataset. “Labels” is
the actual label number of the dataset.

Dataset Train Test Len Labels Domain
CEI 2.4k 1.2k 277 103 Clinical
EU-Leg 45k 6k 538 4193 Law
Patent 90k 10k 66 9152 Patent

BERT model from the non-standard structuredBext.
A standard structured BERT model is much more
friendly to people who would deploy VART in their
own applications since they do not need to import
any extra libraries in their project reducing the risk
of library conflicts.

4 Experiment

4.1 Datasets

We conduct experiments on three datasets for the
MLDC task with different sizes and domains. An
overview of all the datasets is shown in Table 1.

CEI dataset4 (Larsson et al., 2017) is annotated
for chemical exposure assessments5. The dataset
contains 3.7k abstracts from PubMed documents
and is categorized by experts into 32 classes denot-
ing chemical exposure information.

EU-Leg dataset (Chalkidis et al., 2019) com-
prises 57k legislative documents from EURLEX6.
The documents are annotated with multiple concepts
from EUROVOC7 and contain about 4.3k labels in
total.

Patent dataset8 (Huang et al., 2019) is collected
from USPTO9 containing 100k patent documents,
including titles and abstracts. The hierarchical an-
notation category contains almost 9k labels.

4.2 Implementation

Pre-training. We use the exBERT library10 and
modify the training script to support the VART

4https://figshare.com/articles/dataset/Corpus and Software/
4668229

5https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5336247/
6https://eur-lex.europa.eu/
7https://publications.europa.eu/en/web/eu-vocabularies
8https://drive.google.com/open?id=1So3unr5p vlYq31gE0Ly

07Z2XTvD5QlM
9https://www.uspto.gov/

10https://github.com/cgmhaicenter/exBERT

Table 2: Learning rate settings for pre-training different
models. “BERTtapt” denotes the task adapted training
for BERT model. The subscript of exBERT and VART
models denotes the dataset on which the learning rate is
applied.

Models Original
Layers

Extended
Layers

BERTtapt 4e-05 –
exBERTother 2e-05 1e-04
exBERTCEI 4e-05 1e-04
VARTother 4e-05 1e-04
VARTEU Leg 2e-05 2e-04

model. The BERT-base-cased model, which con-
tains 12 Transformer layers with 12 self-attention
heads and 768 hidden dimension, is selected as the
original BERT model. The maximum input se-
quence length is set to 512 and only the masked lan-
guage model task is chosen to pre-train all the mod-
els.

For the extended encoder in exBERT model, we
inherit the best settings in the author’s work with
hidden size 252 and feed-forward layer size 1024
(about 33% of the original BERT model size). Dif-
ferent learning rates are set for the original BERT
layers and the extended layers in both exBERT and
VART models. The detailed learning rate settings
are listed in Table 2. We pre-train all the mod-
els for 50 epochs on the CEI dataset, 40 epochs
on the Patent dataset and 10 epochs on the EU-Leg
dataset in considering of training efficiency. The
models saved after the final epoch will be used for
the MLDC task. The batch size is set to 4 on all the
datasets. The Adam (Kingma and Ba, 2015) opti-
mizer is applied to tune the parameters. All the ex-
periments hereafter are conducted on our in-house
servers with GeForce GTX 1080 Ti/2080 Ti GPUs.

Fine-tuning. In the fine-tuning process, the hid-
den state h of the first token [CLS] is considered
as the document representation and is followed by
a fully connected layer (task layer) which predicts
the final labels. Different learning rates are set to the
pre-trained models and the task layer respectively.
2e-05 is set to all the pre-trained models, while 2e-
04 is set to the task layer on CEI dataset and 1e-04
is set on Patent and EU-Leg datasets. Moreover, a
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Figure 3: Visualization of results from different vocabularies. The line chart denotes the micro-F1 score corresponding
to the left vertical axis and the histogram shows the vocabulary size corresponding to the right vertical axis.

Table 3: Overall experiment results. “Vocab Size” de-
notes the vocabulary size for training exBERT and VART
models. For BERT models, the vocabulary size is 28,996.

Model CEI EU-Leg Patent
BiGRU-LWAN – 69.8% –
HARNN – – 54.1%
BERTfine tune 91.9% 70.4% 57.5%
BERTtapt 92.6% 70.4% 58.3%
exBERText 92.1% 71.5% 58.4%
exBERTwhole 92.8 % 70.8% 58.6%
VART 92.9% 71.2% 58.8%
Vocab Size 33,710 55,558 41,718

learning rate decay mechanism is adopted to boost
the performance in the form of Equation 4, where
α0 is the initial learning rate and decay rate is set
to 0.9. We run 20 epochs for fine-tuning on all the
datasets and the binary cross-entropy loss is used to
train the classifier. Micro-F1 score is adopted as the
evaluation metric.

α′ =
1

1 + decay rate× epoch numα0 (4)

4.3 Baseline Methods

Networks without pre-trained models.
HARNN (Huang et al., 2019) is a hierar-
chical attention-based RNN model. BiGRU-
LWAN (Chalkidis et al., 2019) adopts a label-wise
attention mechanism on the basis of a Bi-GRU
layer. The two models carried out experiments
on the same datasets as in this work and without
pre-trained models. We cite the reported results on

Table 4: Comparison of different vocabularies. Scores
in bold denote the results better than Berttapt. The
best scores are marked with †. The number in brackets
presents the vocabulary size.

Settings CEI EU-Leg Patent

Bertfine−tune
91.9%

(28,996)
70.4%

(28,996)
57.5%

(28,996)

Berttapt
92.6%

(28,996)
70.4%

(28,996)
58.3%

(28,996)

VART10k
92.9†%
(33,710)

70.8%
(33,000)

58.4%
(34,008)

VART20k
92.7%

(40,726)
70.4%

(39,507)
58.8%†
(41,718)

VART30k
92.8%

(42,659)
70.7%

(47,254)
58.6%

(50,456)

VART40k
92.8%

(49,673)
71.2%†
(55,558)

58.3%
(55,075)

Patent and EU-Leg datasets from the works directly.

Fine-tune Only. The original BERT model is di-
rectly fine-tuned for the downstream MLDC task.

Task Adaptation. We follow the task adaptation
(TAPT) method described in (Gururangan et al.,
2020) to pre-train the BERT model on each train-
ing dataset with the vocabulary unchanged at first,
and then fine-tune the adapted BERT model for the
MLDC task.

exBERT. We inherit the best settings for the ex-
tended encoder in the author’s work with hidden
size 252, feed-forward layer size 1024, 12 attention
heads and 12 hidden layers (about 33% of the orig-
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Table 5: Efficiency and computational resource cost comparison of the pre-trained models.
BERTtapt exBERT VART

Parameter size 110M 147M 122M

FLOPspre train

CEI
Patent
EU-Leg

55.2B
75B

74.6B
80.1B

60.6B
60.2B
65.6B

FLOPsfine tune

CEI
Patent
EU-Leg

43.5B 57.9B 43.5B

GPU usage 1 2 1

inal BERT model size). The exBERT model is pre-
trained based on the same vocabulary with VART
model. Moreover, there are two pre-training modes
for exBERT: training the extended model only and
training the whole model. We test the both pre-
training modes in this work.

4.4 Experiment Results and Analysis
The overall experiment results are listed in Table 3.
From the results, we can observe that the fine-
tuning method greatly improves the performances
with respect to the networks without BERT model.
This confirms the effectiveness of BERT model, not
surprisingly. Task adapted BERT model further
improves the performance of fine-tuning method,
which demonstrates that the adaptation of PTLMs
is essential to improve the performance for specific
tasks. VART achieves best scores on CEI and Patent
datasets. Although exBERT produces the best result
on EU-Leg dataset with training extended encoder
mode, the result from VART on EU-leg is close to
exBERText and is better that other baselines includ-
ing exBERTwhole.

From the results we can also see the problems
of exBERT. Firstly, the two training modes perform
differently on different datasets. Moreover, the re-
sults of the two modes are also significantly differ-
ent. On the CEI dataset, exBERTwhole is signifi-
cantly better than exBERText, while the result is op-
posite on EU-Leg dataset. This indicates that it is
difficult for exBERT to balancing the performances
of the original BERT encoder and the extended en-
coder. On the contrary, VART model can be easily
trained as a result of its simple structure.

Secondly, the training efficiency hinders the uti-
lization of exBERT. Table 5 lists the comparison

of the training efficiency and the computational re-
source cost between exBERT and VART. We can see
that, although exBERT yields equivalent results on
CEI and Patent datasets and produces the best re-
sult on EU-Leg dataset, VART is more efficient than
exBERT in both pre-training and fine-tuning. For
instance, as to the real running time, it took about
22 hours with VART on the Patent dataset com-
paring to 36 hours with exBERText and 40 hours
with exBERTwhole. In the fine-tuning process, it
took about 19 hours with VART model on EU-Leg
dataset comparing to 40 hours with exBERT. Be-
sides, VART has about 17% fewer parameters than
exBERT without sacrificing performances. As to the
computational resource cost, VART only requires
1 GPU for both pre-training and fine-tuning, while
exBERT needs 2 GPUs under the same setting. All
the evidences demonstrate that VART is able to fur-
ther improve the performance on basis of conven-
tional PTLM adaptation methods with a high effi-
ciency and a low computational resource cost.

4.5 Impact of Vocabulary Size
We further conduct experiments to test VART
model with different vocabulary sizes. API
BertWordPieceTokenizer is used for extracting
vocabularies from the target datasets. By setting the
parameter vocab_size with different values, we
can control the extracted vocabulary size. For each
training dataset, we extract four vocabularies by set-
ting vocab_size with 10k, 20k, 30k and 40k sep-
arately. The settings for pre-training and fine-tuning
with different vocabularies remain the same as Sec-
tion 4.2.

The detailed results of different vocabulary sizes
are listed in Table 4, which is also visualized in Fig-
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ure 3. From the results we can observe that VART
model produces better results than BERTtapt model
in most cases. This indicates that extending the vo-
cabulary is beneficial to the MLDC task.

On the other hand, we could arrive at a similar
conclusion with Tai et al. (2020) that increasing the
vocabulary size may not always produce better re-
sults. The best score coming from the largest vo-
cabulary can be only seen on the EU-Leg dataset.
On the CEI and Patent datasets, the best scores are
achieved with 10k and 20k vocabularies instead of
using their largest vocabularies.

We hypothesis that the vocabulary size and the
dataset size should to be proportional. Since larger
vocabularies from smaller datasets may contain
more low frequency words which provide less in-
formation for the MLDC task. However, the rela-
tionship between the vocabulary size and the train-
ing sample number is worth studying in the further.

5 Conclusion

We introduced VART, a concise pre-training method
to extend the BERT model with domain OOV words.
With a minor modification of adding an extra em-
bedding layer to the original BERT model, we can
adapt the BERT model to the target task datasets.
Comparing with the conventional method such as
exBERT, our approach maximizes the use of general
domain BERT model with much higher efficiency,
such as less pre-training time and lower computa-
tional resource requirements. Experiment results in-
dicate that our approach leverages the domain gap
of PTLMs for MLDC tasks. Since our approach is
a general solution for adapting the BERT model, in
the future we would like to examine VART in other
NLP tasks.
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Abstract

Related tasks often have inter-dependence on
each other and perform better when solved
in a joint framework. For e.g., emoji can
help in the prediction of joy (happy) emotion
and positive sentiment while can help in the
prediction of angry, sad emotion and negative
sentiment and so on. In this paper, we inves-
tigate the relationship between emojis, senti-
ment, and emotion by developing a multitask
neural framework that performs emoji predic-
tion (primary task) with the help of sentiment
and emotion and their intensities (the auxiliary
tasks). For our task at hand, we use the al-
ready available dataset (Emoji Analysis task
@ SemEval 2018) which contains, along with
tweets, emojis ( ) that conveys positive
sentiment in general. We create an enriched
version of this dataset named as SEEmoji (Sen-
timent and Emotion aware Emoji dataset) by
collecting tweets, diverse emojis and labeling
with the different kinds of sentiment and emo-
tion classes. Empirical results on the SEEmoji
dataset demonstrate that the proposed multi-
task framework yields better performance over
the single-task learning.

1 Introduction

Humans are driven by emotions and, in everyday
life, emotional outburst can be seen in various
forms. With the popularity and growth of social
media, people have access to the numerous plat-
forms to voice their views, give opinions, and also
express their feelings. With the advancement in
artificial intelligence (AI), social media platforms
such as Twitter, Facebook, Instagram etc. have
brought people closer and, simultaneously, pro-
vided an opportunity to express their emotions in
the best possible way. Presently, the number of
users on social media worldwide is 3.81 billion 1

∗First three authors have equal contributions
1https://www.statista.com/statistics/278414/number-of-

worldwide-social-network-users/

No. Utterances Emoji Sent Emotion

1 LoL @ West Covina, California Pos Joy
2 Momma @ Disney’s Magic Kingdom Pos Joy
3 sooo sick of the snow ughh Neg Anger
4 People make me sick Neg Disgust
5 Some are just so selfish Neg Disgust

Table 1: Example to show the relationship between
emoji, sentiment, and emotion.

and this number is increasing day-by-day. In ad-
dition, in recent times, social media users’ writing
patterns have also changed. They increased the use
of pictographs, called emojis, along with the text,
to make the message descriptive and lively.

Emoji is an essential aspect of daily conversa-
tion and adds more sense to language. Emoji is
often used to convey thinly veiled disapproval hu-
morously. This can be easily depicted through the
example - “Some are just so selfish .”. This tweet,
at an outer glance, conveys that the person is ex-
tremely sad with some people’s behaviour. But
careful observation of the sentiment and emotion
of the person helps us understand that the person
is disgusted with these type of selfish people and
has a negative sentiment during the tweet (c.f. 5th

tweet in Table 1).
Similarly, in this tweet, “Momma @ Disney’s

Magic Kingdom ”, the girl is extremely pleased
after coming @ Disney’s Magic Kingdom and care-
ful observation of the sentiment and emotion of
the girl helps us understand that the girl conveys
joy (happy) emotion and positive sentiment in the
tweet (c.f. 2nd tweet in Table 1). This is where
sentiment and emotion come into the picture.

In this paper, we exploit these relationships to
make use of sentiment and emotion of the tweet for
predicting emoji in a multi-task manner. The main
contributions and/or attributes of our proposed re-
search are as follows: (1.) We propose an atten-
tion based multi-task learning framework for emoji,
sentiment, and emotion analysis. We leverage the
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utility of sentiment and emotion and their respec-
tive intensities of the tweet to predict the emoji and
vice versa. (2.) We crawl Twitter for additional
tweets and extend the available dataset (i.e., Emoji
Analysis task @ SemEval 2018). We manually add
suitable emojis ( ) to the extended dataset
and make it rich with all the types of emojis. We
further annotate the complete dataset with senti-
ment and emotion labels. We term the extended
dataset as SEEmoji: Sentiment and Emotion aware
Emoji dataset. (3.) We present the state-of-the-art
for emoji prediction in multi-task scenario.

2 Related Work

Review of the existing research (Barbieri et al.,
2018; Jin and Pedersen, 2018; Wang and Peder-
sen, 2018; Eisner et al., 2016; Zhou and Wang,
2017; Al-Halah et al., 2019; Felbo et al., 2017;
Chen et al., 2018b; Cappallo et al., 2018; Yeh et al.,
2019; Chen et al., 2018a; Cowie et al., 2001) sug-
gests that emoji, sentiment and emotion analysis
are important areas in the field of Natural Language
Processing (NLP).

Emoji Analysis With the rampant usage of
emoticons, the task of predicting emotions has be-
come an important and essential task. Recently,
authors in (Barbieri et al., 2017) proposed several
Long Short Term Memory (LSTM) based frame-
works for single label emoji prediction. In (Barbi-
eri et al., 2018; Jin and Pedersen, 2018; Wang and
Pedersen, 2018), the authors proposed a classifier
for multi-lingual emoji prediction for English and
Spanish languages. The authors in (Eisner et al.,
2016) released emoji2vec pre-trained embeddings.
As emoticons are extensively used, therefore many
researchers have focused on its usage in different
works such as for emoji recommendation in instant
messages (Guibon et al., 2018), emoji sense disam-
biguation (Wijeratne et al., 2017), understanding
crisis events (Santhanam et al., 2019), building
emotion classifiers (Hussien et al., 2019), senti-
ment analysis (Al-Halah et al., 2019; Felbo et al.,
2017; Chen et al., 2018b) and emotional response
generation (Zhou and Wang, 2017). Lately, Ma
et al. (2020) proposed transformer based network
for multi-label emoji prediction.

Sentiment Analysis Sentiment analysis refers to
detecting the polarity (i.e, positive, negative, or neu-
tral) within a piece of text, be it a sentence, a para-
graph, or a complete document. (Munikar et al.,
2019) used BERT framework for fine-grained senti-

ment analysis and have shown that how effective is
transformer for the NLP tasks. In other work, a doc-
ument embedding using cosine similarity instead
of dot product was employed for document-level
sentiment analysis in (Thongtan and Phienthrakul,
2019). Sentiment classification is the task of iden-
tifying the opinion expressed in text and labeling
them as positive, negative, or neutral (Medhat et al.,
2014). This task has many important applications
such (i) as improving the customer service by an-
alyzing their reviews; and (ii) extracting opinions
from tweets (Smailović et al., 2013), etc.

Emotion Analysis Analyzing the emotion prop-
erly also plays a significant role, like sentiment
analysis, for taking better decision in many do-
mains. Chen et al. (2018a) released a dataset taken
from Friends TV series for detecting emotions in
dialogues. Similarly, an attention framework was
designed for identifying emotions in spoken dialog
systems in (Yeh et al., 2019). Emotion classifi-
cation (Cowie et al., 2001) is closely related to
sentiment classification and deals with identifying
the emotion in the text. However, the differences
between emotion classes are much subtler than
that of sentiment classes, which makes emotion
classification a harder task. Recent methods have
demonstrated that training a neural network jointly
for both emotion and sentiment classification tasks
is beneficial for both the tasks (Akhtar et al., 2018).

Our current work differentiates from the existing
works on emoji prediction as we aim to leverage
the sentiment and emotion and their respective in-
tensities information for solving the problem of
emoji detection in a multi-task framework and vice
versa. We demonstrate through a detailed empiri-
cal evaluation that emoji detection can be improved
significantly if we are successful in leveraging the
knowledge of emotion and sentiment using an ef-
fective multi-task framework.

Data collection and processing: Emoji
Analysis task @ SemEval 2018 (Barbi-
eri et al., 2018) dataset consists of approx.
5.3L tweets, and each tweet is accompa-
nied by one emoji label out of 20 emojis
(

). These tweets were retrieved with Twitter’s
API and geolocalized in the United States (En-
glish). The tweets were gathered from October
2015 to February 2017. We show some of the
examples in Table 2.

We hypothesize that emoji is closely related to
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No. Utterances Emoji

1 LoL @ West Covina, California
2 Momma @ Disney’s Magic Kingdom
3 "A daughter is a gift of love." #family @ Vander Veer

Botanical Park
4 Free mornings spent at the beach with my girl are

some of my favourite mornings #beach
5 Our sign is up! So awesome to see it all coming to

life... Right before my eyes #makeuplounge

Table 2: Some examples from Semeval dataset.

Figure 1: Word cloud for Semeval dataset

sentiment and emotion. Sentiment analysis deals
with determining the opinion (i.e., positive, nega-
tive, and neutral) expressed by a person for a topic,
event, product, or a service. While, emotion analy-
sis deals with determining the emotion displayed
by a person on a topic, event, product or service
(i.e., angry, disgust, fear, joy, sad, and surprise).
But the emojis present in SemEval dataset are lim-
ited. The sentiment they reflect is positive, and
the emotions displayed are joy and surprise. There
are no negative sentiment emojis, for e.g. (high
anger), (low anger) (disgust), etc., are in this
dataset. We show the word cloud corresponding
to the SemEval dataset in Figure 1 which shows
the positive nature of the dataset. To avoid this
issue, we download the negative sentiment oriented
tweets (approx. 2.03L) with Twitter API by using
#Angry, #Disgust, #Fear, and #Sad and filter out
the irrelevant tweets manually. We show the word
cloud for the downloaded tweets which show their
negative polarities.

Figure 2: Word cloud for extended dataset with negative
emojis

We manually add one of the seven emojis
(high anger), (low anger), (disgust), (low

fear), (high fear), (low sad), (high sad)
as suitable for each tweet. We also show some
example in Table 3.

Utterances Emoji
1 sooo sick of the snow ughh
2 Damn vending machine. My skittles got stuck and i

can’t get them out. Can this day get any worse?
3 People make me sick
4 Awww god"this fucking flu... ugh
5 Some are just so selfish

Table 3: Some downloaded samples with negative emo-
jis

We then extend the SemEval dataset with these
additional tweets and further annotate the com-
plete dataset with sentiment and emotion labels
(c.f. Table 1). We term the extended dataset as
SEEmoji: Sentiment and Emotion aware Emoji
dataset. We show the word cloud for the SEEmoji
dataset which shows the positive and negative na-
ture of the dataset.

Figure 3: Word cloud for SEEmoji dataset

Sentiment Sentiment analysis deals with deter-
mining the polarity of the opinion expressed by a
person on a topic, event, product or service. So,
we consider three sentiment classes, namely posi-
tive, negative and neutral to annotate the tweet. We
show some examples in Table 1. We show the over-
all ratio of positive, negative and neutral classes in
Table 4. We also show the distribution of sentiment
in terms of train set, vaild set, and test in Figure 4.
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Figure 4: SEEmoji dataset: distribution of sentiment in
terms of train set, valid set, and test set.

Emotion Emotion analysis deals with determin-
ing the emotion displayed by a person on a topic,
event, product or a service. We annotate each tweet
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with six emotion values, viz. angry, disgust, fear,
joy, sad, and surprise. We show some example in
Table 1. Table 4 shows the overall ratio of emotion
labels. We also show the distribution of emotion
in terms of train set, vaild set, and test in Figure
5. We divide the SEEmoji dataset into three sets
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(c) Test set.

Figure 5: SEEmoji dataset: distribution of emotion in
terms of train set, valid set, and test set.

i.e., train set, development set (dev set), and test
set. We show the dataset statistics in Table 4.

Statistics SEEmoji Dataset
Train Dev Test

#Tweets 575268 63589 94589
#Positive 289816 26171 28059
#Neutral 163828 24741 39496
#Negative 121624 12677 27034
#Anger 38097 3444 6174
#Disgust 7615 1756 1999
#Fear 44705 5711 8524
#Happy 270080 26024 24655
#Sad 108771 14629 41229
#Surprise 106000 12025 12008

Table 4: Dataset statistics with sentiment and emotion.

Annotation Guidelines We extend the dataset
by including negative tweets in the given dataset as
we have described above. We employ three gradu-
ate students highly proficient in English language
with prior experience in labeling emoji. The guide-
lines for annotation, along with some examples,
were explained to the annotators before starting
the annotation process. Then, we annotate all the
tweets with emojis. A majority voting scheme was
used for selecting the final emoji label. We achieve
an overall Fleiss’ (Fleiss, 1971) kappa score of
0.81, which is considered to be reliable. We further
annotate the sentiment and emotion labels using
pre-trained models. We use TextBlob2 for annotat-
ing sentiment and twitter-emotion-recognition3 for
annotating emotion corresponding to each tweet.

2https://textblob.readthedocs.io/en/
dev/

3https://github.com/nikicc/
twitter-emotion-recognition

3 Proposed Methodology

In this section, we describe our proposed method-
ology4. We depict the overall architecture in Fig-
ure 6. We aim to leverage the sentiment and emo-
tion information for solving the problem of emoji
detection in a multi-task framework, and vice versa.
Conneau et al. (2019) developed XLM-RoBERTa
(Conneau et al., 2019), a general-purpose sentence
representation and an enhanced version of mBERT
and XLM ((Lample and Conneau, 2019);(Devlin
et al., 2018)). XLM-RoBERTa model pre-trained
on 2.5TB of filtered CommonCrawl data contain-
ing 100 languages.

Figure 6: Proposed model

We pass the input sequence through a XLM-
RoBERTa to obtain the hidden representations for
emotion, sentiment. After getting the hidden repre-
sentation from the linear layer, we concatenate the
hidden representation and different tasks outputs.
We then send this concatenated output to another
XLM-RoBERTa layer to get the output for Emoji
task. For finding single task result we use single
XLM-RoBERTa encoder and get the output.

Multi-task loss function L1:The main objective
of our loss function is to teach the model how to
weight the task specific losses. For this, we adopt a
principled approach to multi-task deep learning that
considers the homoscedastic uncertainty5 (Kendall

4We will release the code and data.
5Aleatoric uncertainty that is not reliant on the input data

is known as task dependant or homoscedastic uncertainty. It is
not a model output, but rather a number that is constant across
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et al., 2018) of each task while weighing multiple
loss functions.

L1 =
∑

i

WiLi (1)

Where i defines the different tasks (i.e. emotion,
sentiment and their respective intensities). The
weights are updated using back-propagation for
specific losses for each tasks. For emotion and
sentment we use CrossEntropyLoss and for their
intensities we use MSE loss function.

ForL2 we use CrossEntropyLoss for finding best
possible emoji for given tweet.

The total loss is:

Ltotal = L1 + L2 (2)

4 Experiment results and analysis

In this section, we discuss about experimental
setup, experiment results, and analysis.

4.1 Experimental Setup
We address three different tasks i.e. emoji, senti-
ment, and emotion analysis in a multi-task frame-
work. We define the following experimental setups.

Emoji Classification (EM )(EM )(EM ): There are twenty
seven different emojis in the SEEmoji dataset and
only one emoji is associated with each tweet.

Sentiment Intensity (SI )(SI )(SI ): There are three senti-
ment classes associated with each tweet (i.e., neg-
ative, neutral, positive) and each sentiment value
lies in the range of [-1,1].

Sentiment Classification (SC)(SC)(SC): There are three
sentiment classes associated with each tweet i.e.,
negative (value < 0), neutral (value = 0), and
positive (value > 0).

Emotion Intensity (EI )(EI )(EI ): There are six emotions
associated with each tweet (i.e., anger, fear, disgust,
joy, sad, and surprise) and each emotion value lies
in the range of [0,1].

Emotion Classification (EC)(EC)(EC): We, at first, find
the maximum value among six emotions then put
one at the maximum place and zero for rest places.

We implement our proposed model in PyTorch6,
a Python-based deep learning library. We perform
grid search to find the optimal hyper-parameters
(c.f. Table 5). As evaluation metrics, we use accu-
racy and F1-score for the classification problems,
while for the intensity prediction task, we compute

all input data and changes between tasks. As a result, it is
known as task-dependent uncertainty.

6https://pytorch.org/

the mean square error (MSE), mean absolute error
(MAE), pearson correlation scores (P-corr), and co-
sine similarity (Cos) to show the performance of
our proposed model. We use Adam as an optimizer.

Parameters SEEmoji Dataset
XLM-RoBERTa ’xlm-roberta-base’ ,Dropout=0.05
FC 2*768, Dropout=0.05
Activations ReLu as activation for our model
Output Softmax (EM , SC , EC), tanh (SI ), & sigmoid (EI )
Optimizer Adam (lr=0.001)
Model Loss Cross-entropy (Classification) & MSE (Intensity)
Batch 32
Epochs 50

Table 5: Hyper-parameters for our experiments where
N, D, SC , SI , EC , and EI stands for #neurons, dropout,
sentiment classification, sentiment intensity, emotion
classification, and emotion intensity, respectively.

We use Softmax as a classifier for emoji, sen-
timent and emotion classification, and optimize
the cross entropy loss. For sentiment and emotion
intensity, we use tanh and sigmoid activation, re-
spectively, on the output layers, and optimize the
mean-squared-error (MSE) loss.

Results and Analysis. We evaluate our pro-
posed approach for all the possible combinations
of the tasks which are as follows:

Uni task learning (UTL): A separate model is
trained for all different dimensions i.e., emoji clas-
sification (Emoji), sentiment classification (SC),
sentiment intensity (SI ), emotion classification
(EC), and emotion intensity (EI ). Dual task learn-
ing (DTL): Two tasks (i.e., emoji and sentiment
or emoji and emotion etc.) are trained together (c.f.
DTL in Table 6). Tri task learning (TTL): Three
tasks (i.e., emoji, sentiment, and emotion etc) are
trained together (c.f. TTL in Table 6).

Emoji Classification (EM ) We show the emoji
classification results in Table 6. For TTL, our model
achieves 7.99% and 4.77% improvement in F1-
score compared to UTL and DTL, respectively. We
see similar improvement in accuracy also. We ob-
serve that the proposed approach yields better per-
formance for the TTL than the DTL and UTL. This
improvement implies that our proposed hypothesis
is correct and very effective. We also present the
bar-chart to show the improvement in Figure 7.

Sentiment Classification (SC) We show the sen-
timent classification results in Table 7. For TTL, our
model achieves 4.68% and 2.93% improvement in
F1-score compared to UTL and DTL, respectively.
We see similar improvement in accuracy also. We
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Tasks F1-score Accuracy
UTL EM 45.30 48.23

DTL

SC + EM 47.26 48.63
SI + EM 48.52 50.28
EC + EM 46.45 49.29
EI + EM 46.12 51.32

TTL
SC + EC + EM 53.29 55.86
SC + EI + EM 50.39 51.32
SI + EC + EM 50.37 52.36

Table 6: Emoji classification results
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Figure 7: Bar chart for emoji classification which shows
the improvement over UTL and DTL.

observe that the proposed approach yields better
performance for the TTL than the DTL and UTL.
Thus, we can say emoji and emotion class EC are
helping to sentiment class (SC). We also present
the bar-chart to show the improvement in Figure
9a.

Tasks F1-score Accuracy
UTL SC 91.93 93.95
DTL SC + EM 94.61 95.54
TTL SC + EC + EM 96.61 97.54

Table 7: Sentiment classification results

Sentiment Intensity (SI ) We show the senti-
ment intensity results in Table 8. We report the
results for metrics7 MSE, MAE, P-corr, and cos.
We observe that the proposed approach yields bet-
ter performance for the TTL than the DTL and UTL.
We present the bar-chart to show the improvement
in Figure 8.

Tasks MSE MAE P-corr Cos
UTL SI 0.51 0.47 0.66 0.68
DTL SI + EM 0.49 0.42 0.69 0.72
TTL SI + EC + EM 0.43 0.40 0.71 0.74

Table 8: Sentiment intensity results

Emotion Classification (EC) We show the emo-
tion classification results in Table 9. Similar to
sentiment classification, we observe that the pro-
posed approach yields better performance for the

7Please note that while higher values of Pearson score
and Cosine similarity are the indicators of better performance,
lower values of mean-squared-error (MSE) and mean-absolute-
error (MAE) correspond to the better performance
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Figure 8: Bar chart for sentiment intensity which shows
the improvement over UTL and DTL.

TTL than the DTL and UTL. We present the bar-
chart to show the improvement in Figure 9b.

Tasks F1-score Accuracy
UTL EC 68.80 69.37
DTL EC + EM 73.82 77.39
TTL SC + EC + EM 75.23 77.84

Table 9: Emotion classification results.
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Figure 9: Bar chart for sentiment intensity which shows
the improvement over UTL and DTL.

Emotion Intensity (EI ) We show the emotion
intensity results in Table 10. Similar to sentiment
intensity, we observe that the proposed approach
yields better performance for the TTL than the DTL
and UTL. We present the bar-chart to show the
improvement in Figure 10.

Tasks MSE MAE P-corr Cos
UTL EI 0.84 0.76 0.51 0.53
DTL EI + EM 0.81 0.74 0.52 0.54
TTL SC + EI + EM 0.73 0.66 0.61 0.65

Table 10: Emotion intensity results
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Figure 10: Bar Chart for Emotion Intensity which shows
the improvement over UTL and DTL.
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Emoji Sentiment Emotion

Tweets Class Class Intensity Class Intensity
Ag Dg Fr Jy Sd Sr

T1

Hates prank calls.
Especially when they’re
from pple who sound like
terrorists.

Actual Neg -0.23 Dg 0.21 0.53 0.00005 0.001 0.114 0.143
UTL (S,E,EM ) Neg -0.051 Sr 0.012 0.316 0.0 0.00002 0.10 0.13
DTL (SC , EM ) Neg - - -
DTL (SI , EM ) - -0.010 - -
DTL (EC , E

M ) - - Ag -
DTL (EI , E

M ) - - - 0.11 0.151 0.0000001 0.00022 0.06 0.112
TTL (SC , EC , E

M ) Neg - Dg -
TTL (SC , EI , E

M ) Neg - Dg 0.18 0.41 0.0 0.000031 0.10 0.1305
TTL (SI , EC , E

M ) Neg -0.16 Dg -

T2

One of this weekends
weddings. Love red flowers
on white cakes!
#katscakesnola
#nolawedding

Actual Pos 0.1666 Jy 0.00007 0.00002 0.0005 0.88 0.001 0.11
UTL (S,E,EM ) Pos 0.0042 Sr 0.00002 0.016 0.0 0.42 0.000023 0.024
DTL (SC , EM ) Pos - - -
DTL (SI , EM ) - .049 - -
DTL (EC , E

M ) - - Sr -
DTL (EI , E

M ) - - - 0.0021 0.0013 0.0003 0.49 0.06 0.0058
TTL (SC , EC , E

M ) Pos - Jy -
TTL (SC , EI , E

M ) Pos - Jy 0.0 0.000011 0.00001 0.62 0.00089 0.105
TTL (SI , EC , E

M ) Pos 0.067 Jy -

T3
Coach made me shave.
That made me mad. haa

Actual Neg -0.2125 Ag 0.962 0.003 .01 0.003 0.01 0.009
UTL (S,E,EM ) Pos 0.025 Sr 0.42 0.001 0.003 0.0002 0.20 0.0051
DTL (SC , EM ) Pos - - -
DTL (SI , EM ) - -0.031 - -
DTL (EC , E

M ) - - Sr -
DTL (EI , E

M ) - - - 0.31 0.021 0.003 0.0012 0.0013 0.00058
TTL (SC , EC , E

M ) Neg - Ag -
TTL (SC , EI , E

M ) Neg - Ag 0.829 0.00121 0.05 0.002 0.0074 0.0038
TTL (SI , EC , E

M ) Neg -0.167 Ag -

T4

I can’t wait to see this cutie
in a couple of days. I miss
him so much.
#mybaeisinthebay @user

Actual Pos 0.431 Sd 0.003 0.0001 0.007 0.09 0.851 0.12
UTL (S,E,EM ) Pos 0.31 Jy 0.001 0.00051 .23 0.05 0.34 0.092
DTL (SC , EM ) Pos - - -
DTL (SI , EM ) - 0.351 - -
DTL (EC , E

M ) - - Sd -
DTL (EI , E

M ) - - - 0.0015 0.0019 0.006 0.022 0.46 0.02
TTL (SC , EC , E

M ) Pos - Sd -
TTL (SC , EI , E

M ) Pos - Dg 0.0021 0.0041 0.03 0.0045 0.30 0.11
TTL (SI , EC , E

M ) Pos 0.067 Jy -

T5

@user I wanna own your
business, but I’m 16 and
have no money.

Actual Pos 0.376 Sd 0.0004 0.002 0.00005 0.001 0.842 0.142
UTL (S,E,EM ) Pos 0.0039 Jy 0.0002 0.00306 .00001 0.001 0.42 0.11
DTL (SC , EM ) Pos - - -
DTL (SI , EM ) - 0.142 - -
DTL (EC , E

M ) - - Dg -
DTL (EI , E

M ) - - - 0.00021 0.00047 0.0 0.0002 0.392 0.128
TTL (SC , EC , E

M ) Pos - Sd -
TTL (SC , EI , E

M ) Pos - Sd 0.00037 0.0011 0.00002 0.0013 0.51 0.09
TTL (SI , EC , E

M ) Pos 0.29 Sd -

Table 11: Qualitative analysis of the Uni task learning (UTL), Dual task learning (DTL) and Tri task learning
(TTL) frameworks. Few error cases where Tri task learning framework performs better than the uni-task and dual
task framework. We also some examples where Tri task learning does not work well with reason. Ag: Anger, Dg:
Disgust, Fr: Fear, Jy: Joy, Sd: Sad and Sr: Surprise. The red colored text shows error in classification, while the
blue colored text reflects predicted intensity values.

5 Error Analysis

In this section, we present the error analysis of our
proposed multitask framework. We stated earlier
that emoji, sentiment, and emotion are highly re-
lated to each other. To show the effect of these
tasks on each other, we take some examples from
SEEmoji dataset (c.f. Table 11). First tweet (T1)
in Table 11 "Hates prank calls. Especially when
they’re from pple who sound like terrorists" has
emoji with negative sentiment and disgust emo-
tion. Our TTL predicts the emoji correctly while

DTL fails to predict the correct emoji and emotion.
We observe that sentiment and emotion together
help to predict the correct emoji. In other words,
we can say sentiment and emotion also help each
other. While in some tweets, TTL fails to predict
correct emoji, e.g., fifth tweet in Table 11, "@user
I wanna own your business, but I’m 16 and have
no money." has emoji but TTL fails to predict
emoji because of emotion. TTL predicts the cor-
rect emotion as sad and w.r.t. sad TTL predicts the
sad emoji as well. There are twenty seven emojis
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and only six emotions which is 4.5 emojis/emotion.
This is the reason behind when TTL does not pre-
dict the correct emoji but predicts sentiment and
emotion correctly.

6 Conclusion
In this paper, we have proposed an effective deep
learning-based multi-task model to simultaneously
solve all the three problems, viz. emoji analy-
sis, sentiment analysis, and emotion analysis. We
used the already available dataset (Emoji Analy-
sis task @ SemEval 2018) which contains, along
with tweets, emojis that convey positive sentiment.
To make the dataset rich with all types of emojis,
we extended it with additional tweets and, accord-
ingly, manually add emojis, as suitable for each
tweet. We further annotated the complete dataset
with sentiment and emotion labels. We term the
extended dataset as SEEmoji: Sentiment and Emo-
tion aware Emoji dataset. Empirical results on
SEEmoji dataset indicates that the proposed multi-
task framework yields better performance over the
single-task learning. During our analysis, we found
that more than one emoji is possible for a given
tweet. So, we will try to make a group of emojis
(multi-emoji) corresponding to each tweet and per-
form multi-label emoji prediction with sentiment
and emotion.
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Abstract
Discussion quality assessment tasks have re-
cently attracted significant attention in nat-
ural language processing. However, there
have been few studies on challenging such
tasks, with a focus on synchronous discus-
sions. In this study, we annotate quality scores
to each discussion in an existing multi-modal
multi-party discussion corpus. Furthermore,
we propose some quality assessment meth-
ods with multi-modal inputs. As the results
show, attention-based long short-term memory
(LSTM) with multi-modal inputs produces the
best performance for the “Effectiveness” crite-
rion whereas text information has an important
role in the “Reasonableness.”

1 Introduction

In recent years, problem-based and cooperative
learning have been attracting attention as a means
of skills training, such as communication skills,
in education. One educational training approach
is a group discussion, which involves debate and
consensus-building. Introducing this learning ap-
proach to a classroom requires a great deal of ef-
fort to evaluate and provide feedback on the abil-
ities and achievements of all groups and individu-
als from various perspectives because several dis-
cussion groups usually exist in a single class at
the same time. Furthermore, an assessment is
a difficult task because there are no correct an-
swers regarding discussions in general. Moreover,
quantitative and objective evaluations are difficult.
Therefore, an automatic assessment, such as a vi-
sualization of the discussion state and a judgment
of the discussion score, is a desirable and valuable
task for education, examinations through discus-
sion, and so forth. It will be possible to reduce the
burden of evaluation activities on the evaluators.

One of the educational applications in natural
language processing is automated essay scoring
(AES) (Ke and Ng, 2019) as an argument qual-
ity evaluation. However, the structure of a spoken

discussion, which is our target in this paper, is not
as clear as that of a written discussion. In addi-
tion, in spoken discussions, both verbal and non-
verbal information have important roles in under-
standing and evaluating the discussion. Mukawa
et al. (2018) have reported that non-verbal fea-
tures, such as gestures and an interval of utter-
ances, have a powerful effect on group discus-
sions.

In this study, we annotate several quality assess-
ment criteria and scores to a multi-modal multi-
party discussion corpus. The language used is
Japanese, and the corpus is freely available1. In
addition, we propose the use of machine-learning-
based methods, such as a support vector machine
(SVM) and neural networks, and then evaluate the
methods using multi-modal inputs. In the experi-
ment, we discuss the relationships between the as-
sessment criteria and input modalities.

2 Related work

There are some dialogue and meeting corpora
(Carletta, 2007; Janin et al., 2003). Some face-
to-face discussion corpora have been also devel-
oped. Zhang et al. (2016) have constructed a cor-
pus through a competitive debate format. They
reported that their method predicts the winner
of each debate at a rate of approximately 60%.
Hayashi et al. (2015) have developed a group dis-
cussion interaction corpus to evaluate five com-
munication skills. This corpus contains not only
transcriptions but also speech, gaze, head motions,
and poses using certain devices. Olshefski et al.
(2020) have constructed a discussion tracker cor-
pus in an educational environment. The corpus
consists of 29 multi-party discussions. Yamamura
et al. (2016) have constructed a corpus for a dis-
cussion summarization. The corpus consists of 9
discussions by four participants.

1http://www.pluto.ai.kyutech.ac.jp/
~shimada/resources.html#kyutechDB
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As mentioned in Section 1, many studies and
corpora of asynchronous and written texts exist,
such as essay writing (Ke and Ng, 2019). Some
researchers have recently studied interactions be-
tween participants during discussions. For exam-
ple, Okada et al. (2016) have annotated communi-
cation skill scores on the MATRICS corpus (Nihei
et al., 2014). They also proposed a multi-modal
prediction model for such a task. In addition, Avci
and Aran (2016) and Murray and Oertel (2018)
have proposed performance prediction models by
using features extracted from the states of the dis-
cussions and the participants. In this paper, we
also introduce multi-modal features to our quality
assessment method.

3 Dataset

Our purpose in this paper is to assess a quality of a
multi-party discussion. For the purpose, we need a
discussion corpus. In this paper, we utilize the cor-
pus that was constructed by (Shiota and Shimada,
2020), namely the Kyutech Debate corpus. It is
freely available on their website2. This section de-
scribes their corpus first and then our annotation
process for our purpose.

In the Kyutech Debate corpus, two people in
a group first debated an issue from both posi-
tive and negative standpoints, and the two groups
then came to a consensus through compromise.
The first (debate) and second (consensus-building)
parts were each 20 min in length. The discussions
of five groups were recorded, with 200 min of dis-
cussions as a whole. The corpus consisted of 7,449
utterances that were transcribed3, body key-points
determined by OpenPose4, facial landmarks deter-
mined by OpenFace5, and the speech features an-
alyzed using Surfboard6.

In this paper, we newly add quality assess-
ment scores for the corpus. In general, partici-
pants need to discuss various topics in the case of
debating/consensus-building of an issue. Hence,
we extract topic-based segments (hereinafter re-
ferred to as “discussion segments”) and regard
them as the target units of a quality assessment.

2http://www.pluto.ai.kyutech.ac.jp/
~shimada/resources.html

3Transcription units were based on a 0.2 seconds interval.
4https://github.com/

CMU-Perceptual-Computing-Lab/openpose
5https://github.com/TadasBaltrusaitis/

OpenFace
6https://github.com/novoic/surfboard

We referred to the topic segmentation manual (Xu
et al., 2005) of the AMI corpus, which is a popular
conversation corpus. As a result, we obtained 178
segments from the Kyutech Debate corpus.

Next, we created criteria based on the theory of
computational quality assessment of natural lan-
guage arguments (Wachsmuth et al., 2017b) and
conducted a grading process. According to the
classification defined by the above study, the qual-
ity of an argument can be evaluated through two
main criteria, “Reasonableness (Re)” and “Effec-
tiveness (Ef),” and their sub-criteria. The sub-
criteria of Re are “Global Acceptability (GA),”
“Global Relevance (GR),” and “Global Suffi-
ciency (GS).” The sub-criteria of Ef are “Credibil-
ity (Cr),” “Emotional appeal (Em),” “Clarity (Cl),”
“Appropriateness (Ap),” and “Arrangement (Ar).”
Table 1 provides a description of each criterion
based on the previous study.

Three workers, who were graduate students and
not related to this work in our laboratory, were as-
signed to each discussion segment. Given the tran-
scription and video data of a discussion segment,
they judged the quality of each segment on the
basis of the more detailed explanation provided
in Table 1. The first step was to rate each sub-
criterion as low (L), middle (M), or high (H), and
then determine the score of the main criteria on the
basis of the score distribution of the sub-criteria:
very low (VL), L, M, H, or very high (VH).

The reliability of the annotated main and sub-
criteria was confirmed by calculating the agree-
ment rate. Table 2 shows Krippendorff’s α co-
efficient for each criterion. This coefficient is a
continuous value of between -1 and 1, which can
be used to calculate the rate of agreement for all
scales. The values in the table are not always high.
The result denotes that the annotation task is in-
herently difficult. As a similar study, Wachsmuth
et al. (2017a) also reported an annotation process
and the result using the same scheme for the writ-
ten text. In their study, the Klippendorff α of
crowd workers ranged from -0.27 to 0.53. In other
words, the result was also low. Moreover, the val-
ues of some criteria by Wachsmuth et al. (2017a)
dropped below zero. On the other hand, such re-
sults did not appear on our annotation. Therefore,
our annotated data contain a better point than the
previous study. In other words, our data are a
better-than-random chance although the previous
work contained a result that was less than a ran-
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Criterion Explanation
Re Does the argumentation satisfy GA, GR, and GS?
GA Does the target audience accept both the consideration of the stated arguments regarding

the issue and the way in which they are stated?
GR Does it contribute to the resolution of the issue?
GS Does it adequately rebut the counterarguments by properly anticipating them?
Ef Does the argumentation satisfy Cr to Ar?
Cr Does it convey arguments and is it similar in such a way that it makes the author worth

considering?
Em Were emotions elicited to make the target audience more open to the author’s arguments?
Cl Was the argument correct and widely unambiguous?
Ap Did the language used support the credibility?
Ar Were the issue, arguments, and their conclusion presented in the correct order?

Table 1: Definitions of the Quality Dimensions, based on Wachsmuth’s study.

Re GA GR GS - -
0.151 0.087 0.029 0.128 - -

Ef Cr Em Cl Ap Ar
0.135 0.032 0.038 0.017 0.076 0.155

Table 2: Krippendorff’s α of each criterion.

dom chance. Although this annotation is a com-
plicated task, it is necessary to improve the agree-
ment as one future work. As one of our contribu-
tions, we will open the annotated data on the web.

4 Quality Assessment Method

In this section, we describe our quality assessment
method for the dataset introduced in Section 3.
First, we define the quality assessment task and
then propose four models based on the SVM and
neural networks.

4.1 Task Definition

A discussion segment S consists of a sequence of
utterance vectors U = {u1,u2, ...,uN}. Here, N
is the number of utterances in a segment, and ui is
a vector of the i-th utterance in S. The task in this
paper is to predict the class labels of each criterion
from a sequence U with verbal and non-verbal in-
formation. Here, the class labels are L, M, and H,
as described in Section 3. Owing to the limited
number of instances that belong to each class, VL
is merged with L, and VH is merged with H. In
other words, the task is a classification task with
three class labels for the criteria in Section 3.

Here, ui is expressed as follows:

ui = [spi; ti; bi;f i;ai] (1)

where [·; ·] denotes the concatenation of the vec-
tors.

In addition, spi denotes whether the speaker of
the i-th utterance is different from the speaker of
the i−1-th utterance. In other words, it is a binary
feature, i.e, the speaker is the same (0) or different
(1).

Moreover, ti is a vector from text information of
the i-th utterance. For the ti, we use BERT (De-
vlin et al., 2019). We apply the CLS token (768
dimensions) on the 11th layer from a Japanese
BERT developed by Tohoku University7.

Here, bi is a vector from the body information
of the i-th utterance. It consists of the average
and standard deviation of (x, y) values of the nose,
neck, right shoulder, right elbow, right wrist, right
eye, right ear, left shoulder, left elbow, left wrist,
left eye, and left ear from OpenPose (a total of 48
dimensions).

In addition, f i is a vector from facial informa-
tion of the i-th utterance. It consists of the average
and standard deviation of the facial and eye points
(x, y), gaze direction, head location, and head di-
rection. In addition, it contains the presence of
facial action units (AUs). OpenFace extracts these
values, and the number of dimensions is 586.

Finally, ai is a vector from audio information
of the i-th utterance. It consists of the minimum,
maximum, average, and standard deviation of 13
MFCC, the RMS, the fundamental frequency, and
the spectral centroid. In addition, it contains the
Jitter and Shimmer values. Surfboard extracts
these values, and the number of dimensions is 72.

7https://github.com/cl-tohoku/
bert-japanese
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4.2 SVM
As one of the simplest models, we apply an SVM
(Vapnik, 2013) to the task. Because an SVM can-
not handle sequence information directly, we com-
pute the average and standard deviation of each
vector in the time sequence and use the values as
the vector of each discussion segment. We esti-
mate each quality assessment label ŷdim by us-
ing the model with the vector. Figure 1 shows an
overview of this method.

4.3 LSTM
As mentioned above, the SVM-based method can-
not handle the utterance sequence information
well. Therefore, as a suitable model for sequence
information, we use LSTM for this task.

Given an input ui, the units of LSTM are com-
puted as follows:

hi = LSTM(ui,hi−1, ci−1) (2)

After the computation for all utterances, LSTM
obtains the final state of a discussion segment hN .
In this paper, we regard hN as the embeddings of
the discussion segment. We calculate a probability
distribution Ŷdim using the softmax function.

Ŷdim = softmax(W shN + bs), (3)

where W s and bs are parameters in the learning
process, respectively. In addition, softmax() is the
softmax function. Finally, we select the label with
the maximum probability (ŷdim).

ŷdim = arg max
ydim

Ŷdim (4)

4.4 Attention-based LSTM
By using the LSTM, we can capture the sequence
information of the utterances. However, discus-
sion segments often contain non-important utter-
ances for a quality assessment task, e.g., a nod.
Therefore, we introduce attention mechanisms to
the LSTM-based method, such as the models from
(Wang et al., 2016) and (Zhou et al., 2016).

…

LSTM LSTM LSTM LSTM…
ℎ

Linear & Softmax

Embeddings
of modalities

Embeddings
of utterances

Embeddings
of segments

ℎ ℎ ℎ
Attention

Figure 2: Attention-based LSTM.

First, in the same way as the LSTM-based ap-
proach, we compute hi of i. We then compute the
weight ai of hi by

mi = ωT tanh(hi), (5)

ai =
exp(mi)

N∑
j=1

exp(mj)

, (6)

where ωT is a parameter, and exp() is the expo-
nent function. Next, we obtain the final state h∗ by
using the summation of hidden layers hi weighted
by ai.

r =

N∑

i=1

aihi, (7)

h∗ = tanh(r), (8)

where tanh() is the hyperbolic tangent function.
We regard h∗ as the embeddings of the segment
and calculate Ŷdim.

Ŷdim = softmax(W sh
∗ + bs) (9)

Finally, we select the label with the maximum
probability (ŷdim). Figure 2 shows an overview
of this method.

4.5 Hierarchical LSTM

By using an LSTM and attention mechanisms,
we can handle the state of an utterance sequence.
However, ti does not directly handle the word se-
quence in an utterance. We therefore incorporate
word sequence information with the LTSM-based
model similarly to the approach by (Tran et al.,
2017).

We compute hUttr
i,j with wi as follows:

hUttr
i,j = LSTMUttr(wi,j ,h

Uttr
i,j−1, c

Uttr
i,j−1), (10)

wi = hUttr
i,Mi

, (11)
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where LSTMUttr() is an encoder of the sequence
of word vectors, and wi,j is the vector of the j-th
word in the i-th utterance in a segment S. The vec-
tor is also extracted from the 11th layer of BERT.
Here, hUttr

i,j is the hidden layer of the LSTM at
(i, j), cUttr

i,j is the memory cell of the LSTM at
(i, j), and Mi is the number of words in the i-th
utterance. Hence, the vector ui of this method is
as follows:

ui = [spi;wi; bi;f i;ai] (12)

After that, similarly to the LSTM-based method
described in Section 4.3, we also obtain the fi-
nal state hHier

i , Ŷdim, and the class label with the
maximum probability.

hHier
i = LSTMHier(ui,h

Hier
i−1 , c

Hier
i−1 ) (13)

Ŷdim = softmax(W sh
Hier
N + bs) (14)

Figure 3 shows an overview of this method.

5 Experiment

5.1 Setting
As mentioned in Section 4.1, we merged the VH
class with H and the VL class with L. Hence, the
task in this paper is a three-class classification,
namely, L, M, and H. The targets of the classifica-
tion are the two criteria with relatively high Krip-
pendorff α values listed in Table 2: Re (Reason-
ableness) and Ef (Effectiveness). The statistics are
shown in Table 3.

We applied the L2 norm cross-entropy loss as
the loss function for the neural network-based
methods. We used the SGD (Bottou, 1991) with
Momentum (Qian, 1999) (α = 0.95) as the opti-
mizer. For the hyperparameters, the size of hidden

Criterion L M H
Re 13 89 76
Ef 9 97 72

Table 3: Distribution of each class of two target criteria.

layers was 500 dimensions, the batch size was 32,
the number of epochs was 50, the learning rate was
0.01, the drop-out rate was 0.2, and the decay fac-
tor was 0.001.

Our dataset is small, namely, 178 segments
from 10 discussions. We divided the dataset into
eight discussions for the training, one discussion
for the development, and one discussion for the
test. We then evaluated each method based on
a 10-fold cross-validation of the discussion level.
We calculate the average F-scores for each crite-
rion, i.e., Re and Ef, based on the cross-validation.
For the robustness of the results, we conducted this
evaluation five times and then calculated the aver-
age values of the five evaluations.

5.2 Results and Discussion
Table 4 shows the experiment results. Here, T, B,
F, and A denote the text, body information, fa-
cial information, and audio information modali-
ties. The combination of each letter denotes the
combination of modalities. For example, TB de-
notes the combination of text and body informa-
tion as the input of each method. Hence, TBFA,
on the left-most side of the table, denotes the
method with all modalities. Boldface denotes the
best score among the modality combinations. The
underlined values denote the best values of uni-
modal, bi-modal, and multi-modal inputs. For ex-
ample, 0.398, 0.459, and 0.399 are the best scores
of TB, TF, and TA, namely, bi-modal inputs. The
best score of the bi-modal setting is 0.459 by the
TF input. The scores with ∗ denote the best scores
for each criterion.

For the Re criterion, multi-modal inputs were
not always effective for the classification. How-
ever, there were no significant changes in the re-
sults when the input modalities were expanded.
The best score was 0.459, achieved by hierarchi-
cal LSTM (H-LSTM) with text and facial informa-
tion. However, the difference between H-LSTM
and SVM with text only was slight (0.008). More-
over, H-LSTM is a method that can handle word
information directly, as compared with LSTM and
attention-based LSTM (A-LSTM). Here, recall
that the Re criterion consists of the acceptability,
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Criteria Model
F1-Score

T TB TF TA TBF TBA TFA TBFA

Re

SVM 0.451 0.338 0.337 0.343 0.333 0.317 0.320 0.340
LSTM 0.387 0.398 0.392 0.380 0.410 0.379 0.388 0.360

A-LSTM 0.412 0.392 0.387 0.399 0.371 0.359 0.398 0.398
H-LSTM 0.359 0.354 0.459∗ 0.388 0.415 0.391 0.370 0.405

Ef

SVM 0.459 0.382 0.383 0.436 0.384 0.392 0.406 0.379
LSTM 0.428 0.478 0.438 0.476 0.467 0.472 0.486 0.435

A-LSTM 0.433 0.470 0.426 0.468 0.450 0.396 0.444 0.490∗
H-LSTM 0.459 0.433 0.416 0.379 0.414 0.440 0.431 0.451

Table 4: Experiment results of four methods with a combination of four modalities.

relevance, and sufficiency of the discussions. In
other words, it is related to the content of each
discussion. Therefore, non-verbal information is
less likely to contribute to improving the accuracy.
From these results, we concluded that text infor-
mation is the most important factor for the Re cri-
terion.

For the Ef criterion, the combination of modal-
ities improved the F-scores except for the SVM-
based method. The best F-score was produced by
A-LSTM with all modalities (0.490). The Ef cri-
terion is based on the receivers’ emotions during
the discussions, such as credibility and emotional
appeal. In addition, it contains clarity and appro-
priateness in the discussion. In general, we uti-
lize eye contact (addressing) and body language
to clearly convey a message and elicit sympathy.
In other words, not only text but also actions, ex-
pressions, and the tone of voice of the speakers
have an important role for the Ef criterion. From
these results, we conclude that incorporating both
verbal and non-verbal modalities leads to an im-
provement of the estimation of this criterion.

One simple method for predicting the label of
a criterion is to use the majority label. In this
dataset, this is label M for both criteria (Re and
Ef) from Table 3. However, note that the distri-
bution of labels in each discussion is uniform. In
other words, there is a situation in which most of
the labels in a discussion are H, although another
discussion contains as many instances of label M
as label H. In fact, the F1-scores of the majority se-
lection based on the same calculation approach de-
scribed in Section 5.1 were 0.333 for Re and 0.384
for Ef8. These values were lower than most of the
F-scores in Table 4. This result shows the effec-
tiveness of our methods.

8Note that these values cannot be calculated from Table 3
because of a lack of label distribution for each discussion.

6 Conclusions

In this paper, we annotated quality assessment
scores for an automatic discussion evaluation to
a multi-party conversation corpus. We proposed
four machine learning methods for the task: SVM-
based, LSTM-based, attention-based LSTM, and
hierarchical LSTM methods. We used not only
text but also non-verbal information, namely,
multi-modal inputs.

We evaluated the methods using a 10-fold cross-
validation for two criteria at the discussion level,
namely, Re and Ef, in the corpus. For Re, the
hierarchical LSTM with text and facial informa-
tion obtained the best F-score. In addition, the
SVM with only text information obtained a good
result. For this criterion, text information has the
most important role because it is related to the con-
tent of the discussions. For Ef, the attention-based
LSTM with all modalities produced the best F-
score. For this criterion, various inputs are essen-
tially suitable because it is related to the impres-
sion and emotion of the speakers and receivers in
the discussion. However, the F1-scores are insuf-
ficient (0.459 for Re and 0.490 for Ef). Improv-
ing the method using other information, such as
knowledge graphs (Al-Khatib et al., 2020), is an
important area of future work.

We annotated several quality assessment criteria
to an existing discussion corpus. However, the size
of the corpus is not large. Annotation to other cor-
pora is an important task. An improvement of the
agreement of each criterion will be also an impor-
tant future research area, although it is essentially
a difficult task.
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Abstract 

Document Clustering aims to group similar 

documents based on the distance among 

them. A wide range of distance measures 

are available in the literature, and selecting 

an appropriate distance function is a non-

trivial task. This paper empirically 

evaluates four distance measures: 

Euclidean, Manhattan, Cosine, and Pearson 

Correlation, on Urdu news headlines. In 

addition to distance measures, the effect of 

stemming and lemmatization techniques on 

clustering is also studied. Unigram-based 

features and word embedding-based 

features were used to build a feature matrix. 

The evaluation results indicate that the 

frequent unigram features yielded the 

highest Adjusted Rand Index (ARI) scores 

on average. Among the four distance 

measure, the Cosine distance metric was 

found to be more valuable. Furthermore, 

the stemming technique was identified to 

be more useful in contrast to lemmatization 

for clustering news.  

1 Introduction 

Document clustering is an unsupervised learning 

task that aims to group similar documents together 

and separate dissimilar documents from each 

other. Most of the clustering algorithms utilize 

distance functions to identify documents that are 

syntactically close to each other. The choice of 

distance measure is critical as it influences the 

result of clustering.  

In literature, clustering and the impact of 

distance measures have been widely studied on the 

English language corpus. This paper studies the 

impact of various distance measures on the 

clustering of Urdu documents. Urdu is the national 

language of Pakistan, and despite being spoken by 

around 170 million people around the globe 

(Hamdani et al., 2020), it is considered a low-

resource language. With the Urdu language 

support provided on various social media 

platforms, a huge corpus of user-generated content 

is now available in digital format. The availability 

of such enormous data provides opportunities to 

researchers working in Urdu language processing.  

Urdu is a morphologically rich language in 

contrast to the English language. Several words 

have various inflections, which adds 

computational complexity and requires 

sophisticated models. As a result, the algorithms 

and techniques developed for the English language 

cannot be directly applied to the Urdu language 

corpus due to morphological, syntactical, and 

lexical differences between both languages. To 

address the issue of morphological richness of the 

Urdu language, stemming and lemmatization 

techniques can be applied to raw text. Therefore, 

this study also presents the empirical evaluation of 

stemming and lemmatization on document 

clustering. 

The rest of the paper is organized as follows. 

Section 2 presents the literature review of 

document clustering. The methodology is 

described in Section 3, while Section 4 reports the 

results of empirical evaluation. Finally, Section 5 

concludes the paper. 

2 Related Work 

This section presents a brief description of the 

previous research document clustering and the 

impact of distance functions on clustering. 

(Huang, 2008) studied the impact of five 

different similarity measures, including Euclidean, 

Cosine, Jaccard, Pearson correlation, and averaged 

Impact of Distance Measures on Urdu Document Clustering 
 

Zarmeen Nasim Sajjad Haider 
Artificial Intelligence Lab Artificial Intelligence Lab 

School of Mathematics and Computer 

Science 

School of Mathematics and Computer 

Science 

Institute of Business Administration (IBA), 

Karachi 

Institute of Business Administration (IBA), 

Karachi 

Znasim@iba.edu.pk sahaider@iba.edu.pk 
 

 

 

 

183



2 

 
 

Kullback-Leibler divergence on partitional 

clustering. The evaluations were performed on 

seven different datasets. It was found that the 

Euclidean distance measure results in the worst 

performance, whereas the performance of the 

remaining four measures was similar. 

(Aggarwal et al., 2001) studied the impact of 

distance measures in high dimensional feature 

spaces. It was theoretically and empirically found 

that the performance of Lk norm decreases with the 

increasing value of k in high dimensional spaces. 

The authors suggested that the Manhattan distance 

is more appropriate in high dimensional feature 

space than Euclidean distance. 

(Aggarwal et al., 2019) proposed the improvement 

in the K-means clustering algorithm to deal with 

the uncertainties in real-world datasets. Further, the 

authors studied the performance of the proposed 

clustering algorithm using four distance measures: 

Euclidean, CityBlock, Cosine, and correlation 

distance measures. The evaluations were 

conducted using Davies–Bouldin index and purity 

metrics. The experiments showed that the 

correlation distance performed best among other 

closeness measures as it results in the minimum 

value of Davies–Bouldin index and maximum 

purity value. 

(A et al., 2013) compared the performance of four 

different distance measures, including Euclidean, 

Jaccard, Cosine, and Correlation distance on a 

clustering task. Purity was used to evaluate the 

performance of distance measures. It was revealed 

that Jaccard and correlation distance measures 

were performing better than Euclidean distance in 

most cases. (Subhashini and Kumar, 2010) 

discussed the impact of distance measures on 

information retrieval and document clustering. 

They experimented with three distance functions, 

including Euclidean, Cosine, and Jaccard. Purity 

metric was used to evaluate the performance of 

distance measures on clustering tasks. The results 

showed that the cosine similarity measure and 

Jaccard index achieved similar performance, 

whereas the Euclidean distance measure 

performed worst. 

(Bsoul et al., 2014) studied the impact of stemming 

and lemmatization on Arabic document clustering. 

Furthermore, the authors also conducted the 

evaluation of five distance functions for the 

document clustering task. The distance functions 

include Cosine, Jaccard, Pearson Correlation, 

Euclidean, and averaged Kullback-Leibler 

divergence. The results indicated that the proposed 

stemming algorithm for the Arabic language 

yielded good results. Moreover, the experiments 

also showed that the cosine similarity and 

Euclidean distance functions achieved the best 

results compared to other distance measures. 

(Rahman et al., 2018) studied the effect of various 

distance measures on Urdu document clustering. 

The distance measures evaluated in their work 

included Levenshtein distance, Jaccard index, and 

Cosine function. The experiments demonstrated 

that the Jaccard index yielded good results in terms 

of purity. 

In this paper, the impact of stemming and 

lemmatization is studied for document clustering. 

The focus of this research is on short-length 

documents such as News headlines written in the 

Urdu language. The short-length documents pose 

the challenge of sparsity in feature space. 

Furthermore, this paper also identified the best-

performing distance measure through empirical 

evaluation. To the best of our knowledge, such 

thorough analysis of distance measures, stemming, 

and lemmatization on short-length document 

clustering is not performed for the Urdu language. 

3 Methodology 

This section describes the workflow of 

experiments conducted to evaluate the impact of 

distance measures, stemming, and lemmatization. 

Figure 1: Workflow of 

Methodology 
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A pictorial representation of the workflow is 

presented in Figure 1. 

The process involved the following five major 

steps:  

1. Preprocessing 

2. Feature extraction 

3. Distance computation 

4. Clustering 

5. Evaluation 

Each of these steps is described in the following 

subsections. 

3.1 Preprocessing 

The given input corpus is first preprocessed 

before feature extraction is performed. During 

preprocessing, the URLs, non-Urdu alphabets, and 

characters are removed. Punctuation marks and 

diacritics are also filtered from the input text. 

Moreover, stopwords are also removed on account 

of being not crucial for the clustering task. The stop 

words list, available in the Urdu Hack library1, is 

used for the stopwords removal task. After 

cleaning raw text, stemming and lemmatization are 

also applied to the cleaned text. 

a) Stemming: In natural language processing, 

stemming is the process of transforming a 

word into its root form. We implemented the 

stemming approach proposed by (Akram et 

al., 2009) for Urdu language using the Python 

language.  

b) Lemmatization: Lemmatization is the 

process of grouping all inflections of a word 

to the base form called Lemma. For Urdu 

lemmatization, the Stanza2 library is used as 

it supports the Urdu language along with 

other numerous languages.  

3.2 Feature Extraction 

After preprocessing the text, the next step is to 

convert the text into a feature matrix. For 

transforming text into a feature matrix, the 

following two methods are employed. 

 

a) Unigram Features: In this method, the text is 

first tokenized into words. After tokenization, 

a vocabulary of unique words is built. The 

length of vocabulary represents the size of the 

feature matrix. The input text is then 

transformed into a feature vector. The term 

frequency-inverse document frequency (TF-

                                                            
1 https://github.com/urduhack/urduhack 

IDF) metric is used to weight the feature 

vector. The matrix built using unigram features 

represents a sparse matrix where most of the 

entries are zero.  

b) Word Embeddings: In recent years, word 

embeddings have shown tremendous 

improvements over the bag of words model in 

various NLP tasks. Word embedding refers to 

the distributed vector representation of a word 

in a dense feature space. In this work, pre-

trained word embeddings (Kanwal et al., 

2019) trained using Word2Vec (Mikolov et 

al., 2013) algorithm on Urdu news corpus are 

used. The word embedding model produces a 

vector representation of a single word. To 

generate the sentence embeddings, the 

average of word embeddings is computed. 

3.3 Distance Computation 

Once the feature matrix is built, a distance function 

computes the distance among documents. From 

several distance measures, four functions are used 

in this paper on account of their popularity. This 

includes Manhattan, Euclidean, Cosine, and 

Pearson Correlation distance functions. The details 

of each of the distance metric are given below: 

 

a) Manhattan Distance: 

The Manhattan distance, also known as CityBlock, 

between two data points A (x1, y1) and B (x2, y2) is 

the sum of absolute difference. It is computed as: 

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝐴, 𝐵) =  ∑ |𝐴𝑖 − 𝐵𝑖|

𝑁

𝑖=1

 (1) 

Where N is the number of dimensions. 

b) Euclidean Distance: 

The Euclidean distance represents the shortest 

distance between two data points, A (x1, y1) and B 

(x2, y2). It is calculated as follows: 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝐴, 𝐵) = √∑(𝐴𝑖 − 𝐵𝑖)
2

𝑁

𝑖=1

  (2) 

c) Cosine Distance: 

Cosine Similarity measures the cosine of the angle 

between the two data points A (x1, y1) and B (x2, 

2 https://stanfordnlp.github.io/stanza/ 
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y2). The maximum value of similarity represents 

highly similar documents. This value is subtracted 

from one to get the distance between two data 

points. It measures the orientation of the document 

instead of the magnitude as in Euclidean distance. 

The formula given below calculates the cosine 

distance between A (x1, y1) and B (x2, y2). 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝐴, 𝐵) = 1 −
∑ 𝐴𝑖 𝐵𝑖

𝑁
𝑖=1

√∑ (𝐴𝑖)
2𝑁

𝑖=1 √∑ (𝐵𝑖)
2𝑁

𝑖=1

  (3) 

d) Pearson Correlation Distance: 

Pearson Correlation distance measure is based on 

the linear correlation between two data points, A 

(x1, y1) and B (x2, y2). It is limited to only linear 

associations between the variables. The following 

formula computes correlation distance. 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝐴, 𝐵) = 1 −
(𝐴 − �̅�). (𝐵 − �̅�) 

‖(𝐴 − �̅�)‖
2

‖(𝐵 − �̅�)‖
2

  (4) 

3.4 Clustering 

In the previous step, distance measures are used to 

compute the distance between the documents. In 

this step, clustering is performed using the K-

Means clustering algorithm (Lloyd, 1982). K-

Means is a partitional clustering algorithm that 

assigns documents to different clusters such that 

the resultant clusters are non-overlapping. The 

algorithm works as follows: 

a) Initialize k centroids randomly 

b) Calculate the distance of centroids from each 

document using the distance function 

c) Assign the document to the closest centroid 

d) Take the average of the documents to update 

centroid 

e) Reiterate steps (b) – (d) for n number of 

iterations. 

The clustering result produced by the K-Means 

algorithm depends upon the initial centroids and 

varies with different seeds. Therefore, all the 

experiments conducted in this chapter report the 

average result of five independent runs of the K-

Means algorithm. In each run, a different seed 

value was chosen.  

3.5 Evaluation 

In this work, the adjusted rand index is used to 

evaluate and compare the effect of distance 

measures, stemming, and lemmatization on 

clustering. Adjusted Rand Index (Hubert and 

Arabie, 1985) is the measure of similarity between 

the true cluster labels and the predicted cluster 

labels. The Rand Index is computed as follows: 

𝑅𝑎𝑛𝑑 𝐼𝑛𝑑𝑒𝑥 =  
𝑎 + 𝑏

(𝑛
2
)

 (5) 

Where,  

n is the number of documents in the clustering,  

a refers to the number of documents that are in the 

same clusters in actual and predicted clustering, 

b refers to the number of documents that are in 

different clusters in actual and predicted clustering. 

 

The adjusted rand index accounts for 

adjustments due to the number of clusters. It is 

calculated as: 

𝐴𝑅𝐼 =
𝑅𝐼 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝐼

max(𝑅𝐼) − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑅𝐼
 

 

(6) 

The value of ARI is between 0 and 1, where 0 

refers to worst quality clusters, and 1 refers to the 

best quality clusters. 

4 Experiments and Results 

This section first describes the dataset on which 

evaluations were performed. Later in this section, 

we describe the series of experiments that were 

conducted in this research work. 

Cluster Labels Count 

 491 (Corruption) کرپشن

 200 (Coronavirus) کرونا وائرس

 163 (CPEC Agreement) سی پیک 

یٹونٹ یٹ شنلین  (National T20 Cup) 42 

 157 (Election Commission) الیکشن کمیشن

 139 (Joe Biden) جوبائیڈن

 37 (Problems of Karachi) کراچی کے مسائل

 355 (Weather) موسم

ڈینگی   (Dengue) 166 

Total: 1750 Headlines 

  

Table 1: Dataset Description 
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Experiment Features Euclidean Cosine Pearson Manhattan 

Raw Text 

All 

Unigrams 
0.708 0.674 0.24 0.544 

Frequent 

Unigrams 
0.7 0.778 0.12 0.648 

Word 

Embeddings 
0.41 0.5 0.504 0.424 

Stemmed 

Text 

All 

Unigrams 
0.722 0.728 0.308 0.554 

Frequent 

Unigrams 
0.797 0.825 0.11 0.617 

Word 

Embeddings 
0.432 0.55 0.522 0.418 

Lemmatized 

Text 

All 

Unigrams 
0.668 0.676 0.294 0.618 

Frequent 

Unigrams 
0.752 0.742 0.092 0.716 

Word 

Embeddings 
0.522 0.534 0.462 0.482 

 Table 2: Clustering Results on Urdu News Headlines dataset 

4.1 Dataset 

The dataset used for empirical evaluation 

comprised 1750 Urdu news headlines on various 

topics. The news headlines were fetched from the 

RSS feeds from the popular Urdu news agencies, 

including Express 3 , UrduPoint 4 , Nawae Waqt 5 , 

Voice of America6 , and BBC Urdu7. Table 1 shows 

basic statistics of the dataset containing news 

headlines on nine selected keywords. The 

keywords are used as true cluster labels for the 

extrinsic evaluation of clustering experiments. 

4.2 Clustering Experiments 

In this series of experiments, the K-Means 

clustering algorithm was applied using four 

different distance measures on raw text, stemmed 

text and lemmatized text. The raw text refers to the 

cleaned and preprocessed text without stemming 

and lemmatization. Three different feature 

extraction techniques were used to build a feature 

matrix. The clustering results reported are the 

average of five independent runs of the K-Means 

algorithm initialized with different random seeds. 

K-Means algorithm requires the number of clusters 

before applying clustering. The value of clusters 

(k) was set to nine (9) as there were nine topics 

present in the dataset. 

                                                            
3 https://www.express.pk/ 

4 https://www.urdupoint.com/daily/ 

5 https://www.nawaiwaqt.com.pk/ 

In the first experiment, the raw text was passed 

to the feature extraction module for extracting 

various features. K-Means clustering algorithm 

was then applied on feature matrix for each 

distance measure. Table 2 presents the results of 

clustering evaluation on raw text. 

It was found that, on average, when frequent 

unigram features were considered, the highest ARI 

value was obtained. Furthermore, the results also 

indicated that the average performance of the 

clustering algorithm was maximum when cosine 

distance was used to compute the distance between 

the news headlines. The Pearson Correlation 

distance function performed worst on unigram 

features. However, its performance is almost 

similar to the cosine distance function on word 

embedding-based features. This is due to the 

reason that the mean across word embedding 

dimensions is zero and the computation of Pearson 

Correlation distance becomes approximately equal 

to the cosine distance function. 

The second experiment applied stemming to the 

preprocessed text before the feature extraction 

stage. Afterward, three different feature extraction 

techniques were applied, similar to the previous 

experiment.  Clustering was performed on the 

resultant feature matrix with four distance metrics. 

As shown in Table 2, on average, frequent unigram 

6 https://www.urduvoa.com/ 

7 https://www.bbc.com/urdu 
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features performed better, as was the case with the 

first experiment. In addition, it was found that, on 

average, the clustering algorithm obtained the 

maximum ARI score when cosine distance was 

used as a distance function. 

In the third experiment, lemmatization was 

applied to the cleaned text. The results indicated 

that the frequent unigram features were more 

effective as they obtained maximum ARI score on 

average. Moreover, it was found that the clustering 

algorithm achieved maximum ARI score on 

average when Euclidean distance was used for 

distance computation.  

To summarize the experimental results 

presented in Table 2, clustering results were 

optimal when cosine distance measure was used to 

compute distance matrix in most experiments. 

Furthermore, the stemming technique was helpful 

in contrast to lemmatization as it achieved the 

highest ARI scores of 0.825, respectively, with 

frequent unigram features on the dataset. 

The aforementioned finding is also supported 

through the experiments performed by (Bsoul et 

al., 2014) on Arabic documents. (Bsoul et al., 

2014) identified that cosine distance measure 

produced better clustering in contrast to Euclidean 

distance measure on clustering task. Furthermore, 

the authors also highlighted that the stemming 

obtained better results in comparison to 

lemmatization on the Arabic document clustering 

task.  Similarly, in our work, stemming yielded 

optimal ARI score when evaluated on Urdu News 

headlines clustering. 

5 Conclusion 

This paper evaluates the impact of stemming 

and lemmatization on Urdu document clustering. 

In addition to stemming and lemmatization, the 

effect of distance measures on clustering short text 

was also studied. The experiments were performed 

on the Urdu news headlines corpus. Unigram-

based features and word embedding-based features 

were used to build a feature matrix. The results 

showed that the frequent unigram features yielded 

the highest ARI score on average. Among the four 

distance measure, the Cosine distance metric was 

more valuable. Furthermore, the stemming 

technique was identified to be useful in contrast to 

lemmatization for clustering news headlines. 

Several extensions to this work are planned for the 

future. First, we plan to conduct a similar study on 

Urdu tweets corpus. Second, we would experiment 

with the recent state-of-the-art feature extraction 

techniques such as contextualized word 

embeddings. Lastly, we intend to experiment with 

various other distance measures to identify the 

optimal distance metric for the clustering task. 
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Abstract

The grammatical analysis of texts in any
written language typically involves a num-
ber of basic processing tasks, such as tok-
enization, morphological tagging, and de-
pendency parsing. State-of-the-art systems
can achieve high accuracy on these tasks
for languages with large datasets, but yield
poor results for languages which have lit-
tle to no annotated data. To address this is-
sue for the Tagalog language, we investigate
the use of alternative language resources for
creating task-specific models in the absence
of dependency-annotated Tagalog data. We
also explore the use of word embeddings
and data augmentation to improve perfor-
mance when only a small amount of an-
notated Tagalog data is available. We
show that these zero-shot and few-shot ap-
proaches yield substantial improvements on
grammatical analysis of both in-domain and
out-of-domain Tagalog text compared to
state-of-the-art supervised baselines.

1 Introduction

The grammar of a language is the set of rules and
processes which govern the composition of words
and sentences in that language. When conduct-
ing a grammatical analysis of sentences in a given
text, we typically need to perform several tasks
such as tokenization, part-of-speech tagging, and
syntactic parsing, each of which pertains to a dis-
tinct level of grammatical structure. These three
levels of analysis are illustrated in Fig. 1 as a de-
pendency tree, one of the most common means of
representing a sentence’s grammatical structure.

With the advent of machine learning, many nat-
ural language processing (NLP) pipelines can now

accomplish such analysis tasks with high accu-
racy for languages with large annotated datasets.
However, these systems still yield poor results
in a low-resource setting, for languages which
have little to no available dependency-annotated
data (Zeman et al., 2018). This renders the out-
puts of such pipelines unsuitable for use in down-
stream tasks and limits the development of more
advanced technologies for these languages.

This is not to say that a language which
lacks annotated data is inherently a “low-resource
language”—on the contrary, many such languages
do in fact possess a wide range of other language
resources, including literary works (e.g. books,
newspapers, poetry), linguistic references (e.g.
dictionaries, grammar textbooks), and the expert
knowledge of those proficient with the language.
Unlike annotated datasets, these resources cannot
be directly fed into existing NLP pipelines as in-
puts, but it is still possible to encode the infor-
mation from these resources into usable formats.
Given this scenario, we thus ask:

1. Can we create a pipeline for grammatical
analysis without any dependency-annotated
data, using only these alternative language re-
sources?

2. Can we improve the performance of exist-
ing pipelines by using alternative resources
and methods together with a small amount of
dependency-annotated data?

In this work, we explore various approaches
to achieve these two objectives for the Taga-
log language (Section 2), evaluating their per-
formance on educational and news text against
state-of-the-art baselines (Section 3). Using the
best-performing approaches, we develop a few-
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All proceeds were donated to local frontliners .
DET NOUN AUX VERB ADP ADJ NOUN PUNCT

det

nsubj

aux

case

amod

obl

punct
root

Figure 1: Grammatical analysis (using the Universal Dependencies annotation format1) for the sentence:
All proceeds were donated to local frontliners.

shot pipeline and a zero-shot pipeline (Section 4)
which both improve on the current state-of-the-
art, and which serve as competent benchmarks
for the automated grammatical analysis of Taga-
log text. We conduct this work using the Uni-
versal Dependencies (UD) framework, which pro-
vides cross-linguistically consistent guidelines for
grammatical annotation in many languages (Nivre
et al., 2016). We situate our work against prior
endeavors in automated grammatical analysis for
Tagalog, and suggest directions for future research
(Section 5). Our scripts, models, and datasets de-
scribed in this paper are freely available for gen-
eral use.2

2 Candidate approaches

Existing NLP pipelines typically perform several
annotation tasks through a chain of individual pro-
cessing components, each of which can be im-
proved in a low-resource setting using alternative
methods and resources. We tested several ap-
proaches for implementing the individual pipeline
components, then selected the best-performing ap-
proaches for each task to create our new pipelines.
A description of the specific annotation tasks, and
the candidate approaches we have chosen to test
for each task, are described in the sections below.

Tokenization is the task of segmenting running
text into distinct levels of organization, such as
tokens, words, and sentences. We implemented
and evaluated the following alternative approach
for tokenization:

• Unsupervised tokenization. Since tokeniza-
tion is one of the first preprocessing tasks per-
formed for any text analysis, many tokenizers
are included in widely-used NLP libraries.

2https://universaldependencies.org/
guidelines.html

2https://github.com/AngelAquino/
tagalog-ud-pipeline

For this task, we used the Python NLTK
(Bird, 2006) implementation of the Punkt to-
kenizer (Kiss & Strunk, 2006), which uses
heuristic boundary detection algorithms fine-
tuned on the American English Wall Street
Journal corpus.

Part-of-speech tagging is the task of identify-
ing the parts of speech (e.g. noun, verb, adjective)
of words or tokens in a sentence. We implemented
and evaluated the following approaches for part-
of-speech tagging:

• Tag conversion. A POS-tagged corpus for
Tagalog was previously developed by Nocon
and Borra (2016) using the language-specific
MGNN tagset. We developed scripts to map
this tagset to the UD POS tagset, and used the
corpus text together with the converted tags
to train a POS tagger model.

• Multilingual annotation projection. In the
absence of labeled data for a target language,
annotations such as POS tags can be pro-
jected from a high-resource source language
to a low-resource target language through
parallel text. Several massively multi-parallel
corpora with Tagalog coverage now exist
(Agić et al., 2016; Agić & Vulić, 2019). We
adopted the methodology by Plank and Agić
(2018) for part-of-speech projection.

Morphological analysis. The UD framework
includes levels of annotation for the lemmas (i.e.
canonical or uninflected forms) and morphologi-
cal features (e.g. gender, number, tense) of each
word. We implemented and evaluated the follow-
ing approach for annotating these properties:

• Rule-based analysis. Several rule-based
methods for morphological analysis of Taga-
log were previously implemented (Roxas &
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Mula, 2008; Cheng, Adlaon, Aquino, Fer-
nandez, & Villanueva, 2017) which have pri-
marily focused on the language’s complex
verbal morphology. We formed a similar set
of rules to identify lemmas and selected UD
features, and implemented them as a finite-
state transducer.

Dependency parsing is the task of determin-
ing the correct head-dependent relationships be-
tween words in a given sentence, as well as the
labels for each of these relations. We implemented
and evaluated the following approaches for depen-
dency parsing:

• Multilingual annotation projection. Similar
to what was described for POS tagging, an-
notation projection can also be applied to de-
pendency parsing. Here we implemented the
methodology of Agić et al. (2016) for projec-
tion of dependency trees.

• Data augmentation. When only a small
amount of labeled dependency data is avail-
able for a given language, several opera-
tions can be performed to artificially augment
the number of available sentences at train-
ing time. In line with the work of Vania et
al. (2019), we implemented sentence morph-
ing (i.e. cropping and rotating existing sen-
tences) to produce additional training data.

Neural system with embeddings. The Stanza
neural pipeline developed by the Stanford NLP
Group has produced state-of-the-art results for de-
pendency parsing for many languages, and for
low-resource settings in particular (Qi, Dozat,
Zhang, & Manning, 2018). This pipeline con-
sists of a series of neural architectures, and makes
use of pre-trained word embeddings (i.e. high-
dimensional vector representations encoding the
context of words in a given language, trained
using large amounts of raw text). We trained
Stanza models for tokenization, part-of-speech
tagging, morphological analysis, and dependency
parsing using the UD-annotated Ugnayan tree-
bank (Aquino & de Leon, 2020) and the fast-
Text word embeddings for Tagalog (Bojanowski,
Grave, Joulin, & Mikolov, 2017), and compared
the performance of these models to those of the
other candidate approaches for the pipeline.

Each of these implementations was evaluated
alongside the baseline performance of the UDPipe

monolingual Tagalog model, which was deter-
mined to be the best supervised system for Tagalog
UD parsing among those we evaluated in a previ-
ous study (2020). We also used UDify (a state-
of-the-art language-agnostic parsing pipeline) as
a zero-shot baseline, as a system which achieved
competitive performance on Tagalog tagging and
parsing without the use of any Tagalog UD anno-
tations in its training.

We tested all approaches using an expanded ver-
sion of the Ugnayan treebank for Tagalog. The
version of this treebank that is currently available
on the Universal Dependencies repository3 con-
sists of 94 sentences (1097 words) of educational
text from fiction and nonfiction resources of the
DepEd Learning Resource portal. The treebank
has been further expanded to include an additional
25 sentences (792 words) of news text from arti-
cles by the Philippine Information Agency. We
used the educational section of the treebank as
training data where required, and the news section
purely as testing data.

3 Evaluations

Tokenization. For the task of tokenization, we
compare the performance of the UDPipe baseline
tokenizer to two alternative systems:

1. The tokenizer component of a Stanza pipeline
trained on Ugnayan data as well as fastText
Tagalog word embeddings, and

2. the unsupervised Punkt tokenizer, as imple-
mented in Python NLTK.

We report the F1 scores for each of these mod-
els in Table 1. We find that the supervised UDPipe
and Stanza tokenizers both outperform the Punkt
tokenizer on word and sentence tokenization when
tested on in-domain (educational) text, with the
UDPipe tokenizer giving marginally better results.
On the other hand, the Punkt tokenizer surpasses
both UDPipe and Stanza on sentence tokenization
of out-of-domain (news) text by a large margin.

Upon inspection of the predicted tokenizations
for each system, we find that the Punkt tokenizer
gives poor sentence segmentation for quotations
(e.g. ”Maraming salamat po!” sabi ko.) whereas
the UDPipe and Stanza tokenizers tend to incor-
rectly split sentences based on periods following

3https://universaldependencies.org/
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a. Educational text (raw) b. News text (raw)
METHOD TOKEN WORD SENT TOKEN WORD SENT

few-shot UDPipe (supervised baseline) 99.27 95.67 95.41 91.03 87.81 66.67
Stanza (supervised + embeds) 99.11 93.74 93.36 93.59 86.97 50.91

zero-shot Punkt (unsupervised) 97.25 85.08 89.69 97.10 87.58 76.92

Table 1: F1 scores on tokenization from raw text, tested on both the educational and news sections of
the Ugnayan treebank. Results in (a) for both UDPipe and Stanza were averaged over 10-fold cross-
validation. Bold: highest scores for each test set.

abbreviations (e.g. Engr.). These may be at-
tributed to the nature of the different models: the
UDPipe and Stanza models were trained on the
educational portion of Ugnayan, which does not
contain any occurrences of abbreviations, so the
model tends to recognize all periods as sentence
boundaries, regardless of context. In contrast,
the Punkt tokenizer distinguishes periods that fol-
low abbreviations from sentence-terminating pe-
riods with high accuracy, but may fail to dis-
ambiguate other sentence-terminating punctuation
marks which are instead located in the middle of
a sentence (as with quotations). These properties
may explain the differences in performance be-
tween the models on the two datasets: the educa-
tional dataset contains 7 sentences with quotations
and none with abbreviations (out of 94), while the
news dataset contains 4 sentences with abbrevia-
tions containing periods (out of 25).

Tagging and morphology. For part-of-speech
tagging, we compare the performance of the base-
line taggers to four alternatives:

1. The POS tagger component of a Stanza
pipeline trained on Ugnayan data as well as
fastText Tagalog word embeddings,

2. A POS tagger trained using the ISIP-SAFE
Part-of-Speech Tagger corpus, with tags con-
verted from the MGNN tagset into the UD
tagset,

3. A POS tagger trained on tags projected from
a single source language (English) to Tagalog
via alignment of a random selection of paral-
lel English-Tagalog sentences, and

4. A POS tagger trained on tags projected from
four source languages (English, Italian, Pol-
ish, and Indonesian) to Tagalog via alignment
of parallel sentences with optimal coverage
across all source-target language pairs.

We used the Bilty bidirectional long-short term
memory tagger (Plank, Søgaard, & Goldberg,
2016) to train models 2 to 4. We implemented the
tag conversion from the MGNN tagset to the UD
tagset as a Python script. We performed this con-
version on the ISIP-SAFE Part-of-Speech corpus,
and used the corpus text and converted tags to train
model 2.

All parallel sentences used in projection for
models 3 and 4 come from the JW300 corpus
(Agić & Vulić, 2019). For model 3, we se-
lected English for single-source projection as the
source language with the highest number of paral-
lel sentences to Tagalog in JW300; we used a ran-
domized selection of text covering approximately
100,000 words (contained in 4831 sentences) to
train the model. For model 4, we selected four
source languages to represent four different lan-
guage groups — English for Germanic, Italian
for Romance, Polish for Slavic, and Indonesian
for Austronesian (to which Tagalog also belongs);
here we used the top 5000 Tagalog sentences with
optimal alignment coverage averaged across the
four source languages.

For models 3 and 4, we trained the source-side
taggers using the English-GUM, Italian-ITSD,
Polish-PDB, and Indonesian-GSD treebanks from
UD v2.6, and used these to tag the source sen-
tences. We then aligned the source and target
words using the Eflomal alignment tool (Östling
& Tiedemann, 2016), determined the optimal tag
for each target word as the tag with the high-
est sum of tagger confidences across all aligned
source words, then projected these optimal tags
onto the target words. The target Tagalog words
and projected tags were then used as training data
for these models.

For morphological feature annotation and
lemmatization, we compare the performance of
the baselines to three alternatives:

1. The lemmatizer component of a Stanza
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a. Educational text b. News text
(tokenized) (tokenized)

METHOD UPOS FEAT LEMM UPOS FEAT LEMM

few-shot UDPipe (supervised baseline) 83.76 94.21 89.79 68.21 94.19 75.62
Stanza (supervised + embeds) 91.16 95.53 92.68 74.38 94.07 79.02

zero-shot UDify (zero-shot baseline) 59.80 65.45 71.01 61.11 73.48 72.47
POS tag conversion (MGNN) 68.19 57.07
POS projection (en) 61.17 52.53
POS projection (en+id+it+pl) 61.90 57.20
Foma FST (v1) 93.53 71.01 95.33 70.96
Foma FST (v2) 93.71 71.19 95.33 70.96

Table 2: F1 scores on part-of-speech tagging, morphological feature analysis, and lemmatization from
tokenized text, tested on both the educational and news sections of the Ugnayan treebank. Results in
(a) for both UDPipe and Stanza were averaged over 10-fold cross-validation. Bold: highest scores per
system type. Gray: highest scores across all models.

pipeline trained on Ugnayan data as well as
fastText Tagalog word embeddings,

2. Version 1 of our Foma finite-state trans-
ducer for Tagalog morphology, which spec-
ifies rules for verbal reduplication and the oc-
currence of verbal affixes -um- and -in-, and

3. Version 2 of the Foma FST for Tagalog,
which includes all of the rules from Version
1, and adds rules for the occurrence of the
verbal affixes -nag- and -hin-.

We report the F1 scores for each of these models
in Table 2. We find that for part-of-speech tagging
and lemmatization, Stanza outperforms both base-
line systems on both educational and news texts,
while both Stanza and the baseline UDPipe sys-
tem outperform each of the other alternatives on
both datasets by a wide margin. For morphologi-
cal feature annotation, the Stanza and UDPipe sys-
tems also yield marginally better feature annota-
tion than the Foma FST models on the in-domain
educational text, but the FST models give a slight
improvement over their performance for the out-
of-domain news text; all three approaches surpass
the zero-shot UDify system on this task by a wide
margin. In the absence of UD-annotated Tagalog
data, both POS tag conversion and POS projection
yield comparable performance to the UDify sys-
tem, with the tag conversion model and the UD-
ify model performing slightly better on the educa-
tional text and news text, respectively.

We can observe that for the part-of-speech tag-
ging task, the use of multiple source languages
in the projection approach seems to improve per-
formance over the use of only a single source

language; this improvement may be attributed
to the coverage-based selection of sentences in
the multiple-source model (as opposed to ran-
dom selection for the single-source model), since
a greater amount of coverage has been shown
to improve part-of-speech projection performance
in prior works (Duong, Cook, Bird, & Pecina,
2013; Plank & Agić, 2018). Further study may
be needed to determine the general effects of the
number of source languages, as well as their simi-
larity to the target language, on the accuracy of the
projection method.

We also note both Versions 1 and 2 of our Taga-
log FST yielded the same performance on the
news dataset. This indicates that the additional
rules included in Version 2 did not correspond to
any verbal phenomena that were present in the
news dataset, and that in general, the addition of
rules may or may not result in an improvement
in the morphological analysis of a given text, de-
pending on the contents of that text. Neverthe-
less, we have shown that even a small number of
rules (23 for Version 1, and 27 for Version 2) can
account for a large number of verbal phenomena
in Tagalog corpora. Moreover, the behavior of
such a rule-based system is highly explainable and
can be easily expanded to account for any well-
defined morphological process (as opposed to the
neural models used in the other approaches, which
have low explainability, and which can be trained
on several examples of some morphological phe-
nomenon without any guarantees that the model is
able to generalize to other occurrences of the same
phenomenon).

Dependency parsing. For the dependency
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parsing task, we compare the performance of the
baselines to four alternatives:

1. The dependency parser component of a
Stanza pipeline trained on Ugnayan data as
well as fastText Tagalog word embeddings,

2. The dependency parser component of a UD-
Pipe model trained on Ugnayan data aug-
mented by sentence morphing,

3. The dependency parser component of a UD-
Pipe model trained on dependency trees pro-
jected from a single source language (En-
glish) to Tagalog via alignment of parallel
sentences with optimal coverage, and

4. The dependency parser component of a UD-
Pipe model trained on dependency trees pro-
jected from four source languages (English,
Italian, Polish, and Indonesian) to Tagalog
via alignment of parallel sentences with op-
timal coverage across all source-target lan-
guage pairs.

For model 2, we implemented a program which
creates additional training sentences through sen-
tence morphing. This program selects all sen-
tences with both nsubj and obj dependents of
the root (i.e. subject and direct object clauses
of the predicate). It then identifies the word order
used in each selected sentence—either VSO, SVO,
or VOS, which are the three grammatical word
orders in Tagalog—and generates two additional
sentences corresponding to the other two word or-
ders by swapping the positions of the clauses in the
dependency tree. The educational portion of the
Ugnayan treebank was passed as input to this pro-
gram, and the morphs generated by the program
were appended to the original set of sentences,
together forming the training data for the parser
model.

For models 3 and 4, we used the same set
of 5000 Tagalog sentences (and the source sen-
tences parallel to them) as in the multiple-source
part-of-speech projection described earlier. We
trained source-side parsers using the English-
GUM, Italian-ITSD, Polish-PDB, and Indonesian-
GSD treebanks from UD v2.6, and used these
to generate dependency trees for the source sen-
tences. We then modified the Eflomal align-
ment tool to print alignment probabilities per word
(since the tool originally provided only sentence

alignment probabilities in its output), and used this
to generate word alignments and probabilities per
source-target sentence pair. The parallel sentences
and their corresponding alignments were used as
inputs to the projection tools developed by Agić
et al. (2016) to generate dependency trees pro-
jected onto the target sentences through proba-
bility weighting and directed maximum spanning
tree decoding.

Since these tools only projected dependency
edges but not dependency labels, we needed to
develop an additional method to predict depen-
dency labels for the projected edges using only
available data from the source languages. For this,
we trained delexicalized random forest classifiers
which predict the dependency label for a word us-
ing two features: (1) the POS tag of that word, and
(2) the POS tag of the word which heads it. (We
say that these models are delexicalized since they
only use POS tags as inputs, not the word forms
themselves.) We used the same four source-side
treebanks as input data for these classifiers. We
then took the projected POS tags from our ear-
lier pipeline tests, and used these together with
the projected edges in order to predict dependency
labels for the target sentences. Finally, we used
the trees composed of projected edges, projected
POS tags, and predicted dependency labels to train
models 3 and 4 above.

We report the F1 scores for each of these mod-
els in Table 3. Among the supervised systems, the
UDPipe model trained on augmented data yielded
the best UAS and LAS on both datasets, while
the Stanza system scored the lowest. Among the
zero-shot systems, the UDify model outperformed
both projection models by a wide margin. There
was a sizeable gap in attachment scores between
the supervised and zero-shot models on the educa-
tional (in-domain) set; on the other hand, the UD-
ify models yielded scores that approached or even
exceeded those of the supervised systems on the
news (out-of-domain) set.

We observe that between the two projection
models, the single-language model performed
slightly better (in terms of LAS on the educational
set, and both UAS & LAS on the news set) than
the multiple-language model. This runs in con-
trast to the part-of-speech tagging task, where we
found that multiple-source POS projection gave
better accuracy than the single-source alternative.
Although no study to our knowledge has explored
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a. Educational text b. News text
(tagged) (tagged)

METHOD UAS LAS UAS LAS
few-shot UDPipe (supervised baseline) 75.50 68.95 53.28 43.06

Stanza (supervised + embeds) 75.08 66.09 51.01 36.99
data augmentation (morph) 77.33 71.60 58.33 47.85

zero-shot UDify (zero-shot baseline) 51.96 32.18 53.28 36.62
projection (en) 26.62 21.33 26.77 18.81
projection (en+id+it+pl) 28.08 20.69 24.24 14.77

Table 3: F1 scores on dependency parsing from gold-tagged text, tested on both the educational and
news sections of the Ugnayan treebank. Results in (a) for the UDPipe baseline, Stanza, and UDPipe
data augmentation models were averaged over 10-fold cross-validation. Bold: highest scores per system
type. Gray: highest scores across all models.

the relationship between the number of source lan-
guages and the accuracy of the resulting depen-
dency projection, prior works have shown that
the best projection approach, and the best source
languages, vary across different target languages
(Johannsen, Agić, & Søgaard, 2016; Agić et al.,
2016). Further work may be needed to determine
the effect of each of these parameters on projection
for Tagalog and for other Philippine languages.

Beyond the results shown here, we have also
observed that although the Stanza model yielded
slightly lower average scores than the baseline
UDPipe model when parsing from gold-tagged
text, the Stanza model outperforms the UDPipe
baseline on average when parsing using system-
predicted part-of-speech tags and morphological
annotations. We initially found this result counter-
intuitive, since both parsers were configured to use
system-predicted tags during their training, and we
have shown in the previous section that the Stanza
system produces more accurate tags (i.e. tags that
are closer overall to the gold tags) than the UD-
Pipe parser. Hence, we expected that the Stanza
parser similarly outperforms the UDPipe parser on
gold-tagged data. However, once we inspected the
scores of both systems on each of the 10 cross-
validation folds for the education set, we found
that Stanza in fact gave better UAS for 5 out of 10
folds, and equal or better LAS for 4 out of 10 folds.
(In comparison, the augmented model gives better
or equal UAS than the UDPipe baseline for 8 out
of 10 folds, and better or equal LAS for 9 out of 10
folds.) We therefore conclude that the Stanza and
UDPipe baseline models give comparatively equal
parsing performance, whereas data augmentation
tends to improve on both of these systems overall.

4 Final pipelines

For our final pipelines, we differentiate between
two low-resource data settings: few-shot (i.e.
when a small amount of UD-annotated training
data is available), and zero-shot (i.e. when no UD-
annotated data is available). Based on our experi-
ments above, we propose the use of the following
pipelines in each setting:

1. Few-shot. The Stanza pipeline, trained with
word embeddings and UD-annotated data
augmented through sentence morphing

2. Zero-shot. A pipeline consisting of: the
Punkt unsupervised tokenizer; the Bilty POS
tagger, trained on tags converted from ex-
isting resources for the target language (e.g.
a dictionary or a tagged corpus); the Foma
morphological analyzer, compiled with rules
written based on existing grammar texts for
the target language; and the UDify universal
parser model

For our final evaluation, we compare the per-
formance of these two pipelines to the UDPipe
Indonesian-GSD model, which was the cross-
lingual model with the best LAS among those we
evaluated in a previous study (2020).

We report the F1 scores for each of these models
in Table 4. When testing on educational text, we
find that the few-shot Stanza pipeline (trained in-
domain) outperforms both the zero-shot and cross-
lingual pipelines on all tokenization, tagging, and
parsing tasks. The results on the news data, on the
other hand, are more varied:

• For token- and word-level tokenization, the
zero-shot pipeline gives the highest aver-
age scores, performing slightly better than
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a. Educational text (raw) Tokenization Tagging Parsing
PIPELINE TOKEN WORD SENT UPOS FEAT LEMM UAS LAS
few-shot 98.75 93.56 98.57 85.12 90.55 87.21 67.29 60.15
zero-shot 97.25 85.08 89.69 59.57 78.75 66.57 48.53 33.29
cross-lingual 97.40 85.22 92.38 27.95 46.56 65.92 18.78 9.41

b. News text (raw) Tokenization Tagging Parsing
PIPELINE TOKEN WORD SENT UPOS FEAT LEMM UAS LAS
few-shot 90.85 84.15 32.14 61.51 78.45 65.98 35.26 26.70
zero-shot 97.29 87.74 83.02 53.77 83.80 66.89 44.07 32.92
cross-lingual 96.64 87.13 86.89 30.77 55.05 67.29 10.12 5.24

Table 4: F1 scores on tokenization, tagging, and parsing from raw text, tested on both the educational
and news sections of the Ugnayan treebank. Bold: highest scores for each test set.

the cross-lingual pipeline, with the few-shot
pipeline lagging behind on token-level seg-
mentation.

• For sentence-level tokenization, the cross-
lingual pipeline gives the best performance,
followed closely by the zero-shot pipeline,
with both systems far surpassing the few-shot
pipeline (trained out-of-domain).

• For part-of-speech tagging and morpholog-
ical feature annotation, the gaps between
scores of each of the systems are more pro-
nounced. The few-shot pipeline does best on
the POS task, the zero-shot pipeline does best
on feature annotation, and the cross-lingual
pipeline is well behind the other two on both
tasks.

• For lemmatization, the cross-lingual pipeline
achieves the best average, but the other two
systems give roughly similar performance on
the task.

• For dependency parsing, the zero-shot
pipeline outperforms the few-shot pipeline on
both unlabeled and labeled attachment, with
both systems outperforming the cross-lingual
pipeline by a large margin.

Since our focus is on dependency parsing, we
use the labeled attachment score as the primary
measure of system performance. For this, we
compare the ranges of labeled attachment scores
achieved by each model across 10 folds of cross-
validation, wherein the training and dev partitions
are partitioned differently for each fold. (None of
the zero-shot components require train/dev parti-
tions in their development, so only a single model

is used per component across all tests, and only a
single score is reported for each test set.) These
results are visualized in Fig. 2.

20 40 60 80

cross-lingual
zero-shot
few-shot

a. Educational text (raw)

10 20 30

cross-lingual
zero-shot
few-shot

b. News text (raw)

Figure 2: LAS spreads for 10-fold cross-validation
on tokenization, tagging, and parsing from raw
text, tested on the educational section of the Ug-
nayan treebank.

We find that when testing in-domain (on edu-
cational text), the few-shot pipeline yields higher
scores across all folds than the zero-shot pipeline.
The opposite is true when testing out-of-domain
(on news text): here, the zero-shot pipeline out-
performs the few-shot pipeline on all folds. We
can see that the performance of the zero-shot sys-
tem stays consistent across both types of data (with
LAS between 32% and 34% for both). In contrast,
the performance of the few-shot system is highly
sensitive to the train-dev split used at training time
(with a difference of over 30% LAS between the
lowest and highest scores achieved on the educa-
tional text, and to the type of data encountered at
training versus testing (with the median LAS drop-
ping by over 30% from the in-domain to the out-
of-domain scenario). We therefore recommend the
use of the zero-shot pipeline for general Tagalog
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parsing purposes, and would only consider using
the few-shot pipeline if the data to be parsed is in
the same domain as any annotated datasets avail-
able for training the pipeline.

In addition, we find that both the few-shot and
zero-shot pipelines outperform all instances of
the cross-lingual pipeline by 18% or more LAS.
This indicates that these new pipelines improve
on Tagalog parsing performance versus state-of-
the-art pipelines trained on high-resource cross-
lingual data (in this case, UDPipe trained on an
Indonesian treebank containing over 100, 000 to-
kens, which yielded better LAS than several other
cross-lingual alternatives); we have shown that
this can be achieved through the use of alternative
Tagalog language resources in both a few-shot set-
ting (with less than 1, 000 tokens of UD-annotated
training data) and a zero-shot setting (using no
UD-annotated target-language data). Sample out-
puts for all three pipelines on news text are ren-
dered in graphical form in Fig. 3.

5 Discussion

Tagalog is an Austronesian language spoken as a
first language by around a quarter of the 100 mil-
lion total population of the Philippines, and as a
second language by the majority of the country
(Eberhard, Simons, & Fennig, 2022). Its stan-
dardized form, Filipino, is one of two official lan-
guages for communication and instruction in the
Philippines (the other being English). It has an
abundance of language resources available to the
public, including academic texts, creative litera-
ture, newspapers, radio & TV broadcasts, and so-
cial media content. Furthermore, it has long been
a language of interest for linguists worldwide due
to its complex verbal morphology and distinctive
voice system.

Although Tagalog has both a thriving literary
tradition and an established body of linguistic re-
search behind it, computational NLP for Tagalog
is only an emerging field of study, with much
progress yet to be made compared to the other ma-
jor languages of the world. Some of the first sys-
tems for automated grammatical analysis of Taga-
log include the rule-based morphological analyzer
by Fortes (2002), the template-based POS tagger
by Rabo (2004) whose tagset was the basis for the
later MGNN tagset used in our tag conversion ap-
proach, and the graph-based dependency parser by
Manguilimotan & Matsumoto (2011). More re-

cent statistical and neural implementations have
been tested by Go & Nocon (2017) for POS tag-
ging, and by Yambao & Cheng (2020) for mor-
phological analysis, showing substantial improve-
ments for each task over previous works.

One of the shortcomings of the systems above is
that their output annotations are non-standard and
are not directly comparable to the results achieved
for other languages. The first cross-linguistically
compatible Tagalog treebank was created by Sam-
son (2018) under the UD standard. We subse-
quently conducted, to our knowledge, the first
comparative evaluation of supervised UD parsing
for Tagalog (2020) using the TRG treebank by
Samson as well as our own Ugnayan treebank.

Our experiments in this paper have shown that
the use of various available language resources
through simple data conversion and generation
methods can improve performance over super-
vised grammatical analysis with annotated data
alone. The approaches we have tested were chosen
primarily on the basis of:

• the language resources that were available to
us for Tagalog;

• the limits in computational capacity of the
consumer laptop used throughout this re-
search; and

• the grammatical properties of the Tagalog
language.

We hypothesize that the applicability of these
methods to other languages will in turn be de-
pendent on the above factors. For example, the
Tagalog FST models we created for morphologi-
cal analysis may be easily modified to suit other
Philippine languages like Bikolano and Ilokano
with similar verb infixation patterns, but would not
be useful for more analytic languages like Viet-
namese, and may require significant expansion for
more polysynthetic languages like Kunwinjku, as
seen in Lane & Bird (2019). The dependency
projection method for zero-shot parsing was not
effective here for Tagalog, but it may yield bet-
ter results for target languages with high similar-
ity to annotation-rich sources (e.g. Germanic and
Romance languages) or if many more source lan-
guages and higher compute are used, as in Agić et
al (2016). Language resources beyond those used
in this paper, such as speech corpora and seman-
tic networks, may require different encoding tech-
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Halos 4,000 na Antipolenyo ang nabigyan ng trabaho noong 2017 .
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Figure 3: Ugnayan treebank annotation (1st row) and outputs of the few-shot, zero-shot, and cross-
lingual pipelines (2nd to 4th rows) for the following sentence: Halos 4,000 na Antipolenyo ang nabigyan
ng trabaho noong 2017 (Around 4,000 Antipolenyos were granted jobs in 2017).

niques and system architectures to be useful for
the analysis tasks investigated here.

6 Conclusion

In this work, we have explored methods for lever-
aging alternative Tagalog language resources to
improve few-shot parser performance. We have
also shown that in the absence of any annotated
Tagalog data, a pipeline of zero-shot methods
for tokenization, tagging, and parsing also yields
better results than cross-lingual models, and can
even outperform the improved monolingual mod-
els when testing on out-of-domain text.

We recommend the use of the zero-shot
pipeline—consisting of unsupervised tokeniza-
tion, part-of-speech tag conversion, finite-state
morphological analysis, and a multilingual BERT-
based parser—for general-purpose, automated
grammatical analysis of Tagalog text, as it gives
consistent performance for all UD annotation

tasks across the two domains we have investigated
here. If the text to be analyzed is sufficiently
similar to the available Tagalog training data, we
also recommend the use of supervised monolin-
gual modeling, as it has been shown to yield sub-
stantial improvements over the other alternatives
tested here when annotating in-domain text.

There exist many possible avenues for building
on this work, including but not limited to the cre-
ation of new treebanks and the expansion of exist-
ing treebanks, the use of domain adaptation meth-
ods for out-of-domain parsing, the exploration of
Tagalog as a pivot between foreign and Philippine
languages, and the investigation of methods for
annotating and parsing code-switched (e.g. mixed
Tagalog and English) text. We hope that our ini-
tial steps here will encourage further work towards
robust grammatical analysis for Tagalog, and for
many other local languages here and abroad.
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Abstract 

This paper talks about the question particle 
-kah, that is commonly used in both 
constituent and polar questions in Malay. 
This particle is interesting because it can 
appear in different positions in polar 
questions. Despite previous research on the 
topic, there is a lack of comprehensive 
description and syntactic analysis of -kah in 
Malay polar questions. We found that -kah 
occupies four major syntactic positions: (i) 
after the sentence-initial verb/modal, (ii) 
after the sentence-initial phrase, (iii) after 
the entire sentence, and (iv) after the 
sentence-initial auxiliary ada. These 
different syntactic positions are attributable 
to three syntactic processes, i.e. head 
movement, phrasal movement and base-
generated ada. This paper suggests that the 
diverse syntactic positions can receive a 
unified account by assuming that -kah is a 
bound C head that requires phonological 
support like the -ed in English using any of 
the three syntactic mechanisms. 

1 Overview 

In Malay, the particle -kah is typically used in 
constituent questions and polar questions, as in 
(1) and (2) respectively. It has been commonly 
referred to as the question particle in the 
literature. While some studies on Malay 
constituent questions can be found, not much 
has been said about the particle -kah in Malay 
polar questions. 
 
(1) Siapa-kah nama kamu? 
 who-Q name you 
 ‘What is your name?’ 

 

(2) Besar-kah rumah Ali? 
 big-Q house Ali 
 ‘Is Ali’s house big?’ 

 
At first glance, the distribution of particle -kah 
in polar questions appears to be somewhat 
arbitrary. As shown in (1) and (3b), -kah can 
show up after a word near the beginning of the 
polar question. In (3a), however, -kah occurs in 
the sentence-final position.  
 

(3) a. Ali pergi ke hospital-kah? 
  Ali go to hospital 
  ‘Did Ali go TO THE HOSPITAL?’ 

 
(3) b. Pergi-kah Ali ke hospital? 
  go-Q Ali to hospital 
  ‘Did Ali go to the hospital?’ 

 
Where can -kah occur in Malay polar questions? 
Are these instances of -kah related? In this 
paper, we attempt to answer these questions by 
addressing the strategies used in all types of 
Malay polar questions involving -kah and 
propose a unified analysis to account for the 
particle -kah. We show that a single economy 
principle is sufficient in capturing the large 
variety of options for polar question formation 
involving -kah.  
 
The rest of the paper is structured as follows. In 
Section 2, we will present a short review of the 
literature related to Malay polar questions. We 
show that previous studies are still not 
comprehensive enough in the description of -
kah in Malay polar questions. In Section 3, we 
provide some of the facts in Malay to facilitate 
our discussion in the following sections and 
also briefly talk about the various types of 
Malay polar questions. Section 4 will propose a 
unified analysis in which multiple strategies 
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can be used in Malay polar questions to support 
-kah. Finally, a summary of the whole paper 
will be included in Section 5. 

2 Previous descriptions of Malay 
polar questions  

Previous research on Malay polar questions is 
rather limited. They focus on describing the 
different types of polar questions in the 
language. Karim et al. (2008) have identified 
some of the patterns allowed in Malay polar 
question formation, i.e. SVO pattern with rising 
intonation at the end of the sentence1 (4), SVO 
pattern with -kah appearing at the end of the 
sentence (5) and phrases/words appearing 
before -kah near the beginning of the sentence 
(6-7). 
 
(4) Kamal me-mandu lori?2  
 Kamal ACT-drive lorry  
 ‘Does/Can Kamal drive a lorry?’ 

(Karim et al., 2008, p.442) 
 

(5) Mereka berlepas pagi tadi-kah? 
 they leave morni

ng 
just.now-
Q 

 ‘Did they leave THIS MORNING?’ 
(Karim et al., 2008, p.442) 

 
(6) Pagi tadi-kah mereka  
 morning just.now-Q they  
 berlepas?    
 leave    
 ‘Was it this morning that they left?’ 

(Karim et al., 2008, p.443) 
 

(7) Cantik-kah istana raja itu? 
 beautiful-Q palace king that 
 ‘Is that palace beautiful?’ 

(Karim et al., 2008, p.443) 
 
While the Karim et al.’s (2008) description of 
the different types of Malay polar questions 
serves as an important starting point for the 
study of Malay polar question formation, the 
syntactic analysis of the distribution pattern of 
-kah is lacking. Most importantly, they did not 
say why -kah in (5)—(7) can occupy different 
positions.  
 
                                                
1 This pattern will not be discussed in this paper as it is 
not associated with -kah. 
2 All the examples cited from Karim et al. (2008) do not 
come with English translation. Whenever examples are 

Fortin (2009) described three strategies for 
forming polar questions in Indonesian. As 
Malay and Indonesian are very close to each 
other, the study is useful to our understanding 
of Malay polar questions. The first strategy 
only involves question intonation (8); the 
second strategy involves a question particle, 
apa(kah) (9); and the third strategy involves a 
fronted constituent marked with –kah (10). 
 

(8) Siti sudah pulang?  
 Siti TEMP go.home  
 ‘Did Siti go home?’ 

(Fortin, 2009, p.32) 
 

(9) Apa(kah) Siti sudah pulang? 
 what(Q) Siti TEMP go.home 
 ‘Did Siti go home?’ 

(Fortin, 2009, p.32) 
 

(10) [Sudah pulang]+kah Siti?  
 TEMP go.home]+Q Siti  
 ‘Did Siti ALREADY GO HOME?’ 

(Fortin, 2009, p.32) 
 
Fortin (2009) has proposed a unified analysis 
and argued that Indonesian questions are focus 
constructions as the particle -kah, which 
functions as a focus marker is present. Further 
evidence supporting this claim has been 
provided, including the similarities between -
kah and the non-interrogative focus marker -lah 
in Indonesian, as illustrated below.  
 

(11) a. [Pintu itu]+lah *(yang) 
  [door that]+FOC   COMP 
  Ali (*mem-)buka.  
  Ali (*ACT-)open  
  ‘It is that door that Ali opened.’ 

(Fortin, 2009, p.36) 
 

(11 b. [Pintu yang mana]+kah 
  [door COMP which]+Q 
  *(yang) Ali (*mem-)buka? 
  COMP Ali (*ACT-)open 
  ‘Which door did Ali open?’ 

 
Although this may seem like a desirable 
analysis, Fortin (2009) has noted that this 
analysis does not necessarily extend to Malay 

cited from Karim et al. (2008), English translation will be 
provided.  
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as both languages may differ in some respects. 
For one thing, there are some differences in the 
strategies used in polar question formation 
between the two languages. Besides, not much 
has been said about the distribution of -kah, in 
particular, in Malay polar questions. Therefore, 
this will be further discussed later in this paper. 

3 On the basics of Malay polar 
questions  

3.1 Basic word order of Malay 

As a starting point for the analysis of Malay 
polar question formation involving -kah, we 
will briefly talk about the basic word order of 
Malay. Malay is a head-initial language and has 
an SVO word order. As shown in (12a), the 
subject Ali is followed by the verb membaca 
and the verb is followed by the object buku. 
When a modal is present in the sentence, the 
modal will always precede the verb, as shown 
in (12b).  
 
(12) a. Ali mem-baca buku itu. 
  Ali ACT-read book that 
  ‘Ali read that book.’ 

(Karim et al., 2008, p.350) 
 

(12 b. Ali  harus mem-baca buku 
  Ali must ACT-read book 
  itu.    
  that    
  ‘Ali must read that book.’ 

 

3.2 Distribution of -kah in Malay polar 
questions  

In this section, we will provide a preliminary 
sketch of the types of polar questions involving 
-kah in Malay. In general, there are four types 
of polar questions with -kah attached in Malay: 
 

1) Type 1: polar question with -kah 
appearing after a verb (13b)/modal 
(14c) 

2) Type 2a 3 : polar question with -kah 
appearing after a phrase (15b) 

                                                
3  Note that 2 and 3 are labelled as Type 2a and 2b 
respectively as we will adopt an analysis that will collapse 
the two as one in the following section.  
4 Not much has been said about ada in Malay grammar 
reference books. However, ada appearing in polar 

3) Type 2b: polar question with -kah 
appearing after an entire sentence with 
SVO word order (15c) 

4) Type 3: polar question with -kah 
appearing after the auxiliary ada4 (16b) 

 
Type 1: As shown in (13b), the verb makan 
appears before -kah and the subject Ali. This is 
different from the corresponding declarative 
sentence in (13a), where the verb normally 
appears after the subject. Note that this type of 
polar question is allowed in both formal and 
colloquial Malay.  
 

(13) a. Ali  makan kek itu. 
  Ali eat cake that 
  ‘Ali ate that cake.’ 

 
(14) b. Makan-kah Ali kek itu? 
  eat-Q Ali cake that 
  ‘Did Ali eat that cake?’ 

 
If a modal is present in the sentence, the verb 
can no longer be placed before -kah. As 
illustrated in (14b), moving the verb makan to a 
position before -kah will result in an 
ungrammatical sentence as the modal boleh 
‘can’ is present in the sentence. Conversely, the 
modal boleh can appear before -kah, as shown 
in (14c). 
 

(14) a. Ali boleh makan kek itu. 
  Ali can eat cake that 
  ‘Ali can eat that cake.’ 

 
(14 b *Makan-kah Ali boleh kek 
  eat-Q Ali can cake 
  itu? 
  that 
  ‘Intended: Can Ali eat that cake?’ 

 
(14) c. Boleh-kah Ali makan kek  
  can-Q Ali eat cake  
  itu? 
  that 
  ‘Can Ali eat that cake?’ 

 
Type 2a: In (15b), it can be observed that the 
locative phrase ke sekolah can appear before -
kah. Similar to Type 1 polar questions, Type 

questions behaves similarly like the dummy auxiliary do 
in English. Thus, we will refer ada as an auxiliary in this 
paper. 
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2a polar questions are commonly used in both 
formal and colloquial Malay.  
 
Type 2b: As observed in (15c), -kah appears at 
the end of the whole sentence with SVO word 
order. It should be mentioned, however, this 
type of polar question is only allowed in 
colloquial Malay.  
 
(15) a. Dia ke sekolah.  
  he/she to school  
  ‘He/She went to school.’ 

(Karim et al., 2008, p.442) 
 

(15) b. Ke sekolah-kah dia?  
  To school-Q he/she  
  ‘Was it to school that he/she went?’ 

(Karim et al., 2008, p.443) 
 

(15) c. Dia ke sekolah-kah?  
  he/she to school-Q  
  ‘Is he/she GOING TO SCHOOL?’ 

(Karim et al., 2008, p.442) 
 
Type 3: As illustrated in (16b), -kah appears 
after ada in this type of polar question. Note 
that for this type of polar question, ada is not 
found in the corresponding declarative sentence 
in (16a) but is inserted to the polar question. It 
resembles the insertion of dummy “do” in 
English polar questions. 
 
(16) a. Siti me-nelefon Ali  semalam. 
  Siti ACT-call Ali yesterday 
  ‘Siti called Ali yesterday.’ 

 
(16 b. Ada-kah Siti me-nelefon Ali 
  ada-Q Siti ACT-call Ali 
  semalam? 
  yesterday 
  ‘Did Siti call Ali yesterday?’ 

3.3 More on the responses to Malay polar 
questions 

The polar questions in Malay are also known as 
ayat tanya tertutup, meaning closed questions 
(Karim et al., 2008). There are two possible 
ways of responding to polar questions in Malay, 
i.e. ya to indicate positive response (17b) and 
bukan/tidak to indicate negative response (17c) 
and (18b).  
 
(17) a. Minum-kah Ali  susu itu? 
  drink-Q Ali milk that 
  ‘Did Ali drink that milk?’ 

 
 b. Ya, Ali minum susu itu. 
  yes Ali drink milk that 
  ‘Yes, Ali drank that milk.’ 

 
 c. Tidak, Ali tidak minum 
  no Ali no drink 
  susu itu.   
  milk that   
  ‘No, Ali didn’t drink that milk.’ 

 
(18) a. Ali-

kah 
yang minum 

  Ali-Q that drink 
  susu itu?  
  milk that  
  ‘Was it Ali who drank that milk?’ 

 
 b. Bukan, yang minum susu 
  no that drink milk 
  itu bukan Ali.  
  that no Ali  
  ‘No, it was not Ali who drank that 

milk.’ 
 

4 Unified analysis of -kah 

Based on the examples provided in Section 3, it 
seems that particle -kah can appear in different 
positions in Malay polar questions. As far as we 
know, no prior work has been done to explain 
why -kah can occur in different positions in 
Malay polar questions. In this section, we will 
provide a unified analysis of -kah in Malay 
polar questions. Essentially, it is argued that -
kah is a bound suffix that must attach to a host 
element such as a word or a phrase. To justify 
this, we will begin by showing the different 
types of Malay polar questions mentioned in 
Section 3, in fact, are different strategies used 
to support -kah for phonological spellout. In 
general, three strategies have been identified to 
provide a host element for -kah in Malay polar 
questions: 
  

1) head movement 
2) phrasal movement  
3) base-generated ada 

4.1 Head movement  

Verb movement in Malay polar questions 
As shown in (13b), it is possible for the verb to 
move to sentence-initial position when forming 
a polar question in Malay. However, this is only 
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possible when the verb is fronted to combine 
with -kah. As shown in (19b), only the verb 
minum (but not the entire verb phrase minum air 
itu) is moved to sentence-initial position, while 
the rest of the phrase air itu remains in its 
original position. As only the V head is moved 
in Type 1 polar questions, we analyze this as a 
head movement. For such movement, we 
assume that minum which originates from the V 
position, moves to the T position and then 
moves from T to the C position, as shown in 
Figure 1. The movement is consistent with the 
Head Movement Constraint (HMC), which 
assumes that a head generally can only move 
upward to adjoin to the next c-commanding 
head (Travis, 1984). The analysis is similar to 
French, where the main verb is allowed to be 
moved to the front of the sentence (Freidin, 
2012). In (20b), only the main verb moves to T, 
and then from T to C.  
 
(19) a. Siti minum air itu. 
  Siti drink water that 
  ‘Siti drank that water.’ 

 
(17) b. Minum-kah Siti air itu? 
  drink-Q Siti water that 
  ‘Did Siti drink that water?’ 

 
 

  
Figure 1. Analysis of Verb Movement. 
 
(20) a. Il embrasse souvent Marie.  
  he kisses often Mary  
  ‘He often kisses Mary.’ 

(Freidin, 2012, p.156) 
 

 b. Embrasse-t-il souvent Marie?  
  kisses he often Mary  
  ‘Does he often kiss Mary?’ 

(Freidin, 2012, p.156) 
 
Modal movement in Malay polar questions  
Further support for such an analysis comes 
from polar questions when a modal is present. 
The HMC requires that the verb must first move 
to C near sentence-initial position via T. 
However, if T is occupied, such an option 
becomes unavailable, which is borne out in 
(21c). Fronting the V head pergi will result in 
an ungrammatical sentence, as there is an 
intervening T head mesti between C and V. 
Instead, only the modal mesti which occupies 
the T head position can move up to combine 
with -kah as it occupies a higher position than 
pergi. 
 

(21) a. Ali mesti pergi ke sekolah. 
  Ali must go to hospital 
  ‘Ali must go to the hospital.’ 

 
(14) b. Mesti-kah Ali pergi ke 
  must-Q Ali go to 
  hospital?    
  hospital    
  ‘Must Ali go to the hospital?’ 

 
(14) c. *Pergi-kah Ali mesti ke  
    go-Q Ali must  to  
  hospital?     
  hospital     
  ‘Intended: Must Ali go to the 

hospital?’ 
 
Based on the discussion above, we have shown 
that Type 1 polar questions are indeed the result 
of head movement.  

4.2 Phrasal movement 

The phrasal movement strategy is another way 
commonly used to support -kah in Malay polar 
questions. Based on the examples in (15), two 
types of phrasal movement can be identified in 
Malay polar questions, i.e.:  
 

1) movement of a phrase to a position 
before -kah 

2) movement of a whole sentence to a 
position before -kah 

 
In (15b), the prepositional phrase ke sekolah is 
moved to the beginning of the sentence with the 
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particle -kah attached to it to form a polar 
question. The fact that only the PP ke sekolah 
‘to school’ appears before -kah shows that dia 
is not moved and remains in its original position.  
 
Although the particle -kah in (15c) would 
appear, at first glance, to be occupying the 
sentence-final position, we want to argue that, 
in fact -kah remains in its original C position. A 
plausible explanation for why the particle -kah 
would appear sentence-finally is that the whole 
sentence, say, TP dia ke sekolah is moved and 
placed before -kah, thus giving rise to the 
illusion that -kah moves to the end of the 
question. 

4.3 ada(kah) insertion 

The last strategy involved in supporting the -
kah in Malay polar questions is the insertion of 
ada to the sentence-initial position. As 
illustrated in (16), ada is added before -kah and 
followed by the original declarative sentence to 
give the sentence a question interpretation. 
Unlike the two strategies mentioned earlier, 
where the moved element originates from the 
sentence, ada does not originate from the 
corresponding declarative sentence. Similarly, 
this can be observed in English do-insertion 
(22). In English, as the main verb cannot move 
to the T head or C head to form a polar question, 
when there is no modal or auxiliary verb, the 
dummy auxiliary do is base-generated in T head 
to support the bound tense morpheme, and then 
moves to the C head in order to form a polar 
question in English (Han & Kroch, 2000). 
 
(22) a. *Paint  you? 

 
(15) b. Do  you paint? 

 
Following this line of thought, we argue that 
adakah-insertion has the same underlying 
mechanism as do-insertion. We propose that 
ada functions similarly as do and is base-
generated to support -kah. However, it is 
unclear at this stage where ada is base-
generated. It can potentially be base-generated 
in T head or C head. However, it seems possible 
for ada to base-generate in the C head.  

4.4 How the different strategies can fit 
into the proposed analysis 

Thus far, we have shown that the distribution of 
-kah in Malay polar questions is not arbitrary 

and have identified the three strategies to 
support -kah in Malay polar questions. We will 
further show how our proposed analysis is 
capable of capturing all three strategies. As our 
proposed analysis is based on the assumption 
that -kah is a bound morpheme that must attach 
to a host element such as a word or a phrase, it 
is, therefore, required for something to appear 
before it. Malay uses any of the three strategies 
to achieve this. This is evident in the 
observations made earlier, where the fronted 
element or ada always appears to be adjacent to 
-kah. It should be noted that, however, it is not 
possible to apply more than one strategies 
simultaneously.  
 
As -kah is known as the question particle, we 
would assume -kah to be occupying the C head 
with the Q feature. As a bound morpheme, -kah 
is required to attach to a host element in a way 
similar to the possessive ’s in English. 
Therefore, the position before -kah must be 
filled. By examining the deep structure, we can 
tell the host element must either be a phrase in 
the Spec of CP or a head that is moved to C or 
base-generated at C. 
 
In the case of head movement strategy, i.e. 
Type 1, we argue that the head (be it the T head 
or V head) will fill the C head position. If T is 
occupied by a modal, T will move to C instead 
of V since T has a higher position than V. As C 
is already occupied by -kah, we suggest that the 
V or T will form a complex C head with -kah. 
Such a movement serves to support -kah.  
 
Similarly, we also argue that the phrasal 
movement in Malay polar questions, i.e. Type 
2a and 2b, is motivated by the same reason. We 
propose that the element that has undergone 
fronting to be occupying the Spec of CP, as the 
fronted element is either a phrase or sentence, 
which is generally assumed to be moved to a 
phrasal position (Harizanov, 2019).  
 
While the base-generated ada strategy is not the 
result of any syntactic movement, this strategy 
fits well into the analysis proposed here. In the 
case where neither head movement nor phrasal 
movement is involved, it is possible to base-
generate ada in the C head to support -kah. This 
is not at all unusual as comparable mechanism 
is also found in English do-insertion, where the 
dummy auxiliary is base-generated at T. See 
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examples in (22). In Malay, ada will be base-
generated to support the particle -kah. 

4.5 More on the semantic properties of 
Malay polar questions 

Generally speaking, polar questions formed 
with head movement have a neutral reading, 
while polar questions with phrasal movement 
would receive a focus interpretation. Let us 
compare (13b) and (15b). As illustrated in (13b), 
the question remains neutral when only the verb 
is moved. In contrast, the fronted phrase ke 
sekolah is focus marked in (15b). Note that 
Malay polar questions that receive focus 
reading is semantically equivalent to English 
cleft construction it is…that…?. In the same 
way, the polar question formed in (15c) also 
receives focus reading as it is also derived by 
phrasal movement. It is possible to analyze 
such a movement as phrasal movement if we 
argue that the entire sentence is moved to a 
position before -kah. It should be noted, 
however, the constituent that receives focus 
reading has to be the phrase that is placed 
closest to -kah. As shown in (15c), the phrase 
that is focus-marked is ke sekolah. 
 
Similar to polar questions derived by the head 
movement strategy, Malay polar questions 
formed with adakah insertion are neutral. 
Adding adakah will only give the sentence a 
question interpretation, but not a focus reading.  

5 Conclusion 

In this paper, we have proposed a unified 
analysis of -kah in Malay polar questions. We 
have identified and examined the different 
strategies used in Malay polar questions, i.e. 
head movement, phrasal movement and 
ada(kah) insertion. It has been shown that all 
the three strategies point to the same 
requirement, i.e. to support the bound question 
particle -kah at the C head. That is to say 
something needs to be attached to -kah since the 
bound morpheme cannot stand alone. In the 
case of head movement and phrasal movement, 
we have proposed the different landing sites of 
the fronted element. We have also provided 
some cross-linguistics evidence to support our 
claim that ada is base-generated to support -kah 
similar to do-insertion in English. 

References 

Fortin, C. (2009). On the left periphery in 
Indonesian. Proceedings of the Sixteenth 
Meeting of the Austronesian Formal 
Linguistics Association, 29-43. 
https://ir.lib.uwo.ca/cgi 
/viewcontent.cgi?article=1020& conte 
xt=afla 

 
Han, C. & Kroch, A. (2000). The rise of do-support 

in English: implication for clause 
structure. North East Linguistics Society, 
30(1). 

 
Harizanov, B. (2019). Head movement to specifier 

positions. Glossa: A Journal of General 
Linguistics, 4(1), 1-36. 
https://doi.org/10.5334/gjgl.871 

 
Freidin, R. (2012). Syntax: Basic concepts and 

applications. Cambridge: Cambridge 
University Press.  

 
Karim, N.K., Onn, F.M., Musa, H.H., & Mahmood, 

A.H. (2008). Tatabahasa dewan edisi 
ketiga. Kuala Lumpur: Dewan Bahasa dan 
Pustaka.  

 
Travis, L. (1984). Parameters and effects of word 

order variation. (PhD thesis). 
Massachusetts Institute of Technology.  

 
Abbreviations  
 
ACT  active voice marker 
COMP  complementizer 
FOC  focus 
Q  question particle/marker 
TEMP  temporal marker 
 

209



 

 

A distinctive collexeme analysis of near-synonym constructions “ying- 
dang/ying-gai + verb” 

Zhuo Zhang Meichun Liu Dingxuan Zhou 
Department of Linguistics    

and Translation 
City University of 

Hong Kong 
83 Tat Chee Avenue, 

Kowloon, Hong Kong, China 

Department of Linguistics 
and Translation, 

City University of  
Hong Kong, 

83 Tat Chee Avenue, 
Kowloon, Hong Kong, China 

School of Mathematics 
and Statistics, 

University of Sydney, 
Sydney NSW 2006, 

Australia 
jessyzh@pku.edu.cn meichliu@cityu.edu.hk dingxuan.zhou@ 

sydney.edu.au 
 
 

Abstract 

This paper aims to differentiate the two modal 
auxiliary near-synonyms ying-dang ‘should; 
ought to; shall’ and ying-gai ‘should; ought to’ 
through investigating their distinctive 
collexemes of the near-synonym constructions 
of “ying-dang/ ying-gai + verb”. We employed 
the distinctive collexeme analysis (Gries and 
Stefanowitsch, 2004) to find the distinctive 
verbal collexemes and then categorized them 
into different semantic types based on the notion 
of frames (Fillmore, 1982). The sample was 
extracted from a news corpus of 2.95 billion 
Chinese characters. The results found that ying-
dang and ying-gai display critical differences in 
attracted collexemes regarding modality types, 
usage patterns, and semantic types of verbs. 
Specifically, ying-dang prefers to exhibit a 
robust deontic meaning, whereas ying-gai can
 display both deontic and epistemic senses. 
Ying-dang also tends to take two-character verbs 
and appears on formal occasions, whereas ying-
gai likes single-character verbs better and shows 
up in various informal contexts. In terms of 
semantic frames, ying-dang is inclined to take 
verbs with purposive efforts, whereas ying-gai 
attracts verbs of self-motion and emotion. 

1 Introduction 

Modal auxiliary verbs and adverbs are crucial in 
understanding the intention of a speaker. The 
Chinese modals pair ying-dang ‘shall; ought to; 
should’ and ying-gai ‘should; shall’ is considered as 
should-modals (similar to should) with overlaps in 

semantics and functions. Despite native speakers 
themselves may not be able to explain why they 
choose one word over another, their choices 
between near-synonym modals are found to display 
a distinctive trend in distribution (Hilpert and Flach, 
2021). The distribution hypothesis that the 
semantics of a word is reflected by the company it 
keeps (Firth, 1957; Harris, 1970: 785; Turney and 
Pantel, 2010) may offer a potential theoretical 
foundation for this phenomenon. The collocational 
preferences can be distinguished between near-
synonym constructions (Gries and Stefanowitsch, 
2004; Hilpert, 2008) as illustrated by usage-based 
Construction Grammar (Goldberg, 1995; Diessel, 
2019). Also, the divergence of collocational profiles 
associated with different words could offer vital 
clues to their differentiated semantics (Hilpert and 
Flach, 2021). 

The subtle usage and semantic differences of 
modals can also be found through the pair-wise 
comparison of near-synonym constructions. Hilpert 
and Flach (2021) found that English modals could 
be differentiated by their collocational profiles, and 
near-synonymous pairs like may and might or must 
and have to differ in distribution. Urunbaevna 
(2022) employed Distinctive Collexeme Analysis 
(DCA) to analyze the strong lexemes of 
construction “should + verb” and “have to + verb” 
in 3000 sentences of each structure from the British 
National Corpus. The study found that have to is 
inclined to verbs with dynamic senses, whereas 
should prefers stative verbs that tend to appear in the 
written register and exhibits a stronger obligation 
sense. However, although “modal + verb” is one of 
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the most representative constructions of modals, 
few studies have been conducted on differentiating 
the verbal collexemes between the Chinese near-
synonym pairs. Thus, this study intends to compare 
the distinctive verbal collexemes of the Chinese 
should modals ying-dang/ying-gai in the 
construction of “modal + verb.” 

Methodologically, this study adopted distinctive 
collexeme analysis (DCA), one of the emerging 
quantitative corpus-linguistic methods, to compare 
the distinctive collexemes between the near-
synonym constructions (Gries and Stefanowitsch, 
2004; Gries, 2012). As a type of collostructional 
analysis (Stefanowitsch and Gries, 2003), DCA 
focuses on usage-based and pattern-specific 
properties through objective and systematic 
statistical investigation (Stefanowitsch and Flach, 
2020). The method can go beyond the raw 
frequency to find positively and negatively 
associated collexemes (Flach, 2020). The 
application of DCA to the Chinese near-
synonymous pair ying-dang and ying-gai is 
expected to exhibit a promising result and reflect the 
subtle semantic features and usage patterns 
associated with each modal. 

Organization of this paper. The rest of this 
paper is organized as follows. Section 2 presents 
research aims and questions. Section 3 focuses on 
previous works. Section 4 illustrates the corpus and 
method applied in this study. Section 5 analyzes the 
distinctive verbs associated with the construction of 
“ying-dang/ying-gai + verb,” and then discusses the 
limitations and. The last section concludes this 
paper with the differences between ying-dang and 
ying-gai. 

2 Research aims and questions 

This paper intends to find out the collexeme 
variances of the Chinese two-character should 
modal pair ying-dang and ying-gai in the 
representative construction of “modal + verb” and 
hopes to illustrate how speakers choose between the 
two modals. The research questions are: 
1) What are the distinctive collexemes of the two 

near-synonym constructions? 
2) How to explain the collexeme preferences of 

ying-dang and ying-gai in terms of modality, 
usage patterns, and semantic types? 

3 Previous works 

This section presents the previous works on the 
Chinese modals and introduces the recent advances 
in distinctive collexeme analysis. 

3.1 A comparison of ying-dang and ying-gai 

Ying-dang and ying-gai are two frequent two- 
character modals expressing a similar meaning to 
should in Chinese. They are usually categorized as 
gai-modals in Chinese, which can be translated as 
modals of should’, which could both express 
possibility and necessity (Ding, 1961; Zhu, 1982; 
Xu, 1990; Chen, 2006; Guo, 2011; Wu, 2021), 
corresponding to epistemic and deontic modality 
(Peng, 2007; Pan, 2010). Cao (1999) found that 必
须 bi-xu ‘shall,’ ying- dang ‘should or ought to’, 可
以 ke-yi ‘may’, and 不得 bu-de ‘shall not’ were 
often used in legal performatives to impose 
obligations, conferred rights, permission, and 
prohibition. The study also found that 必须 bi-xu 
and 应当  ying-dang are employed to impose 
illocutionary force of obligations, whereas ying-gai 
seldom appears in the legislation. Zhou (2008) 
proposed that ying- gai is easier to be adapted to 
different occasions compared with other modals 
such as ying-dang and bi-xu. In comparison, the 
usage of ying-dang is always discussed in 
legislative texts (Zhao, 2009). Li et al. (2016) 
studied three pairs of modals with deontic meaning 
in Hong Kong legislation, including 1) obligation 
(similar to shall/must) 须 xu/ 必须 bi-xu; 2) no-
obligation (similar to needn’t) wu-xu/bu-bi; 3) 
obligation (similar to should) ying-gai/ying-dang. 
The study found that when lexemes like ying and xu 
are encoded in the linguistic context, the semantics 
must fit in to match the occurrence of ying and xu, 
which explains their similarities in meaning. The 
authors also mentioned that such classification 
ignored the subtle inner-group differences between 
ying-gai and ying-dang. Yao (2017) systematically 
compared the differences between ying-dang and 
ying-gai. The author discovered that 1) ying-gai is 
more flexible in expressing both epistemic and 
deontic modality while ying- dang tends to express 
deontic modality; 2) when expressing deontic 
modality, ying-dang expresses deontic necessity 
whereas ying-gai deontic obligation; 3) ying-gai is 
more informal than ying-dang and can be used in 
daily conversation; 4) in terms of the constructions 
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of “ying-gai/ying-dang + 说 shuo ‘say’,” the former 
is frequently used in the front of a sentence as a 
summary with a relatively weaker subjectivity. 
Ying-gai and ying-dang also displayed distinctively 
different attractions to prepositions and adverbs 
(Yao, 2017). 

In summary, various studies touched upon the 
usage patterns of should modals in multiple aspects, 
but few studies have focused on the distinctive 
collexemes attracted to a specific construction. 

3.2 Recent advances in Distinctive Collexeme 
Analyses 

Distinctive collexeme analysis (Gries and 
Stefanowitsch, 2004) aims to find the more 
attractive words of one construction as opposed to 
the other (Hilpert, 2014). One of the examples in 
this study is the comparison between the near- 
synonymous construction “will + verb” and “be 
going to + verb” denoting the meaning of future. 
The underlying theoretical foundation is that a verb 
is only suitable on the condition that its argument 
matches the construction under the principle of 
Semantic Coherence (Goldberg 1995: 50). The 
study found that will prefers relatively non-agentive 
or low-dynamicity actions (find, receive, hold, 
finish, reach), including perception/cognition 
events (see, know, want, consider, notice, need, 
accept), or states (depend, remain, become) whereas 
the opposite trend was found for be going to. DCA 
is often used to compare collexemes between two or 
more near- synonym constructions to draw 
implications on differentiating the near-synonyms 
(cf. S + can + V vs. S + be able to + V, Lojanica, 
2021) 

However, collostructional analysis is not without 
disputes. Schmid and Küchenhoff (2013) argued 
that collostructional analysis, including DCA, 
inherited potential problems in terms of statistical 
measures used to calculate collocational strengths 
(mostly Fisher-Yates exact, abbreviated as FYE). 
Gries (2015, 2019) defended that 1) many 
association measures, such as G2 (the log-likelihood 
ratio), chi-square, Mutual Information (MI), and a 
logged odds ratio, could be used other than the FYE; 
2) the FYE was correlated with the most proposed 
statistical tests and did not influence the top 
collexemes which were used to report the results; 
conflation due to large corpus size was itself a 
feature that describes the frequency of (co-) 

occurrence, which is important to usage-based 
grammar. 

In a nutshell, DCA is an efficient method for 
differentiating near-synonymous constructions but 
rarely used in studying Chinese near- synonyms, 
and the technique is still developing with 
continuous trials and improvement. 

4 Method 

This section presents the corpus and major 
procedures of this study. 

4.1 The corpus 

The corpus adopted in this study is news2016zh 
(version 1.0), an open-access corpus with more than 
2.95 billion Chinese characters in the large- scale 
natural language processing Chinese corpus (Xu, 
2019). The data was downloaded on March 3, 2022. 
It contains 2.5 million news articles collected from 
63 thousand media platforms between 2014 and 
2016. All sentences that contain the structure “ying-
dang + verb” (CNX1) and “ying-gai + verb” (CNX 
2) in the corpus were extracted and utilized as 
samples in this study. 

4.2 Major procedures 

The major steps are presented as follows: 
1. Build the corpus, segment words and 

perform the POS tagging. 
2. Find and extract all near-synonym 

constructions and use them as the samples of 
ying-dang and ying-gai. 

3. Count the frequency of each verb 
respectively in the two samples. 

4. Perform the distinctive collexeme analysis. 
5. Analyze the top distinctive collexemes by 

groups and report the results. 
The Stanford CoreNLP Natural Language 

Processing Toolkit (Manning et al. 2014) was used 
for word segmentation and POS tagging. The 
collexemes of near-synonym constructions “ying-
dang + verb” (CNX1) and “ying-gai + verb” (CNX 
2) were counted via self-established programs in the 
programming language of Java. The frequency was 
conducted via existing R codes (Flach, 2021) with 
minor adjustments. FYE was adopted as the 
association measure as it generally exhibits good 
performance and correlates with other statistical 
measures. Also, our focus was on the report of top 
collexemes rather than the values of the statistical 
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values (Gries, 2015; 2019). The threshold of the 
statistic measure was decided via multiple trials 
based on the number of distinctive collexemes with 
statistical significance. To exclude the low- 
frequency verbs, we set the minimum sum of CNX1 
and CNX2 for each collexeme (referred to as 
threshold in DCA) as 100 to be considered for DCA, 
and collexemes that were not verbs were excluded 
or analyzed during the manual analysis. The 
analysis of verbal collexemes was based on the 
notion of frames (Fillmore, 1982) and the 
grammatical functions of the collexemes. 
Specifically, we referred to Mandarin VerbNet (Liu, 
2017) and FrameNet (Fillmore and Baker, 2010) for 
deciding the semantic frames of verbs and reported 
the attracted frames along with some other 
superficial features associated with the distinctive 
collexemes. 

5 Result and discussion 

This section illustrates the descriptive statistics, 
distinctive collexemes of the two constructions, 
together with limitations and future implications. 

5.1 Descriptive statistics 

The corpus contains 161,602 sentences with ying-
dang, and 548,303 with ying-gai, about 3.39 times 
of ying-dang. After POS tagging, 41,693 sentences 
were found to have the construction of “ying-dang + 
verb” involving 3,057 individual verbs, among 
which 1,621 verbs appeared over once and 727 
more than five times (See Table 1). The corpus also 
includes 226,309 sentences of “ying-gai + verb” 
(5.43 times of ying-dang), which involved 8,876 
unique verbs, with 4707 showing up not less than 
twice and 1,974 over five times. Also, ying-dang 
prefers to take verbs directly than ying-dang 
because the count of ying-gai is 3.39 times of ying-
dang while the usage of “modal + verb” is 4.43 
times of ying-dang. 

Total 
Ying-
dang ying-gai 

ying-gai/ 
ying-dang 

sent 161,602 548,303 3.39 
CNX 41,693 226,309 5.43 
verbs 3,057 8876 2.90 

 
Table 1: Descriptive statistics 

5.2 Most distinctive collexemes in CNX 1 

After the DCA, 281 out of 3,027 individual verbs 
met the threshold, 110 verbs are distinctive to ying-
dang with statistical significance in CNX 1, and 61 
verbs are not distinctive to ying-dang or ying-dang. 
The top 20 distinctive collexemes associated with 
CNX1 are presented in Table 2 on the next page, 
together with observed and expected frequencies of 
the two CNXs, collocation strength, and 
significance level of p < 0.0001. Ying-dang is more 
frequently used in formal occasions associated with 
deontic needs in an obligation or requirement 
scenario, such as laws, regulations, official 
announcements, policy, obligations, and 
requirements, as shown in Example (1)-(6), in 
which the typical verbs are 遵守 zun-shou ‘obey’, 
要求 yao-qiu ‘require,’ 允许 yun-xu ‘permit,’ 承认 
cheng-ren ‘admit,’ 负责 fu-ze ‘account for’, and 禁
止 jin-zhi ‘forbid.’ Ying-dang are inclined to take 
two-character verbs from various semantic types 
(frames) with a strong inclination of purposive 
efforts (See Table 3). 

Semantic 
frames Typical verbs E.g. 

Purposive 
efforts 

遵循 zun-xun ‘obey’ 
履行 lv-xing 'perform 

(duties)' 
(1) 

Existence 具备 jv-bei ‘possess’ 
具有 jv-you ‘possess’ 

(2) 

Cognition 
坚持 jian-chi ‘insist’ 
视为 shi-wei ‘consider 

(as)’ 
(3) 

Communication 说明 shuo-ming ‘state’ 
告知 gao-zhi ‘tell’ 

(4) 

Transference 支付 zhi-fu ‘pay’ (5) 

Attribute of 
manner 

真实 zhen-shi ‘real’ 
谨慎 jin-shen ‘cautious’ 

(6) 

 

Table 3: Representative verbs and frames in the 
construction of “ying-dang + verb” (CNX1)
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No LEX pinyin Eng O.CXN1 E.CXN1 O.CXN2 E.CXN2 COLL SIGNIF 
1. 承担 cheng-dan undertake 1485 381.6 968 2071.4 Inf ***** 
2. 符合 fu-he conform 1022 186.5 177 1012.5 Inf ***** 
3. 认定 ren-ding identify 574 95.4 39 517.6 Inf ***** 
4. 提交 ti-jiao submit 492 80.1 23 434.9 Inf ***** 
5. 予以 yu-yi give 599 120.1 173 651.9 Inf ***** 
6. 遵守 zun-shou obey 578 125.5 229 681.5 277.5758 ***** 
7. 建立 jian-li Establish 697 179.8 459 976.2 262.8857 ***** 
8. 具备 jv-bei have 880 321.6 1187 1745.4 189.5545 ***** 
9. 履行 lv-xing fulfill 326 62.7 77 340.3 185.423 ***** 
10. 取得 qu-de get 253 45 36 244 161.308 ***** 
11. 提供 ti-gong supply 346 92.6 249 502.4 124.0307 ***** 
12. 遵循 zun-xun follow 422 135.2 447 733.8 114.3772 ***** 
13. 组织 zu-zhi organize 165 29.4 24 159.6 105.0159 ***** 
14. 采取 cai-qu take 504 195.1 750 1058.9 97.49452 ***** 
15. 说明 shuo-ming illustrate 168 32.8 43 178.2 93.84047 ***** 
16. 包括 bao-kuo include 420 153.2 565 831.8 90.92773 ***** 
17. 载明 zai-ming state 112 17.4 0 94.6 90.55912 ***** 
18. 真实 zhen-shi real 116 18.5 3 100.5 88.57565 ***** 
19. 加强 jia-qiang amplify 439 169.3 649 918.7 85.66282 ***** 
20. 披露 pi-lou reveal 129 23 19 125 82.06816 ***** 

  Note: O.CXN = Observed Construction Frequency; E.CXN = Expected Construction Frequency  
 

Table 2: The most distinctive verbs in the construction of “ying-dang + verb

Example (1) 制定和实施城乡规划应当遵循
…的原则。 

The formulation and implementation of urban 
and rural planning shall follow the principles of 
… 

Example (2) 申请认定小学教师资格，应当具
备高等院校专科毕业及其以上学历。 

To apply for the qualification of primary school 
teachers, one should have a college degree or above 
from an institution of higher  learning. 

Example (3) 行政机关依申请公开政府信息
应当坚持公正、公平、便民、及时的原则 

When an administrative organ discloses 
government information upon application, it shall 
adhere to the principles of impartiality, fairness, 
convenience, and timeliness. 

Example (4) 报告期内发生重大会计差错更正
需追溯重述的，公司应当说明情况、更正金额、

原因及其影响。 
Suppose a significant accounting error correction 

occurs during the reporting period that needs to be 
retrospectively restated, the company shall explain 
the situation, correct the payment amount, and 
indicate the reason and its impact. 

Example (5) 劳动合同法第八十五条进一步明
确了法律责任，劳动报酬低于当地最低工资标

准的，应当支付其差额部分; 
Article 85 of the Labor Contract Law further 

clarifies the legal responsibility. If the labor 
remuneration is lower than the local minimum 
wage, the difference part shall be paid; 

Example (6) 报考人员提交的报考申请材料应
当真实、准确 

The application materials submitted by the 
candidates should be true and accurate. 

Ying-dang also prefers two-character light verbs 
(see Table 4 on the next page), which add little 
semantic meaning to the sentences other than bring 
or amplify the following verbs. 

Apart from light verbs, the construction of “verb 
of attaining/achieving/adopting + goal” is also 
frequently occurred with ying-dang, in which the 
meaning is largely reliant on their objects (See 
Table 5 on the next page). 

Example (7) 该通告针对蓬江、江海、新会三
区有效，要求其范围内销售燃气具的单位应当

取得营业执照并注明相应的经营范围。 
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Example (7) This circular is valid for the three 
districts of Pengjiang, Jianghai, and Xinhui. and it 
requires that units selling gas appliances in these 
areas should obtain a business license and indicate 
the corresponding business scope. 

Semantics Light  verb Literal 
meaning E.g. 

To bring the 
following 

verbs 

予以 yu-yi 
给予 ji-yu 

give 
予以赔偿 

‘to be 
compensated’ 

Existence 

作出 zuo-chu 
进行 jin-xing 
实行 shi-xing 
加以 jia-yi 

do/ 
perform 

作出无罪判

决 ‘to be 
acquittal’ 

Cognition 引起 
yin-qi 

cause 
引起警惕 
‘to arouse 
vigilance’ 

To amplify the 
following 

verbs 

加强 ji-qiang 
加大 jia-da 

amplify/ 
strengthen 

加强中外交流 
‘to strengthen 
Sino-foreign 
exchanges’ 

 
Table 3: The distinctive light verbs 

in “ying-dang + verb 

Semantic frames Typical verbs E.g. 

attaining 
取得 qu-de ‘obtain’ 
获得 huo-de ‘achieve’ (7) 

achieving 
达到 dao-da ‘reach’ 
发挥 fa-hui ‘play a role’ 
满足 man-zu ‘satisfy’ 

(8) 

adopting 采用 cai-yong ‘use’ 
采取 cai-qu ‘take’ (9) 

Communication 说明 shuo-ming ‘state’ 
告知 gao-zhi ‘tell’ 

(4) 

 
Table 4: Typical verbs belong to verbs of 

attaining/achieving/adopting 

Example (8) 普通话水平应当达到国家语言文
字工作委员会颁布的普通话水平测试等级标准

二级乙等以上标准。 
Example (8) The proficiency of Putonghua 

should meet the standard of Level 2 or above of 
the Putonghua Proficiency Test issued by the State 
Language and Character Work Committee. 

Example (9) 应当采用反担保等必要措施防范
风; 

Example (9) Necessary measures, such as 
counter-guarantee, should be adopted to prevent 
risks 

5.3 Most distinctive collexemes in CNX 2 

Compared with ying-dang, ying-gai tends to take 
a wider semantic range of verbs with no bias on 
single-characters verbs. The top 20 distinctive 
collexemes are presented in Table 7 on the next 
page. Compared with ying-dang, verbs of motion 
transference, perception, and emotion are more 
likely to co-occur with ying-gai. Some of the 
representative verbs are summarized in Example 
(10)-(15) in Table 6. 

Semantic frames Typical verbs E.g. 

Self-Motion 去 qu ‘go’ 
来 lai ‘come’ (10) 

Communication 说 shuo ‘say’ (11) 

Cognition 

懂 dong ‘understand’ 
想 xiang ‘think’ 
知道 zhi-dao ‘know’ 
明白 ming-bai 
‘understand’ 

(12) 

Existence 有 you ‘have/ possess’ (13) 

Transference 

买 mai ‘buy’  
花 hua ‘spen 
学 xue ‘learn’ 

换 huan‘exchange’ 

(14) 

Emotion 高兴  gao-xing ‘happy’ (15) 
 

Table 5: Representative verbs and frames in the 
construction of “ying-gai + verb” (CNX2) 

Example (10) 你若问我中国哪里最应该去，
我会告诉你新疆! 

If you ask me which is the best place people 
should go to in China, I will tell you Xinjiang! 

Example (11) 这句话似乎应该说成我们现在
都是老兵了。(Literal meaning: should say) 

It seems this sentence should be put in this way: 
we are all veterans now. 

Example (12) 他爱我，就应该懂我、满足我。 

He loves me, so he should understand me and 
satisfy my needs. 
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Example (13) 他是第一个听我哭的男人，他
教我男人就应该有强壮的臂弯。 

He is the first man to hear me cry, and he teaches 
me that men should have a strong arm. 

Example (14) 在跑步一开始，应该买些最好 
的鞋子和衣服吗? 
Should we buy the best shoes and clothes as soon 

as we begin to run? 
Example (15) 你见到我应该高兴呀。 
You should be happy when seeing me. 
It was also observed when the typical perception 

verb 看 kan ‘see/look at’ is used after ying-gai, it 
tends to express abstract cognitive activities, such as 
focusing on, checking, valuing, reading something 
or the indicated meaning of seeing a doctor. The 
respective examples (extracted sentence clips) can 
be found in Example (16)-(20). 

Example (16) 应该看的是它的潜藏价值 
‘should focus on its potential value’ 
Example (17) 应该看两证  
‘should check two certificates 
Example (18) 应该看得比生命还重要 

‘should value (it) over than life’  
Example (19) 应该看过精益创业 ‘should read 

The Lean Startup’ 
Example (20) 应该看什么科? 
Word-for-word: Should – see – what – section? 

‘Which section should (a potential patient) go?’ 
Among the top 50 verbs distinctive to ying-gai, 

more a half are single-character verbs, whereas 
those to ying-dang are all two-character verbs. 
Ying-gai can be considered more colloquial than 
ying-dang, evidenced by the frequent uses of single-
character verbs and informal expressions like 
trifling in daily chat. For example, informal verbs 
like 叫  jiao ‘call … as’ and 算  suan ‘is barely 
considered as’ were found distinctive to ying-gai as 
shown in Example (20)-(21). 

Example (21) 职称药师考试其实应该叫药学
职称考试 

The Professional Pharmacist Qualification Exam 
should actually be called the Pharmacy Job Title 
Exam. 

 

No LEX pinyin Eng O.CXN1 E.CXN1 O.CXN2 E.CXN2 COLL SIGNIF 
1. 说 shuo say 144 1122 7068 6090 Inf ***** 
2. 是 shi be 2644 9185.6 56401 49859.4 Inf ***** 
3. 会 hui can/will 131 1029.1 6484 5585.9 309.0393 ***** 
4. 做 zuo do 117 746.6 4682 4052.4 203.3121 ***** 
5. 有 you have 882 1822.3 10832 9891.7 156.5101 ***** 
6. 要 yao will 124 564.6 3505 3064.4 125.4005 ***** 
7. 去 qu go 96 438.2 2721 2378.8 97.55963 ***** 
8. 算是 suan- shi be considered 31 244.4 1540 1326.6 73.33712 ***** 
9. 可以 ke-yi can 67 318.9 1983 1731.1 73.2193 ***** 
10. 能 neng can 59 287.8 1791 1562.2 67.22511 ***** 
11. 怎么办 zen-me- ban how to do 25 198 1248 1075 59.65883 ***** 
12. 让 rang let 171 433.1 2613 2350.9 52.67851 ***** 
13. 没有 meiyou no 22 159.9 1006 868.1 46.60287 ***** 
14. 没 mei no 5 107.3 685 582.7 42.28269 ***** 
15. 给 gei give 110 291.2 1762 1580.8 37.9745 ***** 
16. 叫 jiao call 13 105.3 664 571.7 32.31799 ***** 
17. 知道 zhi-dao know 306 511.5 2982 2776.5 25.73305 ***** 
18. 算 suan count 15 92.7 581 503.3 25.32514 ***** 
19. 明白 ming- bai clear 45 146.5 897 795.5 24.87238 ***** 
20. 买 mai Buy 2 57.6 368 312.4 23.81272 ***** 

 
Table 6: The most distinctive verbs in the construction of “ying-gai + verb” 
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Example (22) 如果孩子写的是 make, 那应该算
对还是错呢? 

If children write ‘make,’ should it be considered 
as right or wrong? 

Ying-gai also prefers highly transitive 
constructions over ying-dang,  evidenced by 让
rang /给 gei construction ‘enable …’ as shown in 
Example (23) and frequent usage of caused- 
motion/position verb 放 fang ‘put’ as presented in 
Example (24). 

Example (23) 我们应该让它恢复到自然的规
律当中去。 

We should enable it to restore the law of nature. 
Example (24) 主要精力应该放在教育教学管 

理上。 
The primary energy should be put into education 

and teaching management. 
Apart from these examples, Ying-gai also tends 

to appear in front of modal auxiliary verbs. Among 
the top 10 distinctive collexemes,  four are modals, 
including 会 hui ‘can/will’, 要 yao ‘want’, 可以  
keyi ‘can’ and 能  neng ‘can’. Compared with those 
of ying-dang,  the distinctive collexemes of ying-gai 
could already display epistemic probabilities as 
shown in Example (23) and (24). 

Example (23) 志玲姐姐的导航声音嗲嗲的， 
男司机应该会喜欢。 

Female actor Zhiling's navigation voice is 
squeaking, so male drivers should like it. 

Example (24) 但是范冰冰私生子的谣言应该
可以不攻自破了。 

However, the rumor of Bingbing Fan's 
illegitimate child should be self-defeating. 

Similarly, the distinctive collexemes of ying- gai 
also include interrogative phrase 怎么办 zen- me-
ban ‘how to deal with it’, negation adverb negation 
没 / 没有  mei/mei-you ‘not/haven’t’ though these 
words are not considered as verbs. 

5.4 Limitations and future implications 

In terms of the research scope, this study only 
focuses on the distinctive collexemes associated 
with the near-synonym constructions “ying- 
dang/ying-gai + verb”. To fully address their 
differences, a future study may explore more 
constructions, such as “modal + adv,” “adv + 
modal,” and “modal + prepositions”. In the corpus, 
we also found that “Degree markers + modal” is 

much less frequently collocated with ying-dang 
rather than ying-gai (Yao, 2017). As shown in 
Example (10), degree marker 最 zui ‘the most’ is 
used before ying-gai. Flach (2020) employed Co-
Varying Collexeme Analysis, also a type of 
collostructional analysis, to study gradient 
idiomaticity in MOD + ADV collocations, and 
revealed that collocational behaviors of modal 
auxiliaries could serve as a cue for measuring the 
scope of adverbial modification. 

Besides, this study mainly relies on POS tagging 
to extract the target constructions, which was hardly 
100% accurate. However, some improper tags may 
still be meaningful as the same POS model was 
applied to the samples. It is suggested to keep the 
original data as much as possible while pointing out 
the potential improper tags, especially when such 
tagging could also reveal differences in usage 
patterns. The point is that loyalty to the actual data 
is essential, and ‘wrong’ or unexpected results 
should not be ignored. Ignoring the ‘wrong’ or 
unexpected tags may miss critical aspects in the 
findings. In the case of this study, modal auxiliary 
verbs, such as 会 hui ‘can/will’, 要 yao ‘want’, 可
以 ke-yi ‘can’, interrogative phrase 怎么办 ‘how to 
deal with it’, and negation adverb negation 没/没有 
‘haven’t’, were found to be distinctive to ying-gai. 
To the authors’ knowledge, such preferences to 
different modals were first proposed to differentiate 
ying-dang and ying-gai. 

Also, when analyzing the collexemes, it is 
suggested to draw some implications on the existing 
theories like semantic domains (Biber, 1999:365-
371) as illustrated by Deshors (2017) and the notion 
of frames (Fillmore, 1982) evidenced by Wiliński 
(2019) to provide a relatively objective and 
linguistically-wise interpretations on semantic 
types. In fact, the uses of semantic types and frames 
are not new but seldomly cited in terms of specific 
theories (Gries and Stefanowitsch, 2004). In the 
case of this project, we were largely reliant on the 
frame- based interpretations of verbs. 

Last, methodologically, DCA is not just limited 
to the constructions associated with near- synonyms 
and can potentially be applied to more construction-
based studies. For instance, Newman (2021a) 
applied this approach to study the differences 
between singular child and plural form children by 
comparing three typical constructions, such as (a) 
adjective + child/children, (b) child’s/children’s + 
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noun, and (c) child/children + present participle of a 
verb. In the same year, Newman (2021b) also 
employed this approach to study the collexemes 
distinctive to singular and plural forms of animal 
nouns dog and cat. The studies on singular and 
plural forms are hardly considered as near- 
synonyms; however, the purpose of this approach is 
to find the more attractive or repelled collexemes 
distinctive to the typical constructions of the studied 
words so as to reveal their usage variances and 
semantic differences 

6 Conclusion 

In sum, this paper presented the collexemes 
respectively distinctive to ying-dang and ying-gai in 
the construction of “modal + verb”. In terms of 
modality, the study finds ying-dang prefers to take 
collexemes with a stronger obligation sense, 
whereas ying-dang prefers common verbs with no 
obvious indication of deontic senses and is able to 
be used together with other modal verbs to express 
epistemic meaning. As for usage patterns, ying-
dang is frequently appeared in a formal context 
where obligations or requirements are involved and 
likes to take two-character verbs, whereas ying-gai 
attracts single-character verbs, and appears in 
various occasions including but not limited to daily 
conversation, gossips, and forums. Regarding 
semantic preferences, ying-dang prefers verbs 
associated with purposive efforts whereas ying-gai 
enjoys collocating with verbs of self-motion and 
emotion. Ying-gai is also more likely to take 
interrogative phrase and negation adverb negation. 
Methodologically, this study offers some practical 
suggestions for applying DCA to study Chinese 
modal auxiliary verbs. 
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                           Abstract 
 

The growing number of studies in Critical 

Discourse Analysis, particularly advertisements, 

highlighted how a particular discourse or group of 

discourses change or alternate society’s traditions, 

cultures, values, beliefs, norms, and ideologies. 

Incorporating the framework of Fairclough (2001) 

and by adopting the transdisciplinary approach of 

Critical Discourse Analysis, wherein the theories in 

sociology were integrated into the analysis of texts, 

this study examines the forty (40) political campaign 

advertisements from Facebook and YouTube. It 

analyses the interrelationship of text and context, 

identifying their underlying sociological and political 

ideologies. More specifically, this paper examines the 

Philippine political campaign ads focusing on 

rhetorical tools, capitals, and representations. There 

are seven (7) rhetorical tools identified in this study: 

the use of taglines, testimonials, catchy lines and 

slogans, the use of humor, figures of speech such as 

simile and hyperbole, repetition, and ad hominem. The 

use of two types of capital, social and cultural capital, 

was also observed in the ads. 

 

On the other hand, three (3) representations of 

politicians’ positionality are identified: politicians as 

our only hope, politicians as a savior, and politicians 

as people who grew up in poverty. The samples that 

had been analyzed show hegemonic features of 

Philippine political advertising. This study proposes 

that the creation of political campaign advertisements 

in the Philippines, as supported by the theory of 

Bourdieu (1986) and Gramsci (1978), needs to 

reassess and evaluated. 

Introduction 

Political discourse analysis (PDA) is 

concerned with the study of political discourse. 

PDA is a critical enterprise as well as an arena 

for political discourse. This would indicate that 

critical-political discourse analysis, in the vein of 

contemporary approaches in critical discourse  

 

analysis (CDA), focuses on the reproduction of 

political power, power abuse, or domination 

through political discourse, including various 

types of discursive dominance. Such an 

examination focuses on the discursive 

circumstances and repercussions of social and 

political inequality that arises as a result of such 

dominions (Fairclough, 1995; Van Djik, 1993). 

CDA is an interdisciplinary form of analysis 

as what Fairclough (1995) shall prefer to call a 

transdisciplinary form of research. This term 

entails is that the ‘dialogues’ between disciplines, 

theories, and frameworks that take place in doing 

analysis and research are the source of theoretical 

and methodological developments within the 

particular disciplines, theories, and frameworks 

in dialogue, including CDA itself. In this study, 

CDA was used as the main method of analysis. It 

also integrates Bourdieu’s (1986) Theory of 

Capital and Gramsci’s (1978) Concept of 

Hegemony. Discourse analysis includes more 

than just text analysis. Fairclough (2001) 

recognized three parts of discourse: text 

interaction, social context, and the corresponding 

distinction of Critical Discourse Analysis: 

description of the text, interpretation of the text- 

interaction relationship, and explanation of the 

interaction-social context link. The description 

refers to the stage concerned mainly with the 

formal properties of the text. Interpretation is the 

stage concerned with the relationship between the 

interactions with the text. The latter is seen as the 

end product of the process of text production and 

as a resource in the process of text interpretation 

and explanation, the stage that deals with the 

relationship between social context and 

interaction with the social determination of the 

processes of production and interpretation, and 
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their social effects. 

This study integrated two theories in 

Sociology which are Bourdieu's (1986) Theory 

of Capital and Gramsci's (1978) Concept of 

Hegemony. Bourdieu’s (1986) theory of capital 

has three basic forms, depending on the field it 

operates and the cost of the more or less 

expensive transformations required for its 

efficacy. 

These three forms are economic, social, and 

cultural capital. Another theoretical approach used 

in this study is concept of hegemony wherein it 

refers to the ideological superiority of the 

dominant class's cultural norms, values, and ideas 

over the subordinated in Gramsci's matrix. 

This study analyzed the political 

discourses here in the Philippines through an in- 

depth analysis of the senatorial and presidential 

political ads examining the social formation and 

representation in these political ads through the 

integration of Fairclough's (2001) Critical 

Discourse Analysis framework supported by 

Bourdieu's (1986) Theory of Capital and Gramsci's 

(1978) Concept of Hegemony. 

 

Methodology 

The researcher gathered the corpus of the 

research from reliable pages and channels found 

on Facebook and YouTube. Only selected 

senatorial and presidential campaign ads from 

the 2007 to 2019 elections were used in this 

study. The nature of the research design is purely 

qualitative as the Philippine political text is 

analyzed based on Fairclough's CDA framework. 

There's a large number of televised political ads 

uploaded on Facebook and YouTube, that's why 

the researcher chose one political ad for each 

candidate. The researcher limits the data to thirty 

(30) senatorial political campaign ads and ten 

(10) presidential campaign ads. 

Verbal texts from the televised ads are the 

main focus of this study. Each advertisement was 

transcribed to written data. Fairclough’s (2001) 

Critical Discourse Analysis (CDA) framework 

was used to examine the rhetoric elements and 

identify the capitals and representations present 

in each advertisement. CDA requires three levels 

of analysis: 1) Description, 2) Interpretation, and 

3) Explanation. Since CDA is an interdisciplinary 

form of analysis as what Fairclough (1995) shall 

prefer to call it as a transdisciplinary form, this 

study will integrate Bourdieu’s (1986) Theory of 

Capitals and Gramsci’s (1978) Concept of 

Hegemony. The first level, description, refers to 

the evaluation of rhetorical tools/elements in the 

ads. The second level, interpretation, deals with 

the analysis of capitals in the ads based on 

Bourdieu’s (1986) Forms of Capitals. On the third 

level, explanation, the study will utilize Gramsci’s 

(1978) Concept of Hegemony to inspect the 

ideologies and describe the representation of 

politicians’ positionality and social classes’ 

position in the ads. 

 

  Analysis 

Rhetorical Tools in the Ads 
 

An in-depth examination of the rhetorical 

tools of the senatorial and presidential political 

campaign ads is crucial in applying the first 

stage of Fairclough’s CDA (2001) model, 

description. This stage describes the creation 

and manipulation of rhetorical elements or tools 

as one of the strategies of persuasions of the 

politicians in the select political campaign ads. 

 

i. The use of Tagline 

One of the unique characteristics of 

Philippine political advertising, whether local or 

national election, is the use of tagline. The 

tagline is a concise phrase that is easy to 

remember and usually appears at the end of the 

ad, aiming to complete the explanation of the 

creative idea of the ad (Moriarty et al. 2014 as 

cited in Ilhamsyah & Herlina 2019). 

 

Vilma Santos Recto: Ngayong halalan, bumoto 

po tayo ng “correcto”. 

(Advertisement #2: Ralph Recto 2007) 

 

The excerpt above shows the tagline of 

senatorial candidate Ralph Recto. The candidate 

created his tagline by forming a new word, 

“correcto,” using the lexeme “correct” and his 

last name, “Recto.” His wife’s statement above 
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aims to encourage the audience to vote 

correctly or wisely. 

This finding supported what 

Rahmawati and Tajuddin (2020) found in their 

study of politicians' billboards in Indonesia 

that included taglines and messages intended 

for voters. They claimed that a billboard serves 

not just to advertise something but also to 

communicate the creator's identity and ideas. 

The use of taglines in the politicians’ ads does 

not promote their names, but it also contains a 

message, platform, and advocacy. 

 

ii. Testimonial 

On traditional screen advertising such 

as commercials or theatrical ads, they used the 

testimonial technique to convey a promotional 

message, either by employing an anonymous 

model or actor for presenting a product or for 

showing a product in use or by employing a 

celebrity, to the effect of integrating personal 

appeal into an otherwise short, conventional 

advertising format (Vonderau & Zimmermann, 

2021). 

 

Participant 1: Namasukan ako bilang OFW 

Participant 2: Nagkaroon ako ng isang 

abusadong amo 

Participant 3: Naging impyerno ang buhay ko 

Participant 4: Akala ko diko na muling makita 

ang aking pamilya. 

Participant 2: Pero isang araw, sinagip kami 

ng isang nagmamalasakit na ating kababayan. 

Participant 2: Salamat po, salamat sa 

pangalawang pagkakataon. 

Participant 3: Niligtas niya kami mula sa 

kalupitan na aming pinagdadaanan. 

Participant 1: Binigyan niya kami ng 

pangalawang pagkakataon sa buhay. 

(Advertisement #28: Jinggoy Estrada 
2019) 

 

The excerpts above show the political 

campaign ads of senatorial aspirants Jinggoy 

Estrada and Sonny Angara. Testimonies from the 

Overseas Filipino Workers (OFWs) and 

celebrities were used to highlight the name of the 

candidates. The ad of senatorial candidate 

Jinggoy Estrada focused on the testimony of the 

OFWs who narrated their worst experiences while 

working abroad. After narrating their testimonies, 

these participants in the ads introduced the 

candidate as the hero and the main subject of their 

stories. Campaigns succeed in part by appealing to 

emotions, and emotional appeals might encourage 

democratically acceptable behavior (Brader, 

2005). The use of testimonies also evokes emotions 

that make the ads more appealing. 
 

iii. Catchy Lines/Slogans 

Aside from using tag lines as a rhetorical tool 

of persuasion, the use of catchy lines or slogans 

was also observed in the political campaign 

advertisements of the senatorial and presidential 

candidates. Safire (1978), as cited in Newsome 

(2002), defined a slogan as "a rallying cry; 

catchphrase; a concise message that crystallizes 

an idea, defines an issue, the best of which 

delight, exhort, and inspire." 

 

Music Background Lyrics: Nakaligo ka na ba sa 

dagat ng basura? Nagpasko ka na ba gitna ng 

kalsada? Iyan ang tanong namin, tunay ka bang 

isa sa amin? Nalaman mo na bang mapapag-

aral ka niya? Tutulungan tayo para 

magkatrabaho at ang kanyang plano’y 

magkabahay tayo! Si Villar ang tunay na 

mahirap, si Villar ang tunay na may malasakit, 

si Villar ang may kakayahan at gumawa ng 

sariling pangalan! Si Manny Villar ang 

magtatapos ng ating kahirapan! 

(Advertisement #38: Manny Villar 2010) 
 

The excerpt above shows the political 

campaign ad of presidential candidate Manny 

Villar. The catchy lines or slogans found in the 

ad of presidential candidate Manny Villar were 

found in the first, second, and third lines: 

“Nakaligo ka na ba sa dagat ng basura? 

Nagpasko ka na ba gitna ng kalsada? Iyan ang 

tanong namin, tunay ka bang isa sa amin? 

(“Have you ever tried to take a bath in a sea of 

garbage? Have you ever experienced 

celebrating Christmas in the middle of the road? 

This is our question, are you really one of us?). 

These lines caught the public’s attention through 

questions or interrogative statements in the 

song’s lyrics where the characters who sang this 

song are “mga batang lansangan” (street 
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children). The ad described their way of living, 

and it questions the audiences’ minds if they 

can relate to them or not. Barry (1998), as cited 

in Newsome (2002), argued that the 

effectiveness of a political slogan is 

determined by public acceptance. He also said 

that slogans could cross party lines and be 

adopted by the entire country. These catchy 

lines and slogans capture the reality in our 

society. Still, it could be harmful if the viewers 

are encouraged to vote for the candidate 

because of the emotions or dramatic tone 

residing in the slogans or catchy lines. 
 

iv. The use of Humor 

One of the popular beliefs about Filipinos is that 

they are known for their ability to smile and 

laugh despite difficulties and has been regarded   

as a coping mechanism for Filipinos. Humor 

could have been a coping technique for the 

Filipinos in the face of adversity (Balmores, 

2018). 

Participant 1: Walang tatalo sa Tito ko! 

Palinawan ng mata? Malayo pa lang kitang 

kita na, pati kinabukasan mo! 

Joey De Leon: Tigilan niyo yang mga tito tito 

niyo! 

Wala yang mga tito niyo dito sa titong ito! 

Participant 1: Eh yan din yung Titong sinasabi 

ko eh! 

Tito Sotto III: Natural sating mga Pilipino ang 

masaya sa kabila ng hirap, ang maganda 

samahan natin ng pagkakaisa ang saya. 

(Advertisement #1: Tito Sotto 2007) 
 

As illustrated above, both ads used 

humor as a rhetorical tool. Senatorial candidate 

Tito Sotto used this persuasion strategy to instill 

the value of happiness and unity in the face of 

adversity. The ad was presented in a dialogue 

form where the participants boast their “Titos” 

(Tito is a Filipino term for uncle) in a witty way; 

then the candidate appeared in the last scene 

saying, “Natural sating mga Pilipino ang 

masaya sa kabila ng hirap, ang maganda 

samahan natin ng pagkakaisa ang saya” (It is 

natural for us as Filipinos to be happy amid 

adversity, but it is good when combining 

happiness with unity). 

According to Young (2017), "political 

humor" refers to any hilarious text that deals with 

political concerns, persons, events, procedures, or 

institutions. Freud (1960), as cited in Harris 

(2009), argued that jokes could be divided into 

two basic categories based on the teller's intent. 

These are referred to as "tendentious" jokes or 

jokes with a purpose and "innocent" jokes, or 

jokes with no purpose other than making another 

party laugh. The finding above revealed that joke 

was humorously employed in the ad of senatorial 

candidate Tito Sotto. This is described as a joke 

with purpose because the political actor’s 

nickname was utilized. At the end of the ad, he 

delivered his message about happiness and unity 

amid adversity. 

 

v. Figures of Speech 

Figures of speech are used in rhetoric to 

help orators and politicians shape their discourse 

and create effective meaning (Alruzzia & Yunusb, 

2019). Philippine political advertising also 

contains figures of speech that help the political 

actors to input their propaganda and ideologies 

logically. 

The following excerpts show how political 

actors use the figures of speech as a rhetorical 

tool forpersuasion. 

 

a. Simile 

A simile is a figure of speech in which 

two essentially distinct objects or concepts are 

compared using the words "like" or "as." 

Similes and metaphors are often used together 

because the simile conveys an explicit 

comparison while the metaphor expresses an 

implicit one (Fahnestock, 2011). 

 

Voice Over: Si Nancy Binay daw ‘sing itim 

ng uling. Pero ang uling ‘di ba’ pag nag-

apoy, ang laking pakinabang sa atin? 

(Advertisement #24: Nancy Binay 2019) 
 

The excerpt above shows the political 

campaign ad of senatorial candidate Nancy 

Binay. It quoted, “Si Nancy Binay daw ‘sing 

itim ng uling. Pero ang uling ‘di ba’ pag nag-

apoy, ang laking pakinabang sa atin?” (Others 

describe Nancy Binay as black as charcoal. But 
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once the charcoal burns, ‘isn’t it beneficial to 

us?). Simile was integrated into this ad as a 

tool of persuasion. A simile is an aesthetic and 

skilled method of discourse in political 

speeches whose primary goals are to clarify an 

opinion or feeling, bring two meanings closer 

together, and compare one entity to another in 

praise, disapproval, adornment, or repugnance 

(Alruzzia & Yunusb, 2019). The result above 

shows how simile helps the ad clarify the 

negative connotation about the politician and 

take this connotation positively. 

 

b. Hyperbole 

Hyperbole is a figure of speech that 

emphasizes a quality or feature by using great 

exaggeration. Hyperboles are a typical 

approach used in advertising to grab attention, 

inject humor into combative dialogue, and 

accentuate emotions or product features 

(Barbu-Kleitsch, 2015). 

 

Participant 1: Namasukan ako bilang OFW 

Participant 2: Nagkaroon ako ng isang 

abusadong amo 

Participant 3: Naging impyerno ang buhay ko 
(Advertisement #28: Jinggoy Estrada 2019) 

 

As shown in the excerpt above, 

senatorial candidate Jinggoy Estrada’s political 

campaign ad used hyperbole to emphasize the 

life of being an Overseas Filipino Worker 

(OFW). In this scene, the OFWs talked about 

their experiences quoted “Namasukan ako 

bilang OFW” (I applied as OFW) said by the 

first speaker, “Nagkaroon ako ng isang 

abusadong amo” (I had an abusive boss) 

said by the second speaker, “Naging impyerno 

ang buhay ko (My life became   a hell) said 

by the third speaker. In the sentence “Naging 

impyerno ang buhay ko (My life became a hell), 

the advertisement used the exaggerated word 

“hell” in describing the life of the OFW. 

 

vi. Repetition 

Repetition is a literary method in which 

a word or phrase is used two or more times in a 

speech or written work for effect. The words or 

phrases should be repeated within proximity to 

each other for repetition to be visible. In a literary 

work of poetry or prose, repeating the exact words 

or phrases can help to clarify an idea and make it 

memorable to the reader. In advertising, repetition 

can help to create a vibrant, charming, and 

humorous picture (Ming-xin, 2006). 

 

Doon ako sa mabait 

Doon ako sa 

magaling JV Ejercito 

JV is the good one, JV is the good 

one JV Ejercito 

JV good, JV good 
(Advertisement #9: JV Ejercito 2019) 

 

In Philippine political advertising, 

repetition emphasized the politician’s name as 

shown in the excerpt above. the candidate's 

name by using the adjective “good” in “JV is the 

good one” that repeated twice in each line. The 

results above show that repetition was used to 

positively and beautifully describe the political 

actors. It strongly emphasized their names in the 

ads. 

 

vii. Ad Hominem 
According to Walton (2000), an ad 

hominem argument is the use of personal attack 

in a dialogue exchange between two parties, in 

which one party criticizes the other party's 

character as being bad in some way and then 

uses this assault as a basis for criticizing the other 

party's argument. 

 

Robin Padilla: Simple lang ang kailangan natin, 

disiplina. Mga train na tumatakbo sa tamang 

oras, mga kalyeng tama ang pagkagawa imbes 

na binabaha, mga kalsadang walang traffic, 

mga airport na hindi kahiya-hiya, pulis na di 

kriminal bagkus nanghuhuli ng kriminal, mga 

public servant na hindi nang-aapi kundi 

nagsisilbi, mga mambabatas na di lumalabag 

kundi nagpapatupad ng batas. Pangulong hindi 

nagtatago kung hindi namumuno, gobyernong 

hindi kurap at mamamayang hindi takot palagi. 

Lahat po iyan pwede pag may disiplina. Aanhin 

natin ang tuwid na daan kung tinutuntun 

lamang ng ilan. Tigilan na ang kalokohan. 
(Advertisement #35: Rodrigo Duterte 2016) 
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In the political campaign ad of presidential 

candidate Rodrigo Duturte, ad hominem was 

inserted at the last part of the argument, as 

shown in the excerpt above. This argument is 

“Aanhin natin ang tuwid na daan kung 

tinutuntun lamang ng ilan”. The line “tuwid na 

daan” was popularly known in the tagline of 

the political campaign ads of the former 

Philippine president Benigno Aquino III 

including his political party (liberal party). 

Presidential candidate Rodrigo Duterte's 

political campaign ad, used this argument 

negatively and made his campaign platform 

advocacy shine. The ad emphasized the 

importance of discipline rather than the “tuwid 

na daan.” 

 

Capitals in the Ads 
 

The second stage of CDA, interpretation, 

is involved with the participants' text 

production and interpretation processes. The 

stage of interpretation corrects subjects' 

delusions of autonomy in discourse as it makes 

clear what is usually implicit for participants 

(Fairclough, 2001). Bourdieu’s (1986) theory 

of capital was integrated into this level of text 

analysis. This study critically analyzed the 

capitals in the select political campaign ads, as 

shown in the discussion below. 

 

i. Economic Capital 

Economic capital refers to the form of capital 

that can be converted into money and can be 

institutionalized in the form of property 

(Bourdieu, 1986). Unfortunately, this form of 

capital was not used both in a senatorial and 

presidential political campaign advertisement. 

However, results proved that the two remaining 

forms of capital were mostly used in the 

senatorial and presidential ads. The discussion of 

the results is shown in the following subsections 

of this paper below. 

 

i. Social Capital 

Candidates who used social capital in 

their ads are Tito Sotto, Ralph Recto, Miguel 

Zubiri, Sonny Angara, Chiz Escudero, Win 

Gatchalian, Gringo Honasan, Grace Poe, Kiko 

Pangilinan, Koko Pimentel, Bong Go, Jinngoy 

Estrada, Bato Dela Rosa, Joel Villanueva, and 

Rodrigo Duterte (See Appendix B). 

 

Dolphy: Una ka siyang nakilala bilang bata na 

kalong ng kanyang ama. Paglipas ng panahon, 

naging kaibigan ko siyang tapat dahil sa 

kanyang magandang pag-uugali lalo na sa mga 

taong pangkaraniwan. Magkatulad kaming nag-

umpisa sa wala. Ang tanging karangalan naming 

ang magpasaya at magbigay inspirasyon sa 

inyong lahat. Noon, ngayon, bukas, at 

magpakailanman, kayo ang bida. Sa ikasampo 

ng Mayo, ipanalo natin si FPJ sa pagkapangulo! 

(Advertisement #40: Fernando Poe Jr. 
2004) 

The excerpt above shows how the 

celebrity acted as the social capital used by the 

political actor in the ads. The presidential aspirant 

Fernando Poe Jr was endorsed by Dolphy, an actor 

and a comedian in the Philippines. The comedian 

said in the ad that they became good friends 

because of his good attitude towards ordinary 

people. 

 

ii. Cultural Capital 

Cultural capital can take the following 

forms: embodied, which refers to long-term 

mental and physical dispositions; objectified, 

which refers to the objectification of cultural 

capital in the form of cultural goods (photographs, 

books, dictionaries, instruments, machines, and so 

on); and institutionalized, which pertains towards 

the objectification of cultural capital in the form of 

academic or educational qualifications (Bourdieu, 

1986). 

Mrs. Josephine R. Dela Cruz: Salamat Migz, 

dahil sa inyong Rent Control Act, hindi na 

tumaas ang aming upa sa bahay. 

Engr. Reden Rodriguez: Thank you Migz, dahil 

sa Biofuels Act of 2006, hindi ko na kailangan 

mag- abroad para magtrabaho. 

Extra: Tumaas ang sahod ko dahil AFP Rate 

Base Pay Act! Thank you, Sir! 

Dr. Nielsen B. Donato: Thank you Migz sa 

Wildlife Conservation Act, pinangalagaan mo 

ang Kalikasan. Champion ka talaga! 

Miguel Zubiri: Hangad ko ang kabutihan ng 

ating mga mamamayan tuwing gagawa ako ng 
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bagong batas. Tulungan niyo ako sa mga 

nasimulan ko na. 

Ako po si Migz Zubiri! 
(Advertisement #3: Miguel Zubiri 2007) 

 
The excerpt above shows the political 

advertisement of senatorial candidate Migz 

Zubiri. Juan Miguel "Migz" Fernandez Zubiri 

was the Former Senate Majority Leader, 

Former Chairman, Committee on Environment 

and Natural Resources; Committee on 

Cooperatives, and Former Chairman, Joint 

Congressional Oversight Committee on the 

Ecological Solid Waste Management Act; Joint 

Congressional Committee on Clean Air Act; 

Joint Congressional Oversight Committee on 

Cooperatives. He graduated from the 

University of the Philippines Los Baños with 

the degree Bachelor of Science in Agri-

Business Management. He took his Master’s in 

Environment and Natural Resources 

Management at the University of the 

Philippines Open University (Macaraig, 2013). 

In his ad, he showcased his cultural capital (in 

an institutionalized state) by highlighting the 

bills he wrote and sponsored. 

It includes the Rent Control   Act   of 2009 

(principal author, co-sponsor). We see this in the 

statement “Salamat Migz, dahil sa inyong Rent 

Control Act, hindi na tumaas ang aming upa sa 

bahay” (Thank you, Migz, because of your Rent 

Control Act, our house’s rental fee doesn’t 

increase,” said by Mrs. Josephine   R.   Dela 

Cruz, Biofuels Act of 2006 (author) in the 

statement “Thank you Migz, dahil sa Biofuels 

Act of 2006, hindi ko na kailangan mag-abroad 

para magtrabaho” (Thank you Migz, because of 

Biofuels Act of 2006, I don’t need to go abroad 

just to   find   work) said   by   Engr.   Reden 

Rodriguez, Armed Forces of the Philippines 

Rate Pay Base Increase (principal author) in the 

statement “Tumaas ang sahod ko dahil AFP Rate 

Base Pay Act! Thank you, Sir!” (My salary got 

increased because of AFP Rate Base Pay Act! 

Thank you, Sir!) said by the participant, 

Wildlife Conservation and Protection Act 

(principal author) in the statement “Thank you 

Migz sa and Wildlife Conservation Act, 

pinangalagaan mo ang Kalikasan. Champion ka 

talaga! (Thank you, Migz for Wildlife 

Conservation Act, you care on the Environment. 

You are the champion!), said by Dr. Nielsen B. 

Donato. 

 

Representations 
 

The goal of the explanation stage is to portray 

a discourse as a social activity, a social practice, 

revealing how social structures shape it and what 

reproductive consequences discourses can have on 

those structures through time, either sustaining or 

changing them. In the last stage of CDA, this 

study focused on the portrayal or representation of 

politicians’ positionality and the social classes 

position in the select political campaign ads. 

 

A. Representation of Politician’s 

Positionality 

Misawa (2010) emphasizes the fluid and 

relational qualities of social identity formation 

while also noting that “all parts of our identities 

are shaped by socially constructed positions and 

memberships to which we belong” and which are 

“embedded in our society as a system.” In their 

political campaign ads, politicians' positionality is 

coated with different ideologies and ideas. 

Politicians represent their positionalities in the ads 

in different ways. The following are some 

identified representations of politicians’ 

positionality. 

 

i. Politicians as our only hope 

It is noticeable how “hope” has become one of 

the representations of the politician’s position in 

the ad. Hope is a strong word that describes how 

important the person is in the society. 

 

Siya lang ang tunay na pag-asa 

Tanging si Loren lang (una sa 

tiwala) 

(Advertisement #15: Loren Legarda 2007) 

The example above was extracted from 

senatorial candidate Loren Legarda, it 

characterized and represented the politician’s 

positionality as society's only hope. It was 

observed in the ad of senatorial candidate Loren 

Legarda the use of the word “pag-asa” (“hope”) 
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in representing her positionality in the ad. 

These lines are “Siya lang ang tunay na pag-

asa, tanging si Loren lang” (“She is the only 

hope, Loren is the only one”). This result 

supports the study of Masroor et al. (2018) that 

another expression of the positive self-used by 

political actors involves representing the self or 

one’s political party as the last hope for the 

country. 

ii. Politician as a Savior 

Meanwhile, some candidate 

represents their positionality in the ad as a 

savior. In the book of Western (2011) entitled 

“An overview of the leadership discourses,” he 

described the term leader as messiah or savior. 

Messiah discourse provides charismatic 

leadership and vision in the face of a 

tumultuous and unpredictable world. The 

tension between salvation and destruction, 

between the technocrat and the moral 

visionary, and between hope and despair is 

symbolized by the messiah character. The 

messiah discourse appeals to both individuals 

and society, promising deliverance from a 

chaotic world marked by a lack of control and 

a diminishing sense of community (Western, 

2011). 

Participant 1: Bilisan 

mo! 

Participant 2: Nariyan na 

sila! Participant 1: Dali! Ang 

Bato! Participant 2: Bato 

Bato sa langit! 

Voice Over: Dahil kay Bato Dela Rosa, 

bumababa ang krimen. Nabago ang buhay ng 

mga nasa mundo ng droga. Kalaban ng 

terorismo. (Advertisement #29: Bato Dela 

Rosa 2019) 

As shown in the excerpt above, the ad contains a 

dramatic dialogue. The concept of the ad was 

adopted from the scenes of Darna, one of the 

most iconic superheroines    in the Philippines. 

Darna was the brainchild of komiks (Filipino 

colloquial for comic books) written by Mars 

Ravelo (Llanes, 2009). The candidate’s 

nickname “Bato” was highlighted in this ad as a 

magic white stone that saves and protects the 

people from evildoers. “Bato,” a Filipino term 

for “stone,” was very popular in Darna 

because when Narda, the main character of the 

story, swallows a magic white stone, she 

transforms into the mighty warrior Darna by 

shouting "DARNA!". This dramatic dialogue was 

seen in the lines “Bilisan mo” (“Make it fast”) 

said by participant 1, “Nariyan na sila” (“They are 

here”) said by participant 2, “Dali! Ang Bato” 

(“Faster! The stone!) said by participant 1, and 

“Bato Bato sa langit” (“Stone Stone in the sky”) 

said by participant 2 followed by a voice over 

saying “Dahil kay Bato Dela Rosa, bumababa ang 

krimen. Nabago ang buhay ng mga nasa mundo ng 

droga. Kalaban ng terorismo” (“Because of Bato 

Dela Rosa, the crime was lessened. The lives of 

the people involved in drug operation were 

changed. The enemy of terrorist), these lines 

acknowledge the contribution of the political actor 

in lessening the crime rate in the Philippines. 

 

i. Politician as a person who grew up 

in poverty 

Understanding hegemony requires 

Gramsci's view of ideology as an organic 

relationship between structure and superstructure. 

According to Gramsci (1978), ideology is 

conceived as a practice-producing subject. One of 

the observations of this study is the subject or 

representation of the politician’s positionality as a 

person who grew up in poverty. 

 

Manny Pacquiao: Lumaki ako sa hirap. Lahat 

ng aking pinagdaanan ay naging dahilan para 

ako’y kumalinga at tumulong sa inyo. Manny 

Pacquiao po, nandito para sa inyo. 

(Advertisement #16: Manny Pacquiao 
2016) 

 

The excerpts above show how the politicians 

described their positionality in their ads. 

“Lumaki ako sa hirap. Lahat ng aking 

pinagdaanan ay naging dahilan para ako’y 

kumalinga at tumulong sa inyo. Manny 

Pacquiao po, nandito para sa inyo” (I grew up in 

poverty. All that I’ve experienced became the 

reason to care and to help you. Manny 

Pacquiao is here for you”.) senatorial candidate 

Manny Pacquiao said in his ad. This subject or 

representation of his positionality in his ad 

as a person who grew up in poverty formed an 

227



 

ideology that a person needs to look back on 

where he came from. 

 

A. Representation of Social 

Classes’ Position 

This section will discuss the representation 

of social classes’ position in the ads to help 

the current study identify the social dynamics 

that play a crucial role in examining the 

hegemonic features of Philippine political 

advertising. Gramsci (1978) argues that 

analyzing the historical conditions necessary 

for one class to acquire hegemony over others. 

Politicians also considered the background of 

their audiences who will watch their political 

campaign advertisements. This study has 

observed that many of them were careful in 

representing the social classes in the 

Philippines. Still, some politicians represented 

other classes, particularly the subaltern class, in 

a subjective way. 

 

The representation of 

Subaltern Group 

Representation of how the ads position or 

describe the social classes helps this study 

analyze the hegemonic class's social dynamics 

and dominant ideas or ideologies. 

 

Voice Over: Sino ba si Nognog? Si Nognog ay 

ang bawat Pilipinong bilad sa araw, yung 

walang matinong classroom, yung 

napipilitang magtrabaho sa abroad, yung 

pinagbibintangan sa hindi niya kasalanan, 

yung walang pambili ng pagkain. Kaya sa 

mga Nognog, nognog din ang 

nagmamalasakit. Nognog pero hindi tulad ng 

iba, marami ng nagawa. 

(Advertisement #33: Jejomar Binay 2016) 

 

The excerpt above describes the 

subaltern class as “nognog” in the ad of 

presidential candidate Jejomar Binay in “Sino 

ba si Nognog? Si Nognog ay ang bawat 

Pilipinong bilad sa araw, yung walang 

matinong classroom, yung napipilitang 

magtrabaho sa abroad, yung pinagbibintangan 

sa hindi niya kasalanan, yung walang pambili 

ng pagkain. Kaya sa mga Nognog, nognog din 

ang nagmamalasakit. Nognog pero hindi tulad 

ng iba, marami ng nagawa” (Who is Nognog? 

Nognog” is every Filipino who labors under 

the sun, who endures studying in makeshift 

classrooms, the one who is forced to work 

abroad, the one who is accused of the crime he 

never committed, and who has barely enough 

money to eat every day. So, with the Nognog, 

Nognog also cares. Nognog, but unlike others, 

he had many accomplishments). The term 

“nognog” is short for “sunog” or burnt, a 

reference to a dark, short, with curly hair and a 

stubby-nosed comic character created by L.S. 

Martinez in the 1970s (Cepada, 2016). This 

representation for those Filipinos who belong in 

the subaltern class can relate to this ad because 

this representation captures the reality of their 

lives. The politician also positioned himself as 

one of them but from a different angle, a 

Nognog who cares (referring to the politician). 

 

 

CONCLUSION 
 

The study’s finding is essential in the field 

of social research. The lack of awareness of the 

meanings, ideas, and ideologies residing in the 

discourse of politicians will not help the society or 

country in achieving social justice, class equality, 

freedom, rights, and economic growth. 

Furthermore, increasing the standard for creating 

political ads in the country will challenge and 

measure the politicians’ communication, 

competencies, leadership, and excellence. In this 

way, politicians may change their perspective 

about politics - that it is not merely the use of 

power, dominion, or control. Hence, it is all about 

serving the country with the right motive and 

motivation. Future researchers who are also 

interested in conducting a study on Philippine 

Political Advertising or other existing Political 

Discourses may include political campaign 

advertisements during the local election. They 

may also adopt other tools or methods in the 

analysis of ads such as multimodal analysis. In 

addition, future researchers may use other theories 

in social research and other frameworks in 

Critical             Discourse Analysis. 
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Abstract 

 
The linguistic documentation of Philippine-tyoe 
languages and efforts to revitalize them have 
increased with the introduction of the MTB-
MLE to the primary grades. Language varities 
in Sorsogon, including the Southern Bisakol, 
are widely used but less studied by native 
speakers. Among  the grammatical categories 
investigated are nouns and verbs. They are 
content words and are usually introduced in the 
primary grades. Using Payne’s (1997) 
morphosyntax and Nolasco’s (2007) stem-
based hypothesis, this descriptive study 
employed structural analysis on the transcribed 
and compiled Bisakol corpus. Significant 
findings show that nouns and verbs are derived 
forms with specific morphemes that may be 
attached either to the root or to the stem. The 
affixes of Bisakol have some conditioning and 
restrictions in the linguistic environment. 
Hence, Bisakol morphemes, especially their 
affixes, are highly multifunctional with every 
affix carrying a meaning that may either modify 
the semantics of the root or change the concept 
category of the new form entirely.  

 

1 Introduction  
Philippine-type languages (PL) have many 
complexities and intricacies that entice many 
scholars of linguistics to investigate. Among the 
many Philippine-type languages that exhibit 
diversity and complexity are the Bikol and Visayan 
languages. Bikol is a macro language that has widely 
varying dialects and closely related languages. The 
individual languages that correspond to a macro 
language are very closely related, and there must be 
some domain in which only a single language 
identity is recognized (Lewis, Simons, & Fenning, 
2015). In many areas in the region, speech varies 
dramatically over a few kilometers from one town to 
the next (Lobel and Tria (2000). 

   Interesting in Sorsogon, a province in the Bicol 
region, is the language variety that the speakers 
themselves believe to have been a mixture of Bikol 
and Binisaya languages. Natives would name their 
language Bisakol. Ethnologue names this language as 
Sorsoganon, Northern; Sorsoganon, Southern; and 
Masbateno. Earlier linguistic studies particularly,  
McFarland (1974) and Zorc (1977) confirmed that 
Southern dialects including the Northern Masbate, 
Northern Sorsogon and Southern Sorsogon or Gubat 
belong to the Central Visayan subgroup, of which 
Hiligaynon and Samar-Leyte are members (p. 299).  
The geographical location of the province has a major 
contribution to why these varieties are linguistically 
Visayan rather than Bikol. The absence of the 
speaking roads that linked Bikol towns with one 
another for a long period of time, and the 
transportation by  water brought about this present-
day linguistic situation. The proximity of Sorsogon to 
Samar and Masbate and the water transportation that 
happened from Samar to Sorsogon, and vice versa, 
can explain the mixture of Binisaya and Bikol in the 
dialect in Southern Sorsogon. 

 At present, there has been a dearth of studies on the 
languages spoken in Sorsogon area. The differences 
among the varieties of Bikol Sorsogon are validated 
in the dialectology of Cunanan (2015). Escalante 
(1978) and Nolasco (1994) made studies on the 
grammar of  Sorsogonan. Escalante made a 
description of the internal structures of South 
Sorsogon verbs and Nolasco worked on the 
grammar sketch of the language.  

2 Morphology of Philippine-type 
languages: Theoretical Views 

Morphological structures of Philippine-type 
languages are diverse both in their uses and 
meaning. Segmenting words into meaningful parts, 
the morphological shapes revealed some systematic 
covariation in form and meaning (Haspelmath & 
Sims, 2010). The adjustment in the shapes of the 
words depends on the way the speakers intend their 234



 

utterances to be interpreted (Payne, 1997). In 
Tagalog, for instance, some affixes, when attached 
to another morphological form, express clearly 
their language-specific meanings. Philippine-type 
lexical bases and their meaning change via 
affixation (Himmelmann, 2008). The lexical bases 
can be syntactically subcategorized as content 
words, such as nouns and verbs. Classifying a root 
or a base either a noun or a verb in Philippine-type 
languages appears to be challenging. The concept 
of precategoriality indicates the idea that for any 
root to be classified as either noun or verb, it 
should be affixed or case marked. Foley (1998) 
expressed the lack of noun-verb distinction of roots 
in Philippine languages.  

To some scholars, nouns and verbs in Philippine-
type languages have language-specific features. 
For Payne (1997, 2021), to determine the 
grammatical category of a given lexicon, the 
linguist needs to identify the morphosyntactic 
characteristics of the prototype. Payne proposed 
the morphosyntactic analysis with its two 
important properties: distributional and structural 
properties. “Distributional properties show how 
words are distributed in phrases, and clauses and 
texts. Structural properties illustrate the internal 
structure of the word itself” (p.33). 

The morphological process particularly affixation 
is highly noticeable in Philippine-type languages. 
The stem-based hypothesis introduced by Nolasco 
(2007)  demonstrates the layering of morphemes in 
nouns and verbs in Tagalog. This method of 
analysis clearly shows that word forms in Tagalog 
and  other Philippine-type languages have similar 
meanings since they are  linked to one stem, 
although the word forms may differ in the 
arguments that they co-index in the clause 
construction.  

Bisakol, a Philippine-type language demonstrates  
the same morphological features as that of 
Tagalog. By morphological form alone, nouns and 
verbs in Bisakol may demonstrate the same 
features. However, building the analysis on 
Payne’s (1997) morphosyntactic operations in 
determining the meaning and functions reveals the 
language-specific features of nouns and verbs in 
this language. Bisakol words are formed by several 
morphological processes such as affixation and 
reduplication and these word forms have multiple 
affixes layered in their structure. 

 

 

3 Purpose of the Study 

The purpose of the study is to (1) analyze and 
describe the morphological features of nouns and 
verbs in Bisakol along with the different 
morphological processes in the language,  and  (2) 
establish a morphological paradigm that would 
guide mother tongue teachers in Bisakol in 
designing their learning content in  mother tongue-
based teaching.  

4 Methodology  
 
This study is a typological investigation of the 
linguistic features of the language variety in Southern 
Sorsogon. The study analyzes the morphological 
structures of the nouns and verbs through the 
morphosyntax framework of Payne (1997) and the 
stem-based hypothesis’ of Nolasco (2007).  

As the researcher has been building corpus of 
Bisakol from spoken and written text, this study 
made use of the existing eighty-two thousand corpus 
collected since 2016. The spoken texts are stories of 
the informants, conversations among college students 
and family members, and public speeches made by 
candidates during the 2016 national election. The 
oral texts were recorded, transcribed, and secured in 
an electronic file. Likewise, the online discourse 
particularly those found in the online group pages 
and accounts of some Bisakol speakers are also 
added to the collected Bisakol corpus. These social 
media group pages are accessible online. Another 
data collection procedure used by the researcher is 
wordlist and elicitation. Using the word list provided 
by Reid (2016), two informants provided the word 
list equivalent in Bisakol. In addition, using some 
sentences in Tagalog, the researcher requested two 
informants to translate each into Bisakol.  

5     Analysis and Findings  

Affixation and reduplication are morphological 
processes in Bisakol that allow for a word to be 
formed.  Despite some claims of scholars on the lack 
of noun-verb distinction (Foley, 1998) of roots in 
Philippine-type languages, findings of this study 
reveal that nouns and verbs are distinct categories. 
The morphological analysis reveals that nouns are 
formed by nominalizing affixes and verbs are affixed 
for voice, aspect, and mode. Affixation and 
reduplication, the morphological processes, are 
operationalized by the syntactic conditions or 
restrictions in the language.  
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5.1 Morphological Features of Bisakol    
Nouns 

In Bisakol, nouns become complex when it is 
composed of the root or stem and an affix. 
Complex forms of nouns are those that undergo a 
certain morphological process and change the 
word class, say verbs to nouns. Commonly, they 
are derived forms or nominalized forms. 
Nominalization is a morphological derivation that 
creates or forms a noun stem. The new stem 
derived from verbs or adjectives belongs to the 
noun class ( Payne, 2006).  

Bisakol nominalizing affixes are grouped 
according to their morphological behavior.  First,  
the prefixes pag-, paN-, para-, ka-, taga-, tig-, tag- 
are attached to Bisakol root or stem to form words. 
Second,  the fused affixes namely  pag-+pa-, pag-
+ka-, paN-+pa- are placed before the root or stem. 
Interestingly, the affixation of  pa- and ka- is 
permitted to be fused when the morphemes pag-, 
and paN- are added to the root or stem. This 
process is called morphological layering. It is a 
process in which an affix is required to be attached 
to the stem first before another affix can be added. 
Third, Bisakol has circumfix, ka-...-an in which 
the ka- is added before the root and –an is added at 
the end of the root. Lastly, voice nominalizing 
affixes are attached to Bisakol root or stem. They 
are the null Ø (where m- / -um are replacive 
affixes), (h)-an, i-, -un, and –in (see Table 1). 
Illustrating the morphological structure of 
nominalized forms, some examples of Bisakol 
nouns are shown in (1)-(4).  

 (1)pag-[affix] + kaon[root] ‘eat’ >   pagkaon ‘food’ 
 (2) pag-[affix/layer1]+pa-[affix/layer2]+ daku [root] ‘big’ >   

pagdaku ‘growth’ > pagpadaku ‘to raise a 
child’  

 (3)ka-[affix]+tuyu[root]‘intent’+(h)an[affix]  > katuyuhan 
‘intention’ 

 (4) bayle[root]‘dance’+-(h)an[affix] > baylehan  ‘a   
place to dance’ 

Clauses (5) and (6) are presented to show the 
nominalized forms in Bisakol syntax. In (5) and 
(6), the nominalized forms are pagkakonsehal and 
pag-eskwela. The nominal function of these two 
forms is case marked by the determiners sa in (5) 
and an in (6).  Absolute determiner, an marks  
nouns and noun phrases (NP) in Bisakol. The 
determiner sa in Bisakol marks spatial location, 
temporal location, a nominal expressing goal as its 
macrorole. Similarly, nominal forms in Tagalog 
and other Philippine-type languages are case- 
marked by absolutive determiners (Dita, 2010b) or 
by locative determiner. 

 
Affixes  Type                 Position 
 
pag-; paN-;para-;  
ka-; taga-; tig-; tag- 

 
derivational 

 
Prefix 

 
pag-+pa-;pag-+ka; 
paN-+pa 
 
ka…an  
 

 
derivational 
 
 
derivational    

 
Prefix 
 
 
circumfix 

Ø(m-/-um); in-/-in derivational      prefix/ 
infix  

-an; -un  
 

derivational suffix 

-i derivational prefix 
   

Table 1: Affixes in Bisakol Nouns 
 
(5)  ...nagdalagan sa pagkakonsehal  si Papa. 
nag- dalagan sa   pag-ka-   konsehal   si   Papa 
ASP-  run          LOC NMZLR-ABL councilor   ABS    father 
     ‘[My] father ran for [municipal] councilor.’ 
 
(6)    Mahal an pag-eskwela sa Manila 
  mahal     an     pag-      eskwela     sa     Manila 
  expensive  ABS    NMZLR-  schooling  LOC   Manila 
        ‘It is expensive to  study in Manila.’ 

 

5.2   Morphological Features of Bisakol 
Verbs: Aspect, Voice, and Mode Affixes  
The morphology of verbs in Bisakol is complex 
because of the of the considerable 
morphophonemic fusion and alternations of affixes 
in the language.  The verbs are affixed with 
morphemes that inflect for voice, aspect, and 
mode.  Thus, verbal affixes are grouped according 
to their coded syntactic functions. The first group 
of affixes that inflect for voice include  i-, -an, -in, 
-a, Ø>um/~m (replacive affix m-/n-). The second 
group of affixes inflects for aspect. Aspectual 
affixes include the mag-, nag- and in-/<in>. The 
mode affixes are pag-,-ang, ka-, pa-, paki-, <V1r>. 

236



 

     Voice Affixes: For Cena (2014) voice refers to 
the “affix in the verb that imposes a thematic role 
reading on the subject which refers to the absolutive 
nominal” (p.200). Putting it simply, the 
manifestation of voice is found in the affix attached 
to the verb in which the affix co-indexed a noun as 
the most affected entity of the action expressed by 
the verb or the most agentive or the instigator of the 
action. To present the morphological structure of 
verbs inflected with voice affixes, examples (7)- 
(10) are provided. The actor, patient, and locative 
voice affixes are attached after the root. The 
alternative morphological structure is shown in (10) 
or the instrument voice. The affix i- can be attached 
before the root or after the root.   
Verbs indicate an actor voice (AV) with the null 
affix (Ø) attached to the them. In cases when the 
verb changes aspect, the replacive affixes m-/n- 
appear in the stem. The argument bears the actor 
macro role or the undergoer of the process of the 
action. The patient voice with the -un affix co-
indexes the patient or goal. The locative voice in 
Bisakol is marked by the affix -an attached to the 
verb. This affix co-indexes an argument which may 
express semantic roles such as, location, recipient, 
benefactive, or goal. When a verb is voiced-mark by 
i- affix, the action is directed towards the argument 
which may have the semantic roles of the instrument 
or the transported theme (Tanangkingsing, 2009). 
(7) actor voice: Ø + root  
Ø~mag-[affix]+hatag[root]‘give’>maghatag ‘give  

something’ 
Ø~nag[affix] +kadi[root]‘come’> nagkadi ‘came’ 
(8) patient voice: root + -un  
     hatag[root]‘give’ + -un[affix] > hatagon ‘give 

something to someone’ 
     sabut[root] ‘understand’ + -un[affix] > sabuton 

‘make one understand 
something’ 

(9) locative voice: root + -an ~-a 
      hatag[root] ‘give’ +- an[affix]  >   hatagan‘give   

someone something 
      himu [root] ‘give’ + -an [affix] > himuan ‘make 

someone something’ 
(10) instrument voice: i- + root 
 i-[affix] + hatag [root] ‘give’ > ihatag ‘give  

[directed someone] something 
to someone’ 

    root + -i  
     butang[root] ‘put’ + -i [affix] > butangi ‘put/pour 

something onto something’ 
 
 

Clauses (11), (12), and (13) illustrate the illustrate the 
morphosyntax of the voice affixes in the language. 
The clauses show the transitive construction with two 
core arguments marked by the verb hatag ‘give’. 
When affix -an is inflected, locative voice is 
expressed.  The argument, an phrase, is the recipient 
of the verb which semantically implies morphosyntax 
of the voice affixes in the language. The clauses show 
the transitive construction with two core arguments 
marked by the verb hatag ‘give’. When affix -an is 
inflected, locative voice is expressed.  The argument, 
an phrase, is the recipient of the verb which 
semantically implies that there is a movement of the 
object from someone to another one (11). Meanwhile, 
the i- affix implies  instrument voice (12), and affix -
un marks the two core arguments mu and the an-
phrase in which the allowance is the transported 
theme (13).  
(11) Hatagan ku si mama kwarta. 

    hatag-an=    ku          si  mama     Ø    kwarta 
    give-VOICE.LV=ERG.1s ABS mother OBL money 

       ‘I will give [my] mother [some] money.’ 
(12) Ihatag mu an kwarta kay mabayad aku sa   

eskwelahan. 
i-          hatag=mu       an     kwarta     kay 
VOICE.IV-give    =ERG.2s   ABS    money  because   
ma- bayad=aku       sa        eskewelahan 
ASP- pay      =ABS.1s    LOC      school 
 ‘Give me that money because I have to pay 
[something] in the school. 

(13) Hatagun mu na lang an allowance kaniya. 
        hatag-un    =mu= na=lang   an   

    give-VOICE.PV=ERG.2s=PAR=PAR   ABS 
          allowance    kaniya 

      allowance     OBL.3s 
         ‘[Just] Give her the allowance.’ 
 

Aspectual Affixes: Aspect means the different 
ways of viewing the internal temporal constituency 
of the situation (Holt, 1943 in Comrie, 1976). 
Unlike tense which relates to the time of situation 
referred either to moment of speaking or to some 
other time, aspect is concerned with the features of 
completion, durability, perfectivity, or 
imperfectivity of the action or process. In Philippine 
languages, aspect is highly referred than tense. 
Speakers of PLs, particularly, of Bisakol, are not 
mainly concerned with the temporal relation of the 
action relative to the moment of speaking but rather 
with the internal temporal constituency of one 
situation or action. The situation of internal time 
shows whether the action started yet unfinished; it 
started and finished, or haven’t started yet. The six 
aspects of Bisakol are expressed morphologically. 
Aspectual affixes include the ma-, mag-, na-, nag-, 
and in-/<in>.  Reduplication is highly used in verbs 
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to express aspect. Morphological structure of each 
aspect is shown in (14) to (19).  

 
 (14) neutral/infinitive[-beg][-fin]:  
 INTR: mag + root    
    mag-[affix] + surat[root] ‘write’ > magsurat ‘to write’ 
     < ~um>+ root  
     s<um>[affix]urat[root] > sumurat ‘to write’ 
 
(15) perfective aspect [+beg],[+fin]  
INTR: nag- + root  
   nag[affix] + surat[root] ‘write’ > nagsurat ‘wrote’ 
 TR: in- + root   
    in-[affix] + bakal[root] ‘buy’ > inbakal ‘bought’ 
 TR: <in> + root  
    h<in>[affix] atag[root] ‘give’> hinatag ‘gave’ 
 
(16) Recent Perfective [+beg][+fin]  
INTR: na-+ka-+ root  
   na-[affix]+ ka-[affix] + surat[root] ‘write’ :    

nakasurat ‘be able to write’ 
TR: ka- + (:) + {C1V1} [redup] +  root  + -a 
   ka:[affix][vowel leng] + {ba} + bakal [root]  

‘buy’+ -a >  kababakala  ‘has just bought’     
    
(17) Actual Imperfective [+beg],[-fin]  
INTR: nag- + {C1V1}[redup]+ root   
    nag-[affix]+ {su}+ surat[root] ‘write’ > 

nagsusurat ‘is writing’ 
TR: -in-+ {C1V1}[redup] + root    
    in-[affix] + {ba}+ bakal [root] ‘buy’ >  inbabakal    
‘ is buying’  
 
(18) Conditional Imperfective [+beg],[-fin] 
INTR: na-+ : + root 
     na: [affix][vowel leng]+ surat [root] ‘write’ >    

na:surat ‘have written’       
TR: (k)i +: + root  + -an 
    ki:[affix][vowel leng]+ kaun[root] ‘eat’+ -

an[affix] > ki:kaunan ‘have eaten’ 
 
(19) Contemplative [-beg], [-fin]  
INTR: ma: + root 
     ma:[affix][vowel leng] + imod[root] ‘see’  >   

ma:imod ‘will be watching’  
INTR: mag- + {C1V1}[redup]+ root 
     mag-[affix] +{su}+ surat[root] ‘write’> 

magsusurat  ‘will be writing’ 
TR: {C1V1}[redup]+ root+ -un/an 
    {ba}+ bakal[root] ‘buy’ + -un/an > babakaun /   

babaklan ‘will be buying’ 
TR: i- + {C1V1}[redup]+ root 
   i-[affix] + {ha} + hatag[root] ‘give’> ihahatag 
‘will be giving’ 
 
 

The verbs in the neutral aspect are noted for an action 
has not started, therefore, no completion can occur. 
They are often referred to as infinitive forms.  
Perfective aspect indicates a completed action.  For 
recent perfective, it denotes an action that has just 
been done or completed recently. In Bisakol, the affix 
ka- is added to the stem and the reduplication of C1V1 
of the base. Actual imperfective aspect expresses an 
action that has begun but has not been completed. 
The conditional imperfective aspect expresses an idea 
that a certain action is performed when the person is 
in certain conditions or usual scenarios. 
Contemplative aspect refers to the action or state that 
has not started yet.  
Affixes in Bisakol that carries the grammatical voice 
like -un and the aspectual affix -in are in 
complementary distribution. When the affix -in is 
added to the verb, the voice affix -un becomes null. 
The in- /<in> when inflected to verbs in the patient 
voice is sufficient to mark two important features of 
verbs in Bisakol, the voice and aspect. Guzman 
(1994) explains this phenomenon as the principle of 
minimal distinction or the inflected forms function 
identically in syntax even if the morphological 
paradigms are regular or irregular. Clauses (22) and 
(23) demonstrate this morphological feature. 
 
(20) root + -un  :  
        surat[root]‘write’+-un [affix] >suraton ‘to write’ 
(21) -in + root + -un ~ Ø  
        -in[affix] + surat [root] + Ø[affix] > insurat ‘wrote’ 
 
(22) Suratun mu an ngaran niya sa papel. 
surat-un=mu       an  ngaran=niya        sa    papel 
write-PV=ERG.2s  ABS name =GEN.3s   LOC   paper 
‘You write his name on the paper.’ 
 
(23) Insurat mu an ngaran niya sa papel? 
in- surat-Ø= mu        an      ngaran=niya     
ASP-write-PV=ERG.2s ABS  name=GEN.3s  
sa    papel 
LOC  paper 
‘Did you write his name on the paper?’ 
 
    Mode Affixes: Mode is one one feature of verbs in 
Bisakol. It relates to the manner of realization of the 
action. Two verbs may express similarity in aspect, 
and even voice, but their difference in mode is 
recognizable as a language-specific feature of Bisakol 
verbs.  The imperative mode indicates command. The 
-ang mode affix expresses either extensiveness and 
intensiveness of how the action is performed by the 
agent or actor. The ka- affix expresses abilitative 238



 

mode. It refers to the ability of actor or agent to 
perform the action indicated by the verb.  However, 
ka-  expresses another mode of the verb in Bisakol 
such as motive, unexpected result and reason. 
Causative mode indicates that the actor or agent has 
caused the action to be done. The requestive mode 
expresses social, commitative, and permissive sense. 
The distributive mode expresses an action that has 
been participated by all actors mentioned in the 
clause. The morphological structure of verbs 
expressing different modalities are shown in 
examples (24) to  (30).  
 
(24) imperative 
 pag- + root  
     pag-[affix]+ kaon[root] > pagkaon (na) ‘you have to 

eat’ 
root + -i 
   hatag[root] + -i[affix] > hatagi ‘give someone   

something’ 
root + -a  
hatag[root] + -a[affix] > hataga ‘give something to 
someone’ 
 

(25) extensive/intensive  
m-/p- + -ang + root 
m-[affix]+ -ang[affix]+ limpya [root] > manglimpya ‘will  

clean extensively’ 
p-[affix] + -ang[affix] +limpya [root]  > panglimpya ‘to 

clean extensively’ 
 

(26) abilitative/aptative  
m-/p- + ka- + root 
ma-[affix] + ka-[affix]+ pasar[root] > makapasar ‘to pass’ 
pa-[affix]+ ka-[affix]+ pasar[root] > pakapasa ‘able to 

pass’ 
 

(27) causative 
nag-/mag-/pag- + pa- + root 
nag-[affix]+pa-[affix]+kaon[root] > nagpakaon ‘feed 

someone/something’ 
 
(28) requestive/ commitative  
maki-/paki + root 
maki-[affix] + huron [root]  ‘discuss’ > makihuro 

‘discuss something about’ 
 
(29) Motive/unexpected 
mag-/pag- + ka-+ root 
nag-[affix] + ka-[affix]+ hapdos[root] ‘illness’>  

nagkahapdos ‘got sick’  
 
(30) Distributive/plurative  
root + { V1r-}  
 in[affix]+k-+{ar}on[root] + -an[affix] > inkaraunan ‘have 

something used for eating’ 

5.3   Layering of Affixes in Bisakol Verbs  
Illustrating stem-based hypothesis to Bisakol 
morphology, word forms in Bisakol are multi-
layered. An affix is added to the root to form a stem 
which prepares the word form for another affixation 
process. The layering of affixes is shown in example 
(31). The root surat ‘write’ is affixed with the 
nominalizing affix, pag-. The word form pagsurat ‘to 
write’ may express an infinitive aspect or imperative 
mode. When the p- is replaced with n-, the word form 
is nagsurat ‘wrote’. The nag- is an aspectual affix 
expressing perfective aspect. When the first syllable 
of the root is reduplicated and added to the stem, 
nagsurat ‘wrote’, the word form becomes nagsusurat 
‘is writing’. The reduplication C1V1 expresses 
imperfective aspect. In the example,  the final word 
that may be formed is nagpasurat ‘to have someone 
write something’. The word formed has several 
layered affixes such as nag- is an aspectual affix,  pa- 
is a mode affix, reduplicated –su, express 
imperfective aspect, and pag- is a nominalizing affix. 
Hence, this layering of morphemes reveals that 
Bisakol is a highly inflectional language in which 
affixes often fuse to code several grammatical 
functions and meanings.  

(31) surat[root] ‘write’  

        >pag-[nom.affix] surat [root] ‘to write’ 

           > nag-[asp.affix] surat[root]   ‘wrote’  

               >nag-[asp.affix]{su}[redup.asp] +   
surat[root] ‘is writing’ 

                     > nag-[asp.affix]pa-[mode.affix]surat 
[root] ‘has asked something to 
write something’ 

5.4   Multifunctionality of Bisakol Affixes  
From the analysis,  the study was able to determine 
that Bisakol affixes are highly multifunctional. 
Affixes in verbs expressing voice are also used as 
nominalizing affixes such as –an, -un, i-, and the 
null affix for intransitive construction. When these 
voice affixes are added to the root or stem, these 
affixes shape the meaning of the nominal forms to 
express the concept category associated to the root.  
By affix -an, the stem becomes a nominal form of a 
place of location and –un expresses a trait or a state 
or condition.  The claim that these forms are 
nominalized forms grammatically functioning as 
nouns is asserted by the presence of absolutive  case 
markers in Bisakol.  

 
(32) an laba-{h}an ‘a place to do laundry’ 
         ABS  wash –NMLZR 
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(33)  an   sugna -an ‘the place to do cooking’ 
      ABS    cook-    NMLZR 
(34)sa  higda-an  ‘the place to lay down’  
    LOC   lay    NMLZR 
 
In analyzing verbal affixes particularly those 
expressing mode, the affixes pag-  and ka- are  mode 
affixes, yet,  nominalizing affixes too. The affix pag- 
expresses an abstract idea or a concept when used as 
nominalizer. The affix ka- expresses a commitative 
of partative entity in Bisakol nouns. However, pag- 
is a mode affix expressing imperative construction 
when added to the verb. The ka- is a mode affix 
expressing abilitative or aptative, motive, or 
unexpected occurrence.  
 
(35) pag- [nom. affix ] vs pag- [verb affix] 
   (35.1) pag-          tubod>pagtubod ‘faith’ 
             NMLZR     believe 
   (35.2) Pagkarigos na. 
             pag-   karigos            =na. 
            IMP-   take a bath      PAR 
           ‘You take a bath now.’ 
 
(36) ka- [nom. affix] vs. ka [verb affix] 
   (36.1) ka-          upod>  kaupod ‘company’ 
             NMLZR     join with 
  (36.2)  Gustuhon ku man makapasar sa exam ni sir. 
     Gustu-(h)un=ku       =man       ma- ka- pasar 
      Like -INTSFR=ERG.1s =PAR      INF- ABL-pass  
      sa     exam   ni    Sir 
      LOC    exam    GEN Sir 
    ‘I really would like to pass in the exam [of Sir]’ 
 
Significantly, the mutual exclusivity of the affixes –
un and –in<in> in Bisakol verbs reveals that an affix 
can carry two grammatical functions in the clause. 
The in- /<in> when used with patient voice is 
sufficient to mark two important features of verbs in 
Bisakol, the voice and aspect (see sample 22-23).  
 
 
5.5     Morphological Paradigms in Bisakol 
Stressing the argument of pre-categoriality or the 
lack or noun-verb distinction in Philippine-type 
languages, this study strongly states that nouns and 
verbs in Bisakol are two separate and distinct word 
classes. Nominalization occurs because the language 
has various morphemes that derive nouns from 
another word class, and so with verbalization. Nouns 
are case-marked by the determiners of the language 
such as an, si, ni, san/sin, or sa and these nouns fill 
the argument slots in the clause. Verbs in Bisakol 
are inflected for voice, aspect, and mode. Verbs do 
not fill any argument slot but index the number of 
arguments that are required to be present in the 
syntax of the language. Reduplication is another 

morphological feature, especially in verbs. The 
reduplication marks a grammatical function, 
particularly in the aspect of verbs. Verbs in Bisakol 
are affixed to indicate how native speakers view time, 
manner, and transitivity in their language. 
 

Grammatical 
Category 

Morphological 
    Feature           Processes 

 
Nouns 

 
free and 
bound 

root and 
stem 

 

 
Affixation 
(nominalizing 
affixes) 
Reduplication 

Verbs stems are 
highly layered 
with affixes 
inflecting for 
aspect, tense, 
and mode 

Affixation 
(aspect, voice, 
mode) 
Reduplication 

   
 

Table 2: Morphological Paradigm of Nouns and 
Verbs 

 

6    Conclusion 
This study presents the morphological characteristics 
of nouns and verbs in Bisakol. Bisakol affixes are 
highly multifunctional.  Nouns are mostly derived 
forms. The affixes change the word forms into 
nominalized forms making them occupy argument 
slots in the clause.  Verbs are a distinct category 
because they can be affixed only for voice, aspect, 
and mode.  Significantly, the nominal and verbal 
affixes when attached to the root or stem create 
different concept categories.  Word forms, especially 
verb forms are layered with several morphemes that 
code for different grammatical meanings and 
functions.  With morphophonology, the affixes of 
Bisakol have some conditioning and restrictions,  for 
instance,  the affix -in/ <in>, although an aspectual 
affix, marks a patient voice too.   Aspect, voice, and 
mode are verb features that are marked by affixes in 
which only Bisakol speakers and their intuition in 
their native language can capture the appropriate 
contextual meaning.  
 
7   Implications to MTB-MLE in the Sorsogon 
 
The scenario of the teaching of the mother tongue in 
the classrooms and the use of mother tongue in 
teaching other disciplines has been challenged by so 
many compelling factors. Among the many are the 
teachers’ knowledge and competence in their own L1 
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which is also the L1 of the learners. This study 
strongly considers that teacher’s understanding of 
the grammar of language that they speak highly 
contributes to the success of the teaching-learning 
process and  preparation of instructional materials in 
the mother tongue. By being equipped with the 
concept of how language works in L1, teachers can 
decipher how their learners cognitively and 
metacognitively process information and develop 
grammatical concepts in L1 and L2. Thus, teachers 
could properly introduce the concept of time in L1 
which is more on aspect and the concept of time in 
English which is viewed more as a tense.  Beyond 
differentiation of grammatical concepts, L1 teachers 
who will become aware of the morphological 
processes in the language can help learners build 
their L1 vocabulary, develop phonemic awareness, 
and phonic skills. The common underlying 
proficiency in L1 and L2 can be  grounded in the 
mental ability of the  L1 learners such that their 
morphological understanding will bridge them in 
learning the target language. Finally, grammar of 
any language should be explored from the inside 
(Payne, 2021), and not from the outside perspective.  
 

Appendices: The following are the linguistic  
symbols and abbreviations used in this study. They 
are presented in this paper alphabetically. 

Appendix A. Symbols and Abbreviations 
1  first person 
2  second person 
3   third person 
s   singular 
p  plural 
-  affix boundary 
=   clitic boundary 
< >   infix 
ABS  absolutive 
ASP  Aspect 
ERG  ergative 
INTR  intransitive  
LOC  locative  
OBL  oblique 
PAR  particle 
PV  patient voice  
TR  transitive  
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Abstract

Integrating translation memories (TM) into
neural machine translation (NMT) has been
shown to improve translation quality. We test
various schemes to integrate translation sug-
gestions into an NMT system without alter-
ing its architecture. We retrieve similar sen-
tences covering the sentence to translate and
examine various annotation schemes as input
to the NMT system. Our results show that
the method can outperform a baseline model
in some cases. The improvements are mainly
for the translation of sentences with a length
ranging from 10 to 20 words.

1 Introduction

Translation Memories (TMs) are used daily by
translators. They contain aligned parallel sentence
pairs. Given a sentence to translate, a TM retrieves
the most similar sentence in the source language that
contains large common or similar parts. The corre-
sponding sentence in the target language is returned
to the translator. In this way, the translator needs
only to modify the unmatched parts to complete the
translation. A main advantage of translation memo-
ries is that they ensure consistency and interpretabil-
ity across translations because common or similar
parts in sentences can easily be identified.

Recently, with the development of neural machine
translation (NMT), the quality of machine transla-
tion has significantly increased. Its main advantage
is that it improves translation efficiency over previ-
ous machine translation techniques. However, the

interpretability of NMT is poor: errors are difficult
to interpret, i.e., to trace back to the training data.

Past research (Federico et al., 2012) already pro-
posed to combine the advantages of TM (inter-
pretability) with MT (efficiency). Recently, meth-
ods have been proposed to achieve closer integra-
tion with NMT. For example, an additional encoder
can be added to an NMT architecture specifically for
TM matches (Cao and Xiong, 2018). The decoding
algorithm can be modified to incorporate retrieved
strings (Gu et al., 2018). An easy-to-implement
TM–NMT integration has been proposed by (Bulté
and Tezcan, 2019): they concatenate the target-
language side of matches retrieved from a TM with
the sentence to translate. This only involves data
pre-processing and augmentation. This is also com-
patible with different NMT architectures. All of the
approaches above were shown to lead to a significant
increase in the quality of MT outputs.

2 Method

In this paper, we propose to make use of the TM
principle in conjunction with an NMT system, with-
out altering the model architecture of the NMT sys-
tem. In this way, the method can apply to any neu-
ral network architecture and can leverage pre-trained
models. Figure 1 illustrates this method.

Suppose that we want to translate a sentence from
English to German. We firstly retrieve English sen-
tences from the parallel aligned data and obtain
some similar English sentences which cover the in-
put English sentence. For instance, the sentence to
translate ‘I want to go to school.’ is covered by the
two following sentences ‘I want to go to hospital.’
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Figure 1: Overview of translation based on retrieval

and ‘This is a beautiful school.’. Their correspond-
ing German translations are obtained from the par-
allel data: ‘Ich will ins Krankenhaus.’ and ‘Das ist
eine schöne Schule.’ That is, by retrieval, we ac-
quire English–German sentence pairs, in which the
English sentence is similar to the sentence to trans-
late. The principle of translation memory postulates
that the German sentences should also be similar to
the German translation of the English sentence to
translate. We use such translation pairs to enrich the
input of an NMT system, i.e., we use them as anno-
tations to the input sentence. We use such data to
train an NMT system.

3 Enrichment Schemes

To emulate the principle of TM, we firstly retrieve
a group of sentences in the source language that are
similar to the sentence to translate. we use the tool
introduced in (Liu and Lepage, 2021). Its goal is to
cover a sentence in form and meaning with as few
retrieved sentences as possible. It provides the pos-
sibility of retrieving sentences which are similar in
form and meaning. Secondly, and to continue to em-
ulate the TM principle, we obtain the corresponding
sentences in the target part of the bilingual corpus.

However, we refine the principle of TM. The tool
used for retrieval identifies the parts in the retrieved
source sentences which are similar to the source sen-
tence. Hence, based on these results, we use tech-
niques in sub-sentential alignment from statistical
machine translation, namely fast align (Dyer et al.,
2013), to obtain the corresponding translated parts

Figure 2: Illustration of different enrichment schemes
that can be used according to the mode of retrieval (for-
mal only, semantic only and both)

in the sentences in the target language.
We now describe how we enrich the sentence

to translate using results of retrieval and sub-
sentential alignment. We propose different enrich-
ment schemes to generate different possible inputs
to the NMT system. Table 1 shows the different pa-
rameters which can be exploited under our settings.
We describe them in details hereafter.

Coverage Type The tool used for retrieval pro-
vides two modes for similarity: formal and semantic
similarity. Therefore, we can choose to retain sen-
tences obtained by retrieval

• in form only;
• in meaning only;
• both.

Figure 2 illustrates results in these different modes.

Matched Parts Only or Whole Sentences From
the retrieved sentences, we can choose to use:
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Parameters Options

Coverage Type
Formal only
Semantic only
Formal and Semantic

Matched parts
Matched parts only
The whole sentences without markers
The whole sentences with markers

Language Side
Source side only
Target side only
Source and Target sides

Order of Similar Sentences

All source sentences followed by all target sentences
All target sentences followed by all source sentences
Each source sentence followed by its corresponding target sentence,
for all pairs of sentences
Each target sentence followed by the source sentence it corresponds
to, for all pairs of sentences

Table 1: List of different parameters that can be exploited to produce different enrichment schemes

Figure 3: Illustration of different enrichment schemes
that can be used: with matched parts or whole sentences,
with markers or not

• only the matched parts, i.e., the parts which are
similar to the sentence to translate (in form or
in meaning, directly in the source language or
by translation and sub-sentential alignment in
the target language), and only these parts;

• the whole sentences retrieved with markers so
as to identify the matched parts, in the source
or the target language;

• the whole sentences retrieved without any
markers to identify the matched parts.

Figure 3 provides an illustration of such possible
cases.

Language Side Following the principle of TM,
we obtain similar sentences in the source language
by retrieval. Now, the corresponding sentences in
the target language should contribute to translation.
In terms of language side, we can thus choose

Figure 4: Illustration of different enrichment schemes
that can be used depending on the language side used:
source side only, target side only and both)

• the sentences retrieved in the source language
only;

• the corresponding translations in the target lan-
guage only;

• both: the sentences in the source language and
their corresponding translations in the target
language.

Figure 4 illustrates the above three possibilities.

Order of Similar Sentences When both language
sides are chosen, we can imagine several enrich-
ment schemes for the ordering of the sentences in
the source language and the target language.

• All source sentences followed by all target sen-
tences;

• All target sentences followed by all source sen-
tences;

• Each source sentence followed by its corre-
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Figure 5: Illustration of different enrichment schemes
that can be used for the ordering of similar sentences
when both language sides are used

sponding target sentence for all pairs of sen-
tences;

• Each target sentence followed by the source
sentence it corresponds to, for all pairs of sen-
tences.

Figure 5 shows an example.

List of all Possible Enrichment Schemes All
possible choices for each of the parameters enumer-
ated above lead to a list of 54 possible enrichment
schemes for the exploitation of the information ob-
tained following the TM principle. Table 5 lists them
all.

4 Experimental Setup

4.1 Data

We use Multi30k (Elliott et al., 2016) as our parallel
corpus. It contains multilingual image descriptions
for multilingual and multimodal research. We use
the German, English and French parts in our experi-
ments. Some statistics are given in Table 2. We split
the dataset into 3 parts, 80% for training, 10% for
validation and 10% for testing. We perform transla-
tion experiments in all possible directions offered by
the three languages, i.e., 6.

4.2 Evaluation

Following standard practice, evaluation of transla-
tion is done by computing the BLEU score (Papineni
et al., 2002) on the test set. We report BLEU scores

lang. # sents. vocab. size
avg. length
(in tokens)

de 30,014 18,722 12.44
en 30,014 10,214 13.02
fr 30,014 11,794 13.62

Table 2: Statistics on the corpus (Multi30k)

Encoder
Type LSTM
Embedding Dimension 500
Number of layers 2
Size of hidden layer 500

Decoder
Type StackedLSTM
Embedding Dimension 500
Number of layers 2
Size of hidden layer 500
Total # of parameters 18,368,003
Optimizer SGD
Learning rate 1.0

Table 3: Configuration for the NMT model

in the range of 0 to 100. BLEU scores indicate sim-
ilarity to the reference translation in form only.

Hence, in addition to BLEU scores, for the pur-
pose of measuring semantic similarity with the ref-
erence, we compute BERTScores (Zhang et al.,
2020). BERTScores leverage pre-trained contextual
embeddings from BERT and match words in the
candidate and the reference sentences using cosine
similarity. We report the F-measure, which ranges
from 0 to 1. Higher BERTScores indicate higher
similarity in meaning between the candidate and the
reference sentences.

4.3 Baseline System

We compare our proposal to a baseline. Our base-
line model is trained using the same NMT model but
simply with the sentences to translate without any-
thing else, as input.

Our NMT model follows the Seq2seq architec-
ture (Bahdanau et al., 2015) implemented in the
OpenNMT-py toolkit (Klein et al., 2017). The
model configuration is shown in Table 3.
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5 Experiment Results

5.1 Results for Retrieval
For each of the sentences in the English, German
and French test sets, we apply the TM principle and
retrieve similar sentences.

Retrieval in Form For the results of retrieval in
form, we focus on the number of similar sentences
retrieved per input sentence. This is because the re-
trieval method used aims at maximal coverage with
the least possible number of retrieved sentences. A
lesser number of similar sentences means that the
common parts are longer.

Table 4 gives some statistics on the results of re-
trieval. The number of retrieved sentences in the
3 languages is similar. The average number of re-
trieved sentences is about 5, which means that 5 n-
grams in the retrieved sentences almost cover the in-
put sentence. The value of the standard deviation
is also relatively small. The most frequent number
of retrieved sentences is 4, 5 or 6. There are only
few cases where the number of retrieved sentences is
greater than 10. This means that, in general, the re-
trieval method used covers the sentence to translate
with a relatively small number of similar sentences.

Retrieval in Meaning Table 4 gives some statis-
tics on the results of semantic retrieval. Compared to
retrieval in form, the number of retrieved sentences
is less. This is because the method used selects the
top k sentences that contribute to the increase in cov-
erage of the input sentence. These sentences are a
supplement.

5.2 Translation Results with Different
Enrichment Schemes

We measure the performance of different enrich-
ment schemes and select the scheme that performs
the best. The translation task that we consider is
from German to English, so that we use the Ger-
man sentences for the retrieval step. Figure 8 shows
examples of translations obtained using different
enrichment schemes and Table 5 gives the results
of evaluation for all possible different enrichment
schemes.

To analyze the results, we draw box plots by
groups of four parameters (coverage type, matched
parts, side and ordering), in Figures 6 and 7. The

Figure 6: Box plots by coverage type, matched
part/whole sentence, language side and ordering on
BLEU scores.

Figure 7: Box plots by coverage type, matched
part/whole sentence, language side and ordering on
BERTScores.

box plot show six ranges for the results: upper edge,
upper quartile, median, lower quartile, lower edge,
and outliers.

In terms of coverage type, among three coverage
types, the median BLEU scores of formal coverage
and semantic are similar. The BERTScore with se-
mantic coverage is the highest. This is expected be-
cause for semantic retrieval, retrieves sentences that
have similar meanings by definition.

The results of only using matched parts for trans-
lation is found to be the most stable with the small-
est standard deviations. However, the performance
across the three possible choices (only matched part,
sentence, sentence with marker) is close in scores.

In terms of language side, among the three possi-
ble options, using source information only performs
the best in BLEU with an average score of 29.26.
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Retrieval Language
# of retrieved sentences Average length

mean ± stdev. median mode in tokens in char.

Formal
de 5.03 ± 2.22 5 4 62 352
en 5.50 ± 2.22 5 5 71 332
fr 5.40 ± 2.32 5 4 76 395

Semantic
de 2.81 ± 1.42 3 2 36 209
en 2.22 ± 1.14 2 2 29 137
fr 2.69 ± 1.33 2 2 38 199

Table 4: Statistics of results for formal (top) and semantic retrieval (bottom)

No. Retrieval Matched parts Side Ordering BLEU BERTScore
1

Formal
only

n-gram
Source
only

- 28.8 0.923
2 sentence - 29.5 0.926
3 sent. with markers - 29.7 0.927
4 n-gram Target

only

- 28.3 0.919
5 sentence - 28.7 0.920
6 sent. with markers - 27.2 0.917
7 n-gram

Source
and
Target

all src. tgt. 28.2 0.918
8 n-gram all tgt. src. 28.4 0.921
9 n-gram each src. tgt. 29.3 0.925

10 n-gram each tgt. src. 29.1 0.923
11 sentence all src. tgt. 28.5 0.927
12 sentence all tgt. src. 29.4 0.926
13 sentence each src. tgt. 25.7 0.914
14 sentence each tgt. src. 29.3 0.926
15 sent. with markers all src. tgt. 25.2 0.912
16 sent. with markers all tgt. src. 28.8 0.925
17 sent. with markers each src. tgt. 29.4 0.925
18 sent. with markers each tgt. src. 29.3 0.923
19

Semantic
only

n-gram
Source
only

- 30.3 0.923
20 sentence - 29.4 0.932
21 sent. with markers - 28.9 0.926
22 n-gram Target

only

- 27.9 0.924
23 sentence - 28.0 0.927
24 sent. with markers - 26.0 0.927
25 n-gram

Source
and
Target

all src. tgt. 29.0 0.921
26 n-gram all tgt. src. 28.5 0.918
27 n-gram each src. tgt. 29.3 0.920
28 n-gram each tgt. src. 29.3 0.921
29 sentence all src. tgt. 27.8 0.929
30 sentence all tgt. src. 30.3 0.928
31 sentence each src. tgt. 27.6 0.926
32 sentence each tgt. src. 29.5 0.927
33 sent. with markers all src. tgt. 30.8 0.925
34 sent. with markers all tgt. src. 30.6 0.928
35 sent. with markers each src. tgt. 29.4 0.924
36 sent. with markers each tgt. src. 30.8 0.925
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No. Retrieval Matched parts Side Ordering BLEU BERTScore
37

Formal
and
Semantic

n-gram
Source
only

- 29.9 0.926
38 sentence - 27.8 0.921
39 sent. with markers - 29.0 0.925
40 n-gram Target

only

- 27.6 0.917
41 sentence - 28.8 0.927
42 sent. with markers - 27.6 0.923
43 n-gram

Source
and
Target

all src. tgt. 28.6 0.923
44 n-gram all tgt. src. 28.6 0.918
45 n-gram each src. tgt. 28.8 0.919
46 n-gram each tgt. src. 29.2 0.921
47 sentence all src. tgt. 27.3 0.921
48 sentence all tgt. src. 29.0 0.924
49 sentence each src. tgt. 27.9 0.925
50 sentence each tgt. src. 29.5 0.925
51 sent. with markers all src. tgt. 28.4 0.925
52 sent. with markers all tgt. src. 27.1 0.923
53 sent. with markers each src. tgt. 27.5 0.923
54 sent. with markers each tgt. src. 27.3 0.924

Table 5: All possibilities of formats with results of evaluation. All confidence intervals for the BLEU scores are
between 0.75 and 0.85.

As for the order of similar sentences, the second
order (all target sentences followed by all source
sentences) and the fourth order (each target sentence
followed by the source sentence it corresponds to,
for all pairs of sentences) perform better than the
other ones in BLEU. This shows that giving tar-
get information before source information is a better
choice.

All in all, to select the best combination of four
parameters among all the possible formats through
BLEU score and BERTScore, we notice that a
higher BLEU score is not always accompanied by
a higher BERTScore. We want the translations to be
close to the reference translations not only in form
but also in meaning. Hence, we sort all configura-
tions using the average of the BLEU scores (recast
from 0 to 1) and BERTScores and select the configu-
ration ranked the highest. It is configuration No. 36.
We apply this best configuration in all other transla-
tion directions.

5.3 Translations in Different Languages

We perform machine translation experiments in all
directions of all languages pairs between German,
English and French. This is 6 directions in total.

We use enrichment scheme No. 36, i.e., results of
semantic retrieval only, using whole sentences with
matching parts indicated with markers, each target
sentence followed immediately by the source sen-
tence it corresponds to, for all pairs of retrieved sen-
tences. Table 6 summarizes the translation results.

When using formal coverage retrieval results, our
models outperform the baseline model in three trans-
lation tasks: de→en, de→fr and fr→en. In the other
cases, although our models do not exceed the base-
line system, confidence intervals, as shown in Ta-
ble 6, indicate that the baseline model and our mod-
els perform similarly. For instance, for the direc-
tion en→de, confidence intervals of ± 0.8 do not
allow to say that a baseline of 27.4 is really better
than our model with 27.1. As the main difference is
the language of query sentences, i.e., the source lan-
guage, we might think that the differences in BLEU
observed by the difference in morphology of the
source and target languages explain the results. In
general, the result shows that the formal coverage
retrieval method contributes to improving the trans-
lation quality or performs similarly compared to the
baseline system.

When using semantic coverage retrieval, our
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Translation direction Baseline
Proposed method

Formal coverage Semantic coverage
de → en 29.6 ± 0.8 30.5 ± 0.9 30.6 ± 0.8
de → fr 30.6 ± 0.8 31.8 ± 0.8 29.7 ± 0.8
en → de 27.4 ± 0.8 27.1 ± 0.8 26.1 ± 1.0
en → fr 42.2 ± 1.2 41.8 ± 1.2 47.2 ± 1.0
fr → de 24.3 ± 0.8 24.1 ± 0.8 23.6 ± 0.8
fr → en 38.8 ± 0.9 39.6 ± 0.9 42.5 ± 1.2

Table 6: Translation results (in BLEU) for each different translation directions

No. Sentence to translate Output translations Reference translation
3 ein mann in einem gelben

oberteil macht eine
inspektion an einem
schwinn-fahrrad neben
einem picknicktisch .

a man in a yellow top is mak-
ing a inspektion at a schwinn-
fahrrad .

man in yellow shirt
performing maintenance
on schwinn bicycle near a
picnic table .9 a man in a yellow top is taking

a break by a picnic table next
to a picnic table .

15 a man in a yellow top is taking
a trick by a picnic table .

41 ein mann auf einem
motorrad und zwei weitere
männer auf einem wagen
fahren auf einer staubigen
zweispurigen straße .

a man on a motorcycle and
two other men on a wagen on
a sunny road .

a very man on a
motorcycle and 2 men on a
cart are traveling down a
dusty two lane road .35 a man on a motorcycle and

two other men riding on a
dusty bike .

38 man on a motorcycle and two
more men on a dusty road .

42 ein ball befindet sich
zwischen einem werfer und
einem fänger auf dem
baseballfeld .

a ball is in between a werfer
and batter on the baseball field
.

a pitcher and catcher on a
baseball field with the ball
in between them .

41 a ball is between a werfer and
baseball on the baseball .

40 a ball is between a werfer and
a fänger on the baseball .

Figure 8: Examples of translation using different formats
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Input sentence Translation Reference
one lady in a plaid coat eating
cotton candy .

une femme en manteau à car-
reaux mange de la barbe .

une femme en veste écossaise
mangeant de la barbe à papa .

two men and a woman are in-
specting the front tire of a bi-
cycle .

deux hommes et une femme
untersuchen le vorderrad
d&apos; un vélo .

deux hommes et une femme
inspectent le pneu avant
d&apos; un vélo .

un petit chien avec un ruban
rouge sur sa tête marche dans
l&apos; herbe .

ein kleiner hund mit einer
roten ruban auf seinem kopf .

ein kleiner hund mit einem
roten band auf dem kopf läuft
durch das gras .

trois femmes en rouge de
l&apos; équipe de basket
russe suivant le ballon .

drei frauen in roter équipe
suivant suivant .

drei frauen in roten trikots
aus der russischen basketball-
mannschaft laufen dem bas-
ketball hinterher .

ein thaiboxer übt zum
aufwärmen vor dem kampf
einen beinhochtritt .

a thaiboxer band is practicing
for the aufwärmen in front of
the net .

this thai boxer is practicing a
high leg kick as a warm up be-
fore his fight .

ein mann mit einem rucksack
springt von einem pier .

a man with a backpack jumps
off a pier .

a man wearing a backpack is
jumping off a pier .

Figure 9: Random examples in different translation directions

models outperform the baseline model in three trans-
lation tasks: de→en, en→fr and fr→en. This is
the same number as for formal coverage, but one
language direction is different: en→fr instead of
de→fr. A large improvement is obtained in the di-
rection: fr→en. In this translation task, the model
using semantic coverage retrieval outperforms the
baseline model by 3.7 BLEU points, which is largely
more than the model using formal coverage retrieval.
Our method leads to an even larger improvement in
the translation task en→fr using semantic coverage
retrieval. The BLEU score increases by 5.0 points
over the baseline model, whereas the model using
formal coverage retrieval does not exceed the base-
line system. We conclude that our proposed method
with semantic coverage is especially efficient for the
language pair en–fr, in both directions.

Figure 9 shows some examples of translation re-
sults. (input sentence is just source sentence without
enrichment)

5.4 Length of the sentence to translate

Based on some samples, we found that our model
delivers similar performance as the baseline model
for shorter sentences (length less than ten words).
However, our model offers better translations for

Length of
sentences

# of sentences
BLEU score

Baseline Ours
<10 448 31.3 31.0
10–20 2,207 30.1 31.1
>20 247 25.9 25.5

Table 7: Translation results for different sentence lengths
(in BLEU, de→en)

sentences between 10 and 20 words due to the in-
formation found in similar sentence pairs. In order
to confirm the impression left by this observation,
we split the test set into three parts by the length of
the sentence to translate, and we compare the per-
formance on these three separate subsets.

Table 7 shows the results for the three separate
subsets containing sentences with different lengths.
The sentences of a length between 10 and 20 words
account for the most part of the test set. Our model
outperforms the baseline model on this subset by 1.0
BLEU point. However, for sentences of length more
than 20, both models cannot perform well.

6 Conclusion

We proposed to test whether the principle of transla-
tion memory (TM) can benefit results in neural ma-
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chine translation (NMT). We enriched the input of
the NMT system with such sentences retrieved. We
studied different annotation schemes, and found that
the scheme which delivers the best translation ac-
curacy consists in providing the target sentence im-
mediately before its corresponding source sentence,
for all sentence pairs, and identifying matching parts
with markers.

Such enrichment schemes can contribute to the in-
terpretability of the results obtained by neural ma-
chine translation systems. The results of our trans-
lation experiments show that, for some translation
tasks, our system performs better than a standard
NMT system without retrieval. Increases in transla-
tion accuracy are mainly obtained for sentences with
a length in the range of 10 to 20 words.
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Abstract 
 
This study explores the affordances of 

microblogging as a strategy in improving the writing 

proficiency of students. A total of 125 college 

freshman students from a state university in the 

Philippines served as the respondents of the study. 

Four writing prompts were used for microblogging 

and personal essay writing. UAM Corpus Tool was 

used to describe the linguistic characteristics of the 

writing compositions produced by the respondents, 

while paired t-test and Mann-Whitney U test were 

used to statistically analyze the data. A Discourse 

Completion Task (DCT) was also employed to 

generate qualitative information to deepen the 

interpretation of the findings. To validate the ratings 

given by the researcher, an inter-rater who is also an 

English professor was invited to rate the data. 

Holistically, there is no statistical difference between 

the mean ratings obtained by the respondents in the 

two writing conditions. Analytically, there is a highly 

significant difference in sentence structure and a 

significant difference in terms of language use. 

Moreover, micro-blogging and personal writing have 

shown no significant difference in content, 

organization, and mechanics as revealed by the 

statistical results. Conclusions and recommendations 

were forwarded. Pedagogical implications were 

articulated based on the results of the investigation. 

 

1 Introduction 
The COVID-19 pandemic has disrupted not only 

the economic, political, and health-care system but 
also the academic set-up around the globe. The 

lockdown in response to the virus has forced 

educational institutions worldwide to adopt 

 

 

learning modalities that they deemed most 

appropriate and realistic for their learners given 

their available resources. As the new mode of 
teaching seems challenging to the teachers, its 

benefits to students are also being questioned. On 

the one hand, teachers had to adapt to the new 

pedagogical concepts and teaching mode delivery 

for which they may not have been trained. On the 

other hand, students, especially those in the 

marginalized groups, who do not have access to the 

digital learning resources or lack of resilience and 

engagement to learn on their own, are at risk of 

falling behind (Schleicher, 2020).  
In the Philippines, higher educational institutions 

(HEIs) had to replace face-to-face lectures with 

online and modular learning along with other 

modalities which they deemed necessary and 

appropriate for their contexts to ensure the safety of 

both teachers and students. While shifting to the 

new normal of teaching and learning poses great 

challenges to various stakeholders especially to the 

teachers and students, it creates an opportunity to 

explore new possibilities in pedagogy and research. 

This study, therefore, investigates how students 

perform academically in the digitalized learning 

environment particularly in their writing 

assignments.  
In the context of English as Second Language 

(ESL) teaching, writing is the most difficult 

English skill (Richards & Renandya, 2002) and the 
most difficult communicative macro skill to teach 

and master (Mabuan, 2018; Tillema, 2012). 

Perhaps, it has become more challenging using an 

unexplored web platforms.  
Google Classroom (GCR) is one of the platforms 

that is being used by WPU for its online learning, 
but its functionality has not yet to be 
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explored from the lens of language research. GCR 

is a website which also enables teachers to create 

and manage the online classroom as if it were a 

conventional one where they can share learning 

materials, post assignments, prepare quizzes, and 

give instructions to their learners. Students, on the 

other hand, can access these materials and complete 

the task as long as they have Internet connectivity. 

Thus, this study takes advantage of the possibility 

that students’ writing outputs published in the 

Stream Section of the GCR, coined in this paper as 

microblogging, is an effective strategy that could 

have impact on students’ writing skill. This research 

study problematizes whether microblogging and 

personalized essay writing where students write and 

submit their compositions directly to their teachers 

has significant impact on the quality of students’ 

output. 

 

1.1 Research Questions 

This study sought to address the following 
questions: 
 
1. What are the lexical features of students’ 

essays?  
2. What is the impact of micro-blogging and 

personalized essay writing to students’ writing 

ability?  
3. What are the affordances of micro-blogging to 

students’ writing ability? 

 
For topic validation, the four writing prompts used in 

the study were presented to a colleague who is also 
an English faculty and to another English instructor 

from other institution who also served as an interrater 

of the data. 
 

2.2.2 Administration of the Writing Tasks 
Under the COVID-19 pandemic, instructional modules 

were developed by the researcher and her colleagues as 

the main resource uploaded to the Google Classroom 

bi-monthly. For each module, the researcher included a 

writing task which is related to a lesson discussed in the 

learning packet that will be submitted by the students 

within the two-week period specified in their course 

outline. The first writing prompt follows (Please refer 

to Appendix A for the complete list). 

 

2.2.2.1 For microblogging 
Write a minimum of 500 and maximum of 1000 word-

essay on the topic “Are you the same person of social 

media as you are in real life?” Make sure to provide 

appropriate details in the introduction, body, and 

conclusion sections of your essay. After you submit 

your essay to the file I created for this assignment, post 

it to the stream section of our Google Classroom for the 

whole class to read your work. Please make sure to also 

provide feedback on the work of your classmates. 

 

2 Method 

2.1 Participants 
This study involved four sections of 125 freshman 

students enrolled in the Bachelor of Science and 

Social Work (BSSW) program of Western 

Philippines University-Puerto Princesa Campus in 

Palawan, the Philippines during the first semester of 

school-year 2020-2021 in the Purposive 

Communication Course, one of the general education 

courses under the new curriculum that is being 

handled by the researcher. 

 

2.2 Procedure 

2.2.1 Topic Validation 

2.2.2.2 For traditional essay submission 

Write a minimum of 500 and maximum of 1000 

word-essay on the topic “Are you the same person of 
social media as you are in real life?” Make sure to 

provide appropriate details in the introduction, body, 

and conclusion sections of your essay. Submit your 

essay to the file I created for this assignment. 

 

All essays were holistically rated by the researcher and 

the inter-rater using Gustilo’s (2011) rubric. Gustilo 

used the said rubric in a study where she assessed 150 

essays from five universities in the Philippines, and in 

another that examines the writing performance of 

engineering students in a prestigious tertiary institution 

in the Philippines (Gustilo, 2011, 2013). Only those 

essays that were submitted on time and have negligible 

traces of 
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plagiarism were analyzed, the rest were discarded. 

 

2.2.3 Reflective Survey 
 

After completing the four writing tasks, the 

students were given an opportunity to reflect on 
whether or not microblogging affects the quality of 

their output. They were asked to accomplish a 

Discourse Completion Task (DCT) requiring them 

to answer reflective questions (Please see 
Appendix D for some DCT student responses). 
 

2.2.4 Analysis 

 

1. The UAM Corpus Tool, a software used 
for linguistic tagging was used to provide 
the characteristics of the data.  

2. Surveys were conducted via Google forms 
hence replies were automatically tallied in 
terms of frequencies.  

3. Essay scores from the two raters were 
averaged if there is a one-point discrepancy.  

4. Qualitative replies were analyzed and used 
as reference whenever necessary to deepen 
the interpretation of the quantitative data. 

 

 

3 Results and Discussion 

3.1 Lexical Features 
 

Figure 1 presents the characteristics of students’ 
essays in terms of length, text complexity, lexical 
and reference densities. 

Figure 1  
Data Characteristics  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The figure shows that the data is consists of 3,891 

sentences with a total of 97,304 word-tokens. As can 

be seen, the data has the average the word length of 

4.25 letters and the average sentence length of 25 

words. Figure 1 likewise shows that the average 

lexemes per sentence is 10.9, while the entire text 

contains 43.65 per cent of lexemes. In terms of 

reference density, first-person pronouns were 

generally used by the respondents, which is given 

since two of the writings prompts were about the 

students’ reflections and experiences amidst the 

COVID-19 pandemic.  
What is compelling in the findings is the tendency 

of the students to write longer sentences with 

somewhat shorter words. As shown in Figure 1, the 

average sentence length of the data is 25 words and 

the average word length of 4.25 letters. In (1), the 

sentence has 25 words, (2) has 34 and 

(3) contains 50 words. 

 

(1) Hey it’s been months since the pandemic 
started, a pandemic that affect not only the 
people in cities and provinces but also in our 
island. 

 

(2) To: My Family & friends I hope at this time 
You are okay and your health is good and far 
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from disaster especially with the ongoing 
disaster that is spreading all over the world. 

 
me, it is very different from my real life as 
it reflects my personality. 

 

(3)  My personality is not the same as what you  
can see on my social media, because for me 
social media is just a consolation where I 
can share posts even if it is not really about 

 
 

 

Table 1 

Writing Proficiency of the Respondents 

 

 

3.2 Students’ Writing Proficiency 
 

The writing proficiency of the respondents is 
summarized in Table 1. 

 

  Micro-blogging    

  (Posted) Adjectival Rating Traditional Adjectival Rating 

 Sections Mean  (Not posted) Mean  

   Developing Proficiency  Adequate 

 A 3.87  4.06 Proficiency 

   Adequate Proficiency  Adequate 

 B 4.12  4.1 Proficiency 

   Adequate Proficiency  Adequate 

 C 4.29  4.29 Proficiency 

   Adequate Proficiency  Adequate 

 D 4.3  4.20 Proficiency 

   Adequate Proficiency  Adequate 

 Grand Mean 4.05  4.16 Proficiency 

 Legend: 1 = Very Little Proficiency 2 = Little Proficiency 3= Developing Proficiency 

 4= Adequate Proficiency 5 =  Advanced Proficiency 6 = Highly Advanced Proficiency 

 

The table shows that the writing proficiency of the 

respondents both for the microblogging and 

traditional essay writing can be generally 

described as having adequate proficiency. In the 

TOEFL Test of English Scoring Guide (ETS, 

2019), an essay with a rating of 4 is adequately 

organized, addresses the writing topic adequately 

but may slight parts of the task, uses some details 

to support a thesis or illustrate ideas, uses 

adequate but undistinguished or inconsistent 

facility with syntax and usage may contain some 

serious errors that occasionally obscure meaning. 

This means that the writer in this category 

demonstrates minimal competence on both the 

rhetorical and syntactic levels. 

 

3.3 Microblogging versus Traditional 

Writing 
Answers to the question on whether 
microblogging and traditional essay writing 
employed as strategies of the teacher in the 

 

writing classes are presented in Tables 2 
to Table 6. 

 

3.4 On Content 
Content refers to sound information, adequate and 

appropriate details provided by the respondents in 

their essays. Table 2 presents that there is no 

significant difference between microblogging and 

the traditional essay writing in terms of content. 

This finding is expected since the respondents 

whether they micro-blog or submitted their essay to 

their teacher wrote about the same topics. Given that 

the respondents share a similar demographic 

profiles, it is more likely that they also have similar 

concepts and ideas on the topics assigned to them by 

their teacher. 
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Table 2  
Mann-Whitney Tabular Results on Content  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3.5 On Organization 
Respondents are expected to have skillfully 
arranged their ideas in the introduction, body, and 
conclusion parts of their essay. The Mann-
Whitney results on organization shows no 
significant difference between the essays 
produced in microblogging and in 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

traditional essay writing as can be gleaned from 

Table 3. According to Nordquist (2020), 

organization in speech or composition is the 

arrangement of ideas, incidents, evidence, or 
details in a perceptible order in a paragraph, essay 

or speech. In classical rhetoric, organization is 

also known as the elements’ arrangement or 

dispositio (Nordquist, 2020). 
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Table 3  
Mann-Whitney Tabular Results on Organization  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3.6 On Punctuation and Mechanics 
Like content and organization, usage of 

punctuations and mechanics show no significant 

difference between the compositions written 

under the two writing conditions. Two 
interpretations could be deduced from the 

findings. One, the respondents failed to master 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

the rules punctuation usage along with 

capitalizations, indentions, spelling, and 

grammar. Two, some of these errors manifested 

in the compositions are not due to lack of 
knowledge of rules but is simply caused by 

carelessness thus resorted to mistakes but not 

necessarily errors, as echoed in the study of 

Mohammadi and Mustafa (2020). 
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Table 4  
Mann-Whitney Tabular Results on Mechanics  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3.7 On Language Use 
Table 5 shows that there is a significant difference 

on language use in the compositions produced by the 

respondents in microblogging and in traditional 

essay writing. This finding implies that students 

used more precise words and exerted extra effort 

when they post their compositions as compared with 

when they submit their essays directly to their 

teachers. In an interview with one of the 

respondents, she stated that she spent longer time 

writing and revising her work because she is afraid 

that she would be undermined by her classmates if 

they would find errors in her essays when they are 

published online. This finding corroborates with the 

findings of Muslem et al. (2022) highlighting the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

positive effect of blogging on ESL students’ 

writing skills, although it is important to note 

Ozdemir and Aydin’s (2015) observation that 

blogging does not guarantee better writing 

achievement among EFL writers., and writing 

instructors should employ effective approaches 

such as process-based writing to support student 

blogging activities. In addition, an in-depth 

analysis of student corpora is needed in order that 

student vocabulary use is examined, whether they 

demonstrate what Scarcella (2003) called as 

major categories of academic vocabulary (i.e., 

general words used across academic disciplines 

and in everyday situations; academic words that 

are common across different disciplines; and 

technical words found in specific academic 

fields). 
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Table 5  
Mann-Whitney Tabular Results on Language Use  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3.8 On Sentence Structure 
Table 6 shows that there is a highly significant 

difference as regard sentence structure in the 

compositions produced by students in 
microblogging than in traditional essay writing. 

However, while this finding favors blogging over 

traditional essay writing, there is a need to analyze 

student corpora in detail, particularly focusing on 

the syntactic features of student writing, as the 
grammatical features of academic 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

writing tend to be highly specialized (Biber et al., 

2011). In addition, student written outputs in 

blogging and essay writing require analysis in 

terms of specific syntactic features which may 
include embedded phrases (e.g., participial and 

absolute phrases, and apposition embedded 

within sentences), complex phrasal structures 

(e.g., noun and prepositional phrases), and 
hierarchical structure (e.g., phrase and clause 

subordination) (Biber et al, 2011). 
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Table 6  
Mann-Whitney Tabular Results on Sentence Structure  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Among the six areas that were examined in the This study suggests that microblogging may 

data, only the sentence structure is found to have be an effective strategy that could be used in ESL 

a highly significant difference, while language writing classes, as students tend to exert more 

use is found to be significantly different. Other effort to make their compositions better having a 

aspect  such  as  content,  organization,  and wider audience in consideration. This warrants 

mechanics have shown no significant difference further exploration investigating the possible of 

on the two writing strategies employed. impact of audience awareness to the quality of 

4 Conclusion 
student written outputs, which implicates choice 

of  educators  between  traditional  writing 

 pedagogy   or   computer-assisted   language 

The main objective of the study is to examine teaching. 

whether micro-blogging is an effective teaching For  the  study  research  locale,  it  is 

strategy over  the  traditional essay writing. recommended to review the General Education 

Microblogging is when students’  essays are Curriculum and look for  possibility where an 

posted on the  stream section of  the  Google English course  could be  offered. In the  new 

Classroom where all students in the class could curriculum, there is no specific course designed 

read the written outputs. Traditional essay writing for enhancing the writing or the communication 

is when students write essays for their teachers to skills of the students; hence, an intensive English 

read and mark. course is proposed as an intervention program. It 
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is particularly necessary since English 
proficiency is seen as a contributing factor in the 
low performance of university’s graduates in 

various licensure examinations.  
This study only delved on microblogging or 

class blogging but has already shown significant 

impact on students’ writing, albeit on a limited 

scale. It is therefore recommended that teachers 

should further explore this strategy as well as the 

real web blogging as a tool for teaching, where 

students use online platforms to publish their work. 

There are several cases of plagiarism in the study. 

Hence, teachers should be vigilant of this illicit 

activity as this will defeat the purpose of the 

teaching and learning process. The University may 

also review its policy on students’ conduct and 

should not tolerate this kind of practice.  
The emergence of online writing in virtual 

spaces presents opportunities for English 

language learners to practice their writing skills, 

as online learning environments afford them to 

write on-the-go, anytime and anywhere. Such 

trend opens possibilities for language learning 

experiences, and our schools should harness this 

kind of technology and integrate it into our 

writing classes effectively. As blogging is only a 

technological tool, teaching EFL/ESL writing 

should still be informed by time-tested 

pedagogies and approaches, and executed by 

teachers with nuanced understanding of the role 

of technology in the classroom vis-à-vis teaching-

learning processes. 
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Abstract 

This study aimed to analyze the discourse 

organization of politics-centered news 

editorials published from 2021 to 2022 by 

Rappler. Specifically, the paper examined the 

rhetorical moves and steps that characterize 

the discourse structures of thirty (30) online 

news editorials that tackle political issues 

relevant to the 2022 Philippine elections. 

Findings revealed that these online news 

editorials generally followed the two-move 

pattern in constructing the orientation, 

exposition, and summation blocks. Regarding 

the steps employed in the move structures, 

news editorials demonstrated organizational 

tendencies reflective of Ho’s (2004) Model of 

General Paper Essay with minor variations in 

terms of sequencing the steps. Based on these 

findings, the order of the rhetorical moves 

and steps varied from one editorial to another 

as these structural segments were employed. 

The observation of these rhetorical moves 

scrutinized how the writers presented their 

arguments logically to make their claims 

sound, credible, and agreeable to the target 

readers. 

 

Keywords: discourse organization, genre 

analysis, moves and steps, online news 

editorials 

 

1 Introduction 

As an everyday source of information for current 

events and news, newspaper discourse, 

specifically editorials, has received particular 

attention from linguists and any other language 

study enthusiasts (Tarrayo & Duque, 2011). In 

light of the 2022 Philippine elections, it is 

necessary to examine how politics-centered news 

editorials are structured and organized in 

orienting and shaping the readers’ mindset and 

stance on this current and significant affair. 

According to Anker (2005 as cited in 

Tarrayo & Duque, 2011), an editorial writer 

takes position on a controversial issue and gives 

reasons and supporting evidence to convince 

readers to accept the position. The role of 

journalism as a political actor is undeniably 

evident and the extent to which journalists 

arrange and organize content to put forward 

political agenda in news editorials has 

increasingly piqued the interest of scholars in 

terms of genre analysis. Recently, the very nature 

of news consumption has change drastically, 

especially during the height of pandemic. With 

the evident shift, the discourse organization of 

news editorials in the digital space poses an 

interesting subject for genre-based study.  

While there have been existing studies on 

the analysis of news editorials in various contexts 

(e.g. Belmonte, 2007; Tarrayo & Duques, 2011; 

Firmstone, 2019; Syed et al., 2020), to the best of 

the researchers’ knowledge and as evidenced by 

the relevant literature reviewed, none has been 

specifically devoted yet in conducting a genre-

based analysis on online news editorials that 

cover political issues in the local context. The 

present study is intended to fill this research gap. 

This paper, thus, attempted to make contribution 

to existing knowledge by analyzing specifically 

the move and step structures of online news 

editorials that tackle issues on the 2022 

Philippine elections. 

The corpus of the present study involves 

online news editorials published from 2021 to 

2022 in Rappler, a Philippine digital news media 

based in Metro Manila and founded by Filipino 
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journalists. The decision to focus on this online 

news source is the fact that it is the first all-

digital news organization in the country (Ranada, 

2018 as cited in Laterno, Magallanes, & Placio, 

2019), which has become one of the leading and 

frequently-read primary sources of people for 

news consumption. According to Top Websites 

Ranking for News and Media Publishers in the 

Philippines updated in 2022, Rappler ranks third 

in the leading online news brand and first among 

the all-digital news in the list.  

In this regard, the study first attempts to 

examine the rhetorical move structures that 

characterize the three blocks of news editorials 

classified by Ho (2004). Move analysis, as 

elaborated by Swales (1981, 1990 in Maswana et 

al., 2015), is a common example in a specific 

genre-level analysis that examines the 

communicative purposes of structural segments 

in a textual discourse. Upton & Cohen (2009) 

asserts that analysis on moves starts with 

identifying the sequence of move types and 

describing the communicative function that each 

serves in the target genre. With these, the 

researchers adopt the model of Ho (2004) to 

describe the overall discourse structure of the 

political news editorials in relation to the 

sequence of their move types. 

Furthermore, the present study aims to 

explore the different steps employed in the 

blocks of online news editorials. Steps for a 

move refer to the set of rhetorical choices that 

writers use to realize a specific functional 

purpose (Yang & Allison, 2003 as cited in Soler-

Monreal, 2016). The sub-moves making up the 

move patterns can be described in terms of 

interactional roles that correspond to speech acts 

(Ho, 2004). In relevance, the taxonomy of steps 

in every move purported by Ho (2004) serves as 

the framework of this study to determine the 

sequences of embedded steps in the political 

news editorials of Rappler. 

The findings of this study will contribute to 

the contemporary understanding on the 

communicating intentions of online news 

editorials in tackling political issues, specifically 

electoral events, as revealed through its structural 

organization, making it as one of the frequently 

read primary sources of people for news 

consumption. 

2 Review of Related Literature 

2.1 News Editorials on Political Agenda 

News editorials are regarded as a complex 

activity of argumentative writing that takes 

position on controversial issues and convince 

readers to accept the position through laying out 

supporting evidences (Anker, 2005 as cited in 

Tarrayo & Duque, 2011). Particularly, editorials 

are written to influence public opinion, 

encourage critical thinking, and motivate readers 

to act on an issue. The distinctive role of 

editorials is that they serve as the collective 

identity of the editorial board and intend to 

represent the public voice and opinion of the 

governing body of a newspaper (Firmstone, 

2019). 

It is an undisputed fact that media, 

specifically in electronic forms, have provided 

people a forum for political expression. El Baff 

et al. (2020) states that news editorials “argue 

about political issues in order to challenge or 

reinforce the stance of readers with different 

ideologies” (p. 3154). At present, demand for 

more transparency in politics is increasingly 

growing. The active engagement of citizens to 

political topics shows how they form their 

opinions about relevant issues through paying 

opinion to the information supplied by the media. 

2.2 Moves and Steps in News Editorials  

Previous studies have begun to examine how 

information presented in news editorials are 

structured and organized by analyzing the moves 

and steps. Tongsibsong (2012) conducted a genre 

analysis of English editorials regarding hard 

news in broadsheet and tabloid newspapers 

focusing on move analysis using the frameworks 

of move analysis introduced by Swales (1990) 

and Bhatia (1993). Findings revealed that there is 

one common move structure in the broadsheet 

newspaper’s editorials and two common move 

structures in tabloid newspaper editorials. Six 

similar features of the editorials in broadsheet 

and tabloid newspapers were also found. With 

the same intent, the present study intended to 

analyze the moves and steps employed in the 

discourse organization of online news editorials. 

Another study was done by Orosa, Garcia, 

and Santorum (2013) who conducted an in- depth 

content analysis on the features and degrees of 

adaptation of the editorials of five newspapers 

from different European countries to the 

communicative online environment. The 
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traditional and online editorials were compared 

and contrasted according to roles, main 

objectives, structures, text types, use of hypertext 

and multimedia, reader’s participation, and 

updating. The findings revealed that the online 

editorials maintain the traditional content and 

format features of printed editorials, and shows 

little adaptation to the digital platform. Unlike 

Orosa et al.’s (2013) study, this paper focused 

only on examining online news editorials taken 

from Rappler, which mainly publishes digital 

news in the Philippines. 

Tarrayo and Duque (2011) described the 

discourse structure and textual metadiscourse in 

Philippine newspaper editorials. The research 

utilized Ho’s (2004) model of a possible 

discourse structure of a General Paper essay in 

analyzing a total of 24 editorials published in 

2010 by two leading Philippine broadsheets. 

Results of the study indicated that the articles 

followed the two-move pattern in each block. 

Like any other argumentative essays, the 

editorials are structured in a way that the 

orientation block introduces the writer's claim on 

an issue; the exposition block expands the 

discussion of this claim; and the summation 

block provides a summary of the writer's primary 

point and a recommendation or solution. 

In another study conducted by Gapas (2016), 

Ho’s (2004) model of General Paper (GP) essay 

was also adopted as a framework to formally 

investigate the discourse organization of opinion 

articles found in university-level newspapers. 

Findings of the study revealed that the articles 

observed the two-move pattern in the orientation, 

exposition, and summation blocks and employed 

two frequently used specific steps in each block. 

Similarly, the present study also adopts Ho’s 

(2004) framework to investigate the discourse 

organization of political news editorials from 

online news sources. Specifically, the model is 

utilized to examine the specific moves and steps 

that were employed in presenting political issues 

through the editorials. Although the present study 

used Ho’s (2004) model, this paper mainly 

focused on thirty (30) news editorials published 

in Rappler. 

By and large, these empirical studies serve 

their purpose as substantial references to the 

present study. As observed, most of the reviewed 

studies were only focused on the discourse 

structure of printed news editorials and there was 

no study that analyzed online editorial articles in 

the local context. Hence, there is a need to fill the 

research gap through analyzing the discourse 

organization of online news editorials that tackle 

political agenda in light of the 2022 Philippine 

elections. 
 

3 Theoretical Background 

Ho’s (2004) Model of a Possible Discourse 

Structure for a General Paper (GP) Essay serves 

as the framework for the current study. 
 

 

 

 

 

ORIENTATION BLOCK 

EXPOSITION BLOCK 

SUMMATION BLOCK 

MOVE 2: FOCUSING 

MOVE 1: ORIENTATION 

Definition 
General Statement 
Elaboration 
Exemplification 

Elaboration 
Problem (Statement) 
Problem (Question-Raising) 
Justification 
Exemplification 

 MOVE 1: INQUIRY 

Situation 
Specific Statement 
Problem (Statement) 

Problem (Question-Raising) 
Elaboration 
Justification 
Exemplification 

 MOVE 2: RESPONSE 

Evaluation 
Statement (Specific) 
Solution 
Justification 
Exemplification 

 MOVE 1: ROUNDING OFF 

Conclusion 

 
Elaboration 

 
General Statement 

 

MOVE 2: FINAL STANCE 

Metastatement 

 
Evaluation 
Elaboration 

Solution  
 

Figure 1. The model of a general paper 

essay by Ho (2004) 

 

The characterization of the online editorial 

texts as a discourse unit is done by adopting Ho’s 

(2004) Model of a General Paper Essay. Ho 

(2004) described the possible text structure and 

organization patterns that characterize the 

General Paper (GP) essay, in which she proposed 

three blocks in this model, namely the 

Orientation, Exposition, and Summation block. 

Each block is comprised of a two-move pattern 

that consists accordingly of specific steps.  

Based on the literature reviewed, local 

printed opinion articles and newspaper editorials 

have been examined through the framework of 

Ho (2004), which marks the model’s observance 

to the journalistic principles of editorial writing. 

Examining the corpus of the present study using 

this model reveals how the general components 

of the editorial’s macrostructure – orientation, 

exposition, and summation blocks – are 

structured and organized in tackling politics-

centered issues.  
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4 Research Objective and Questions 

This study aimed to conduct a genre-based 

analysis on the discourse organization of politics-

centered news editorials published from 2021 to 

2022 by Rappler, a Philippine-based digital news 

media, through examining the rhetorical moves 

and steps employed in online editorials that 

tackle political issues in light of the 2022 

Philippine elections.  

Specifically, it sought to answer the 

following questions:  

1. What rhetorical moves as proposed by 

Ho (2004) characterize the discourse 

structures of Rappler’s news editorials?; 

and  

2. What specific steps are employed in the 

move structures of the orientation, 

exposition, and summation blocks of the 

online news editorials? 

 

5 Methodology 

This study aimed to conduct a genre-based 

analysis on the discourse organization of politics-

centered news editorials published from 2021 to 

2022 by Rappler, a Philippine-based digital news 

media, through examining the rhetorical moves 

and steps employed in online editorials that 

tackle political issues in light of the 2022 

Philippine elections. Structural interpretation of 

the rhetorical moves and steps from printed and 

online news sources are based on the model of 

Ho (2004).  

The research study employed a qualitative-

quantitative design in analyzing thirty (30) 

editorial news articles published from 2021 to 

2022 by Rappler. The quantitative design of the 

study utilized frequency counts of the moves and 

steps identified by Ho (2004) that were evident 

in the news editorials. As for the qualitative 

design, the research employed rhetorical analysis 

to describe the discourse organization of news 

editorials published in online news sites based on 

the move structures and steps employed.   

     A total of thirty (30) genre samples of news 

editorials were carefully analyzed to examine the 

discourse organization of the editorials. Selection 

of the genre samples for analysis was based on 

the relevance of the issues to the 2022 Philippine 

elections. After the initial steps, the news 

editorials collected were encoded and 

reformatted using word-processing software such 

as Microsoft Word. Each article was first 

analyzed, divided, and classified according to the 

three blocks presented in the model of Ho 

(2004). Afterwards, macro data analyses were 

conducted, where the rhetorical moves and the 

specifics steps used in the political news 

editorials were examined based on the General 

Paper Essay Model of Ho (2004). 

After the discourse blocks, moves, and steps 

were classified based on Ho’s (2004) model, the 

occurrences of the rhetorical moves and steps in 

every block were counted, tallied, and tabulated 

on a frequency table. Whereas the organizational 

moves were counted and tallied based on 

whether they occurred in each block for every 

online news editorial, the steps were counted 

based on their occurrence in every rhetorical 

move. 

To answer the first subproblem, the 

researchers counted the rhetorical moves that 

characterize the discourse structure of online 

news editorials. Results were tallied manually 

and were tabulated for the frequencies and 

percentage of the moves. A rhetorical analysis 

was utilized for further genre-based analysis.     

As for the second subproblem, the news 

editorials were examined by determining the 

steps that were utilized in every move as 

identified by Ho (2004). The researcher tallied 

and tabulated the results to show the frequency 

and percentage of the steps evident in the 

editorial articles.  

After the presentation of each move and step, 

the researchers extracted specific samples from 

these online news editorials to illustrate the most 

prevalent move and step structures in the 

discourse organization of news editorials that 

tackle issues regarding the country’s upcoming 

national elections. 

 

6 Results and Discussion 

This section presents the key results of the study 

with reference to its aims. The sequence of the 

discussion is as follows: (1) the rhetorical moves 

that characterize the discourse structure of online 

news editorials; and (2) specific steps employed 

in the move structures of each block of online 

news editorials.  

6.1 Moves Employed in Rappler’s Online 

News Editorials 

The data in the following table present the 

frequency and percentage distributions of move 
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patterns employed in the political news editorials 

from Rappler news.  
 

Move F % 

Two-move pattern (i.e., 

Orientation block: 

Orientation/Focusing; 

Exposition block: 

Inquiry/Response; 

Summation block: 

Rounding off/Final 

stance 

27 90 

   

Non-two-move pattern 3 10 

   

Total 30 100 

 

        Table 1: Move patterns utilized in online 

news editorials 
 

The findings in Table 1 suggest that the 

organization of online news editorials that tackle 

political issues in the country generally observes 

the two-move pattern in the orientation, 

exposition, and summation blocks classified in 

the study of Ho (2004). This indicates that the 

presentation of political issues in online news 

editorials may be structured in a manner similar 

to typical argumentative essays. Specifically, the 

news editorials were organized as follows: the 

orientation block provides an overview or a 

background of the topic, including the news 

media’s position on the political issue; the 

exposition block elaborates the general claim and 

gives an in-depth discussion of the issue; and the 

summation block synthesizes the ideas presented 

and discussed.  
 

Steps F % 

Orientation 

     Orientation 

     Focusing 

 

Exposition 

     Inquiry 

     Response 

 

Summation 

     Rounding off 

     Final Stance 

 

30 

27 

 

 

30 

28 

 

 

30 

27 

 

17.44 

15.70 

 

 

17.44 

16.27 

 

 

17.44 

15.70 

   

Total 172 100 

 

Table 2: Move structures utilized in online news 

editorials 

The findings in Table 1 suggest that the 

organization of online news editorials that tackle 

political issues in the country generally Table 2 

above shows the rhetorical moves utilized in the 

news editorials from Rappler. Based on these 

findings, it can be inferred that the online articles 

frequently employ the first move in every block. 

Examining each, orientation, inquiry, and 

rounding off moves are consistently utilized in the 

orientation, exposition, summation blocks of all 

thirty (30) online news editorials, respectively.  

First, in the orientation block, the use of 

the “Orientation” move indicates that in 

presenting the political issues in online news 

editorials, writers commonly begin by providing 

the background and context of the topic. This is 

followed by the “Focusing” move where the 

writer focuses on the discussion of a specific 

issue. Second, in the exposition block, the 

consistent use of “Inquiry” move suggests that 

online editorials tackle political issues by directly 

providing specific details that support the main 

argument. This is, then, followed by the 

“Response” move that allows the writer to 

develop a more in-depth discussion of the main 

ideas in the editorials, including their input on 

the issue. Lastly, “Rounding Off” move in the 

summation block is where the writer restates the 

thesis and provides conclusion based on the main 

ideas pointed out in the political issues covered in 

the articles. As for the “Final stance” move, this is 

used as a means of evaluating and further 

elaborating the ideas stated in the orientation 

block. 

6.2 Steps Employed in Rappler’s Online 

News Editorials 

The data in the following table present the 

frequency and percentage distributions of the 

steps utilized in the orientation, exposition, and 

summation blocks of political news editorials 

taken from Rappler news.  
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Orientation Block 
 

Steps F % 

General statement 

Elaboration 

Problem (Statement) 

Problem (Question-

raising) 

Justification 

Exemplification 

Definition 

30 

23 

8 

7 

 

5 

4 

2 

37.97 

29.11 

10.13 

8.86 

 

6.33 

5.06 

2.53 

   

Total 79 100 

 

     Table 3: Steps employed in the orientation 

block of online news editorials 

 

Findings in Table 3 reveal that online 

news editorials use the general statement and 

elaboration steps more frequently than the other 

steps in presenting political issues. The above 

results agree with the findings of Gapas (2016) in 

his study regarding the discourse organization of 

Philippine university newspaper opinion 

columns. Introductions in the editorial articles 

must provide a general background of the 

presented argument to sustain the readers’ 

attention and interest (Tan, 2003). Moreover, as 

emphasized by Brizee & Tardiff (2014 as cited in 

Gapas 2016), general statements consist of thesis 

statements that may contain the claims, points of 

views, interpretations, and cause-and-effect 

statements that the writers aim to convey. The 

use of the elaboration step is also evident in the 

orientation block of the news editorials, in which 

this step provides details, particulars, and any 

other elaborations of the preceding statement 

(Ho, 2004). 

Aside from the aforementioned steps, the 

table also reveals the use of problem- statements 

and problem-questioning steps in online news 

editorials. Ho (2004) posits that these steps 

present aspects of a situation that require a 

response from the readers. It is through the use of 

either statement or explicit question form that the 

steps can be actualized. As writers provide 

general statements, they resort to the use of 

justification step to present reasons in support of 

the stated idea, and exemplification step to 

provide specific examples and concrete data and 

statistics. In addition, the definition step, which 

garnered the least frequency counts, is used in 

online news editorials to give context to an issue 

by explaining the meaning of a concept, 

particularly the unfamiliar terms. 

 

Exposition Block 

 

Steps F % 

Elaboration 

Specific Statement 

Problem (Question-

raising) 

Justification 

Situation 

Exemplification 

Problem (Statement) 

Evaluation 

Solution 

85 

81 

70 

 

58 

31 

26 

22 

21 
14 

20.83 

19.85 

17.16 

 

14.22 

7.60 

6.37 

5.39 
5.15 

3.43 

   

Total 408 100 

       

 Table 4: Steps employed in the exposition block 

of online news editorials 
 

Upon examining the data presented, it can 

be inferred that the total frequency of steps in the 

exposition block of online news editorials has the 

highest number of occurrences compared to the 

other blocks. This can be attributed to the fact that 

sentence lengths in the exposition block vary, 

which involve the multiple uses of moves and 

steps to establish the particular details of the 

political issues and arguments tackled. This 

observation gives a nod to the assertion of Ho 

(2004) that among all the three blocks, exposition 

is the least predictable in terms of its move-step 

structure.  

From these findings, it can be observed 

that elaboration and specific statement are two of 

the most frequently used steps in the online news 

editorials. In tackling political issues, these news 

editorials present specific statements to state a 

particular claim or proposition (Ho, 2004) and 

construct specific arguments in support of the 

main argument (Tan, 2003). These arguments, 

then, are developed and strengthened through the 

use of the elaboration step to provide detailed 

explanations of the preceding statements. 

Moreover, other frequent steps that 

occurred in this block are problem (question-

raising) and justification. After presenting a 

particular argument, the writers pose an explicit 

question to raise a problem and acquire a 

response from the readers. Given that the 

“response” move in this block primarily contains 

the input of the writers on the topic, writers 

justify the arguments presented through 
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providing reasons in support of the given 

statement. They also employ the situation step to 

provide background information by presenting 

facts and circumstances, particularly on the 

discussion of political issues. With the use of 

exemplification step, editorial writers are able to 

illustrate aspects of these propositions and 

assertions through giving concrete data and 

specific examples to compel readers to accept the 

claims. 

 

Summation Block 

 

Steps F % 

Conclusion 24 25 

Elaboration 24 25 

General statement 19 19.79 

Evaluation 15 15.63 

Solution 

Metastatement 

14 
0 

14.58 
0 

 

Total 

 
96 

 

100 

 

Table 5: Steps employed in the 

summation block of online news editorials 

 

Table 5 presents frequency and 

percentage distributions of the steps used in the 

summation block. The summation block utilizes 

the “rounding off” and “final stance” moves. 

Data show that among the summation steps, the 

most frequently used are elaboration and 

conclusion. Contrary to the findings of Gapas 

(2016) where not many writers opted to provide a 

direct conclusion, the genre samples of editorials 

in the present study frequently use conclusion to 

reiterate the ideas in the preceding statements, 

and summarize the main points of the issue.  

Moreover, the general statement in 

online news editorials is utilized to state in broad 

terms the proposition presented in the summation 

block. The use of evaluation and solution steps is 

also evident, where news editorials evaluate the 

circumstances and put forward recommendations 

and proposals as to how the problem could be 

solved. As stated by Tan (2003), closing 

paragraphs must leave a strong impression to the 

readers. This can be achieved by integrating 

evaluations, possible solutions, and judgements. 

With reference to the present findings, this 

assertion is observed in the online news editorials 

that tackle politics-related issues. 

Based on the sequences of steps in the 

online new editorials that tackle political issues 

in the country, it can be noted that some editorial 

articles do not exactly follow the structural order 

of Ho’s model as these steps are employed 

depending on the purposes and intentions that the 

writers hope to convey in the editorials. In a 

similar sense, the order of the rhetorical moves 

also varies from one editorial article to another, 

in which some online news editorials are 

characterized with two-move patterns, while 

others follow a non-two-move pattern.  

By and large, observation of the moves 

and steps give readers a logical framework of the 

editorial writers’ ideas that will allow them to 

weigh carefully the information received. This 

allows news consumers to carefully examine how 

the writers present concrete pieces of evidence 

logically to prove their claim and make their 

arguments sound, credible, and agreeable to the 

target readers. All of these can potentially 

influence people’s future decisions and actions, 

especially that the 2022 election is approaching 

and the readers, who are citizens of this country, 

must be wise in choosing the deserving leaders. 

 

Conclusion 

Based on the findings, these are the conclusions 

of the study: 
 

1. The discourse structures of politics-centered 

news editorials from the online news site, 

Rappler  ̧ generally follow the two-move 

patterns in constructing the orientation, 

exposition, and summation blocks. These 

patterns are only apparent to some extent as 

there are few news editorials that do not 

observe the two-move pattern. Regardless, all 

news editorials consistently employ the first 

moves, namely the orientation, inquiry, and 

rounding off, in every block. These suggest 

that online news editorials tackle political 

issues in a manner that begins with 

establishing the background and context of 

the topic, presenting, then, specific details to 

support the main arguments, and synthesizing 

the ideas and main points raised to ensure 

effective communication of the topics and 

stances to the readers. 

2. With regard to the steps employed in the 

move structures of Rappler’s news editorials, 

the orientation block frequently used the 

general statement and elaboration steps; the 

exposition block revealed the frequent 

occurrences of elaboration and specific 

statement steps, and the summation block 
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frequently utilized the conclusion and 

elaboration steps in synthesizing the main 

ideas presented. These steps demonstrated 

organizational tendencies reflective of Ho’s 

(2004) model with minor variations in terms 

of the sequencing of steps. In other words, it 

can be noted that not all online news 

editorials adhere exactly to the structural 

order of Ho’s model as evident in the varied 

sequences of the steps employed. This implies 

that the organization of rhetorical steps in 

online news editorials depends on the 

objectives and purposes of the writers.  

Recommendations 

Based on the findings and conclusions, the 

following are recommended: 
 

1. Given the limited number of samples on this 

genre-based analysis, future studies with 

larger samples or corpus of online news 

editorials can be undertaken to arrive at more 

conclusive results. 

2. Online news editorials can serve as authentic 

examples of argumentative texts that can be 

used in pedagogy to aid learners in analyzing 

discourse structures, in evaluating facts and 

viewpoints, and in presenting their own 

arguments concerning current news and 

affairs. 

3. Ho’s (2004) Model of General Paper (GP) 

Essay should be introduced not only to 

students, but also to writers in general. The 

moves and steps in the model can be a helpful 

guide to them in constructing and organizing 

written discourses, and maintaining the 

coherence of the ideas presented. 

4. The prevalent rhetorical move and step 

patterns in online news editorials can be 

employed or enhanced by writers in the 

process of writing essays to provide sound 

claims and logical arguments to the target 

readers. 
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Appendices 

Appendix A. News Editorial Articles 
 

Rappler News Editorials from 

https://www.rappler.com/  

 

“2021 is when we act and build, or bust” (January 4, 

2021) 

“Why is the government afraid of community pantry” 

(April 6, 2021)  

“China and Duterte’s roaring defense” (May 10, 

2021) 

“The boxing in the Senate and the circus 2022” (May 

31, 2021)  

“Politics first before brownout, before town” (June 7, 

2021)  

“Duque, Lao, and Duterte’s crackdown” (August 23, 

2021)  

“Get rid of false heroes” (August 30, 2021) 

“The promoters of money heist in the pandemic” 

(September 13, 2021)  

“Pharmally hits the pavement” (September 27, 2021) 

“Justice is coming” (September 20, 2021) “Mr. 

Duterte, that’s fine!” (October 4, 2021) 

“When the Ombudsman weaponizes SALNs against 

the public” (October 25, 2021)  

“The deluge of lies” (November 1, 2021) 

“Criminal or immoral: Accepting money during 

election period” (November 3, 2021)  

“Why the 2022 presidential candidates must have a 

global outlook” (November 4, 2021)  

“Substitution in aid of gangster politics” (November 

15, 2021) 

“This is the era of fake hero” (November 29, 2021) 

“We have one, big democracy project. What to do?” 

(December 13, 2021)  

“Outshining the tyrant” (December 27, 2021) 

“2022, the year to be political” (December 28, 2021) 

“P203-billion debt of  the Marcos family, charge!” 

(March 25, 2022) 

“New Year call to Comelec: Follow in the footsteps of 

35 tabulators” (January 3, 2022) 

 “Do not be infected with Marcos Jr.’s Zoomicron” 

(January 19, 2022) 

 “Evicting justice” (January 24, 2022) 

“Where are you headed?” (February 7, 2022)  

“Is this the last EDSA?” (February 21, 2022) 

“Be smart in voting, oil fuel crisis is here” (March 14, 

2022) 

 “Our democracy is not a family business” (March 28, 

2022)  

“Lorraine Badoy, desecrated truth” (April 4, 2022) 

“Let us reclaim public space” (May 7, 2022)
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Abstract

This paper presents a new human-in-the-
loop text classification framework with no
labeled data incorporating weak supervision
and Bayesian active learning with a seman-
tic clustering constraint. Labeling function
(LF)-based weak supervision is a promising
method to alleviate the huge labeling cost in
supervised learning. However, most previ-
ous studies relied on the impractical assump-
tion of sufficient and well-designed pre-built
LFs, even though they also require a heavy
workload to implement. The proposed frame-
work is the first intended to substantially re-
duce this workload by a human-in-the-loop
approach from scratch. Specifically, it inter-
actively suggests data samples to help humans
implement an LF considering the actual hu-
man workload. Its superiority is achieved by
Bayesian active learning with a semantic clus-
tering constraint for not only enhancing label-
ing utility but also reducing human workload.
The results of the user studies with 16 vol-
unteers demonstrate that the proposed method
can achieve higher performance with fewer
LFs and help humans implement more accu-
rate LFs in a shorter work time than conven-
tional methods.

1 Introduction

Supervised learning assuming the availability of
massive labeled data has been put into practical use,
but this assumption has also been the main obsta-
cle to expanding its use. To overcome this obstacle,
weak supervision (WS) has gained much attention
as a promising method. It is incomplete, inexact,

or inaccurate supervision as an alternative to strong
supervision such as a fully labeled dataset (Zhou,
2017). Specifically, labeling function (LF) is a rep-
resentative approach used in both academia and in-
dustry (Bach et al., 2019; Fries et al., 2019). LF is
a human-defined function based on heuristics, col-
lective knowledge, or implicit rules for indirect la-
beling instead of manual direct labeling. Its main
strengths are its high performance and robustness to
task changes (Ratner et al., 2016; Bach et al., 2017).

Even though LF-based WS alleviates the huge and
redundant labeling cost, it usually depends on suf-
ficient and well-designed pre-built rules and meta-
rules for LFs. When implementing LFs in the wild
from scratch, the difference in the required work-
load and the potential benefits on each LF must
be considered. Thus, there are two issues left to
be solved simultaneously for the practical LF-based
WS framework. First, only high-performance LFs
should be implemented. Second, humans should be
able to implement more accurate LFs with a lighter
workload, that is, in a shorter work time.

The most appropriate and pragmatic approach to
solve both issues is a human-in-the-loop approach.
Especially, active learning (AL) (Settles, 2009) is
a key method to solve the first issue. A few re-
cent studies have attempted to develop an AL-like
framework for WS (Wang et al., 2019; Saisho et al.,
2021). These methods try implementing effective
LFs interactively, but they disregard the workload
for each LF. In addition, their effectiveness has been
verified only in simulation settings under unrealistic
assumptions such as “selecting” the best one among
the “pre-defined” candidates for each loop. From the
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viewpoint of practical WS in the wild from scratch,
the superiority in LF should be determined on the
basis of the work time to design it, the voting cover-
age of the applicable data samples, and the accuracy
of the voting, other than the labeling utility in AL.

The research objective is to reduce the substan-
tial workload of humans while achieving high per-
formance in the practical WS framework in the wild
from scratch. The main contribution of this paper is
the proposal and verification of a practical human-
in-the-loop WS framework by Bayesian AL with a
semantic clustering constraint. In each loop, this
framework suggests data samples that not only have
high utility for labeling but also elicit probable hu-
man knowledge to help humans evoke common la-
beling rules for a new LF with a lighter workload.
Especially, the data samples are suggested on the
basis of utility scores calculated by batchBALD ac-
quisition function under the constraints of the batch
being formed by data samples belonging to an iden-
tical semantic cluster. This constraint is the key to
filling the gap in the practice of a human-in-the-loop
WS. The results of the user studies with 16 volun-
teers verified the high performance of the classifier
trained by using a small number of LFs, the short
work time required to implement LFs, and the high
accuracy of the LFs’ votings. As an adjunct to the
above contribution, this paper also shows an empiri-
cal validation method in human-in-the-loop WS that
uses LFs as a substitute for ground truth, without any
additional workload or implicit label leakage.

2 Related work

Towards the practical LF-based WS, the reduction
of LF implementation cost has gained considerable
attention in the past few years. Some researchers
have proposed fully automated methods by transfer
learning and few-shot learning approaches (Varma
and Ré, 2018; Das et al., 2020). Their insights are
significant, but they have also eliminated positive as-
pects of WS in practical use. They incur the uninter-
pretability because of the dependency on the implicit
domain similarity and the distribution of the few-
shot data (Raghu et al., 2019; Chen et al., 2019).
On the other hand, a human-in-the-loop approach
will work well with LF-based WS because of their
analogous advantages if humans can implement LFs

from their knowledge with light workload. Trans-
parency and fairness are the primary reasons that
human-in-the-loop is attracting attention (Holzinger,
2016; Li, 2017; Lertvittayakumjorn et al., 2020).
Especially, AL is the representative human-in-the-
loop approach toward reducing labeling costs.

Existing methods to combine WS and AL can be
categorized into four types. The first type is “AL
with WS” (Nashaat et al., 2018; Nashaat et al., 2020;
Biegel et al., 2021). This type trains a classifier us-
ing “pre-built” WS and then improves its classifi-
cation performance by direct labeling in AL. The
second type is “WS with AL” (Qian et al., 2020;
Gonsior et al., 2020). This type attaches labels di-
rectly by AL and augments the labeled dataset by
“pre-built” WS. These two types can lighten some-
what humans’ tasks in the conventional AL, but they
cannot change the redundancy of the tasks. The
third type is “AL for automated WS” (Kartchner et
al., 2020; Boecking et al., 2021). This type is an
AL framework that automatically generates WS on
the basis of “pre-built” meta patterns and asks hu-
mans to judge whether to accept them or not. It can
eliminate the redundant labeling cost, but their per-
formance depends on the pre-built resources such
as seed rules and structure information as the au-
tomated WS above. The most significant problem
common to these three types in practice is that they
all still depend on the existence of unrealistic pre-
built resources. Even though they are human-in-
the-loop approaches, preparing such well-designed
meta resources without any support before the loops
is difficult and unrealistic in the wild.

The last type is “AL for WS from scratch” (Wang
et al., 2019; Saisho et al., 2021). This type is an
AL framework that helps humans implement WS by
suggesting a few data samples that have the highest
labeling utility. Only this type is pragmatic in the
wild because it does not require any presupposed re-
sources and humans can implement WS in any for-
mat. It can reduce the number of LFs to be manually
implemented, but this is still not enough for practi-
cal use in the wild. It is not human-friendly because
it does not consider any characteristic of human-
defined LFs. First, each LF requires a very differ-
ent amount of workload to implement. Furthermore,
both the coverage and the accuracy of LFs need to be
enhanced in the case of WS, where there is no oracle
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Figure 1: Overall framework: a few data samples are selected by batchBALD under the clustering constraint and then
a human implements a new LF referring to them in each loop (performed in the order of blue, green and red).

that always attaches correct labels (Dasgupta, 2005;
Ipeirotis et al., 2014). As a result, the superiority
of the existing methods is verified only in simula-
tion settings, i.e. human-in-the-loop without human
settings. Therefore, the proposed framework is the
first practical method of AL for WS from scratch in-
tended to substantially reduce human workload.

In addition, AL itself has faced criticisms for
practical use (Siddhant and Lipton, 2018; Atighe-
hchian et al., 2020). The main concerns are
inaccuracy of estimated uncertainty and implicit
label leakage. To overcome the first concern,
Bayesian AL such as Bayesian AL by Disagreement
(BALD) (Houlsby et al., 2011) has often been used
to estimate the uncertainty more accurately than
the traditional uncertainty-based methods (Yuan et
al., 2019). The proposed framework utilizes batch-
BALD with consistent Monte Carlo dropout (cMC-
dropout) (Kirsch et al., 2019) as an acquisition func-
tion in AL, which is an extension of BALD to se-
lect multiple data samples in a single loop. The
model uncertainty is calculated from the variance
in the output of multiple runs with different dropout
masks (Gal and Ghahramani, 2016) but fixed during
each epoch in cMCdropout. The maximum batch-
BALD score can be calculated by greedy approx-
imation thanks to the submodularity of the mutual
information. Label leakage, the second concern,
means that fully labeled validation datasets are im-
plicitly used for hyperparameter optimization or val-
idation during training, even though they are un-
available in a practical setting. This concern can
also be found in some WS studies. The proposed
framework entirely avoids making any implicit label
leakage by using LFs as a substitute for ground truth
in the validation step.

3 Framework

The proposed framework is a new method of AL for
WS from scratch, so the computer suggests a few
prioritized data samples, and humans implement an
LF in each loop. What is important is how to se-
lect the data samples to help humans design a more
effective and probable LF with a lighter workload.
To ensure the effectiveness, the proposed framework
has a soft attention Bayesian neural network (BNN)
derived from Ren et al. (2020) that both estimates
Bayesian uncertainty via cMCdropout and reduces
label noise of WS by attention mechanisms. In ad-
dition, to reduce the human workload, the proposed
framework has density clustering to aggregate data
samples having common semantic features and adds
a clustering constraint to the acquisition function for
considering the aggregation.

This section describes the proposed framework
by dividing it into six steps in each loop as shown
in Figure 1 1© - 6© for easy understanding. These
six steps are executed in order in each loop. Note
that the second and third step set and the fourth step
can be executed in parallel because there is no de-
pendency on their input data. The proposed frame-
work is designed for cooperation between humans
and computers, so each data sample d in the whole
unlabeled dataset D is assumed to have two repre-
sentation styles: (1) a human-recognizable represen-
tation such as a raw text; and (2) a feature vector
representation by embedding or feature extraction.
Also, let Y and n(·) denote the class label set and
the number of elements in a set, respectively.

The first step is applying LFs. Each LF in the set
of implemented LFs L receives d. The votes for d
by all LFs inL are combined into a voting result vec-
tor v ∈ {−1, 1, 2, . . . ,n(Y)}n(L). If the l-th compo-
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Figure 2: Structure of the soft attention BNN: the posterior probability is calculated with Bayesian uncertainty thanks
to cMCdropout. To denoise the WS, the LF reliability is calculated for each data sample concatenated with the LF
votes and then weighted majority voting is performed using the LF reliability.

nent of v is -1, it means that the l-th LF has abstained
from voting. After the voting, D is divided into a
voted dataset Dl and an unvoted dataset Du depend-
ing on the voting results. If d has received at least
one LF vote for any class, i.e., if not all components
of the corresponding v are−1, d belongs toDl, oth-
erwiseDu. In addition, let Vl be the set consisting of
v corresponding to d belonging to Dl. For the fol-
lowing steps, let E ∈ Rn(Y)×n(L) be the expanded
vote matrix whose (c, l)-th component ecl is 1 if l-th
LF votes for class c, otherwise 0, and b ∈ Rn(L) be
the binarized vote vector whose l-th component is 1
if the l-th LF votes for any class, otherwise 0.

The second step is training and validating soft
attention BNN. Figure 2 shows the BNN struc-
ture. It receives Dl and Vl for training. Let
W={Wc1,Wc2,Wa1,Wa2} denote the set of weight
parameter matrices, {min,mc,ma} denote the cM-
Cdropout masks, and d̃ = d�min, where � is
Hadamard product, i.e., element-wise multiplica-
tion. The classifier estimation p(yc) is calculated by
a two-layer feedforward neural network as

p(yc)=softmax(WT
c2(ReLU(WT

c1d̃)�mc)). (1)

Let ṽ be a concatenation of d̃ and v corresponding
to d. To reduce the label noise of WS, the LF relia-
bility a∈Rn(L) whose l-th component al represents
the reliability of the l-th LF is calculated by the other
two-layer feedforward neural network as

a = softmax(WT
a2(tanh(WT

a1ṽ)�ma)). (2)

Then, the c-th component of attention estimation
p(ya) is calculated by the LF voting results weighted

by each LF reliability as

p(ya=c) =
exp (

∑
l eclal)∑

c′ exp (
∑

l ec′lal)
. (3)

To obtain a pseudo label ŷ, the averaged LF reliabil-
ity ā is calculated through Dl as

ā =
1

n(Dl)

∑

d∈Dl

(b� a). (4)

Then, ŷ is decided by weighted majority voting as

ŷ = argmax
c

∑

l

eclāl. (5)

The training is performed with ŷ as pseudo ground
truth and the loss defined as the weighted sum of
negative log likelihoods (NLL) from (ŷ, p(yc)) and
(ŷ, p(ya)) for co-training the classifier and the WS
denoiser. Let Ŵ denote the optimized weight pa-
rameters through the training. Thanks to the pseudo
labeling technique, validation can be performed with
no label leakage. A part of the unlabeled dataset
is separated as a validation dataset in advance. The
validation is performed with the pseudo ground truth
obtained by the denoised WS as in training.

The third step is estimating posterior probability
of Du on the optimized classifier with Ŵ . The out-
put posterior probability distribution of d∈Du con-
sidering the uncertainty is estimated by repeated es-
timation with a cMCdropout as p(y|d, Ŵ).

The fourth step is extracting semantic clusters by
density clustering. This step also receives Du. Let
Ck ⊂ Du denote the set of data samples belonging to
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the k-th cluster. Note that the maximum number of
k changes depending on the clustering result. This
step enables the following sampling to suggest data
samples with semantic consistency to elicit probable
labeling rules for humans to design LFs with lighter
workload because the data in the identical cluster are
more likely to have common semantic features.

The fifth step is sampling. Let Ds and q(Ds) de-
note a small number of data samples selected from
Du and its acquisition function calculated by batch-
BALD, respectively. Calculation of batchBALD in-
volves using p(y|d, Ŵ) estimated in the third step.
The difference from the original batchBALD is the
clustering constraint added to make the sampling
human-friendly. The batch is formed by only data
samples belonging to an identical semantic cluster
to ensure semantic consistency in the batch. Thus, in
the implementation, batchBALD is applied for each
Ck extracted in the fourth step. The candidate data
samples D̃sk for each Ck are extracted as

D̃sk = argmax
Ds⊂Ck

q(Ds). (6)

Among these candidates, the one with the largest
batchBALD score is selected for the set of data sam-
ples D̃s to suggest for humans as

D̃s = argmax
D̃sk

q(D̃sk). (7)

BatchBALD with a clustering constraint is the key
to reducing the number of LFs and the workload of
LF designing simultaneously. Ratner et al. (2017)
remarks that human defined LF tends to have low
accuracy and large coverage. Trying to prevent it
leads to make the coverage too small. The proposed
framework can optimize the accuracy and the cover-
age by suggesting multiple data samples with com-
mon semantic features.

The last step is implementing a new LF. This is
the only step performed by humans. Humans im-
plement a new LF by referring to D̃s and add it to L.
The D̃s should have both semantic consistency and a
large utility in classification performance when cor-
rectly labeled by the new LF. This process is an
analogy for programming-by-examples in intuition-
based human programming since the entity of LF is
a simple program (Devlin et al., 2017). Thus, hu-
mans can implement an effective and probable LF

Table 1: Major parameter settings
The dimension of each hidden layer 128
learning rate 0.001
# of samples for cMCdropout 100
The maximum epoch for the training 1000
The patience of early stopping 100
The minimum cluster size 5
# of suggested samples in each loop 5

with light workload. Thereafter, the loop consisting
of these six steps is repeated the designated num-
ber of times while updating each variable associated
with the addition of the new LF.

4 Experiment

The object of the user studies with 16 consenting
volunteers in two text classification tasks is to verify
the effectiveness of the proposed method. The tasks
are SMS spam detection (Almeida et al., 2011) and
TREC-6 question classification (Li and Roth, 2002),
which were also used in recent WS studies (Awasthi
et al., 2020). These tasks do not require specialized
domain knowledge except for basic skills in English
reading comprehension and Python programming.
The volunteers were non-native English speaking
software engineers who met the above requirements
and offered from multiple groups. They were likely
to take on the labeling task and understand the task
but did not know about WS. This condition is desir-
able to verify the effectiveness of the method with
many subjects, even though it would be ideal to ver-
ify the method on tasks in which specialized domain
experts work well, such as medical data or finan-
cial data. Note that automatic experiments without
humans do not make sense because the objective of
the proposed method is to enable humans to design
probable LFs with light workload.

4.1 Settings

The number of classes and data samples for training,
validation, and test are 2, 4504, 500, 500 in SMS and
6, 4906, 546, 500 in TREC-6, respectively. Note
that no data include any ground truth labels in either
training or validation. Table 1 shows the major pa-
rameter settings of the framework used in the user
study. Hyper-parameters are not pre-optimized to
the tasks considering the constraints of AL for WS
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from scratch in the wild. It is ideal to search for the
best hyper-parameters with humans, but this is im-
practical in terms of human workload. Thus, it was
also verified whether the hyper-parameters affect the
superiority of the proposed method by recalculation
using the implemented LFs. This setting is promis-
ing because the effectiveness of the implemented
LFs is more important in this experimental design
than the classification performance during the user
study.

The implementation used sentence
BERT (Reimers and Gurevych, 2019) pro-
vided by Hugging Face1 for feature extraction,
RAdam (Liu et al., 2020) for the optimizer, and
HDBSCAN (Campello et al., 2013; McInnes and
Healy, 2017) for the density clustering. The primary
motivation for these choices is that they are robust
to hyper-parameters and tolerant of overfitting in the
state-of-the-art natural language processing (NLP)
setting. Although it is common to use pre-trained
BERT models for NLP tasks, the wider domains
where the proposed method can be applied do not
necessarily enable the use of prior knowledge.
Thus, it was also verified whether the pre-training
affects the superiority of the proposed method
by recalculation using the features extracted by
doc2vec (PV-DM) (Le and Mikolov, 2014), which
is a representative method without pre-training.

To quantitatively verify the effectiveness of the
method, the proposed method (Proposed) was com-
pared to two other methods: batch extended Saisho
et al. (2021) (Active) as the state-of-the-art AL
for WS from scratch method and random sampling
with a clustering constraint (Semantic) for reference.
Note that the comparison with the other three types
in the related work is meaningless because the pre-
built resources used in those types are the very tar-
gets or even more sophisticated ones expected to be
implemented by subjects in the user study. “Seman-
tic” randomly extracts data samples from the ran-
domly extracted identical cluster. Simple random
sampling (without the clustering constraint) should
also be performed for an ablation study. However,
it was excluded from the verification to prevent in-
creasing the burden on subjects unnecessarily in the

1https://huggingface.
co/sentence-transformers/
paraphrase-distilroberta-base-v1

Figure 3: Four filled cells to implement a new LF in each
loop: humans can display the suggested samples and then
implement, verify, and save a new LF.

user study, considering that many existing studies
have already shown AL is superior to random sam-
pling. Similarly, to clarify in advance that the work
time for each subject would fit into the daily work-
ing hours, the number of loops was set to 15, i.e.,
the total number of implemented LFs in each task
is 45. The main evaluation metrics are the macro
F-measure for classification performance, the time
required to implement an LF, the accuracy of an LF
voting, and the coverage of an LF voting.

Subjects were to work on the Jupyter note-
books (Kluyver et al., 2016) provided for each task
as shown in Figure 3. When the first cell is run, the
five data samples suggested by a method are dis-
played, and the time measurement starts. Subjects
then implement an LF in a free format using Snorkel
Python library (Ratner et al., 2017; Ratner et al.,
2019) in the second cell, check its output by run-
ning the third cell, and repeat if they need to modify
it. Finally, the fourth cell is run to send the new LF
to a computer, and the time measurement is termi-
nated. The computer then trains the classifier and
selects the next suggested samples. Then, subjects
can proceed to the next loop.

To evaluate the three methods equally, the user
study devised two procedures. First, the subjects
were told to perform the experiment procedure in the
IMDB sentiment analysis (Maas et al., 2011) before-
hand without performance measurement. This helps
to reduce the effect on the results due to unfamiliar-
ity with WS and the experimental procedure. Sec-
ond, subjects were told to perform all three methods
in parallel in a random order, without knowing the
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Figure 4: F-measures of each loop on each method: Pro-
posed outperformed the other methods in terms of classi-
fication performance in all plots for both tasks.

Table 2: The mean time [sec.] and its relative value re-
quired to implement an LF: Proposed and Semantic out-
performed Active thanks to the clustering constraint.

SMS TREC
Proposed 156± 143 192 ± 125

0.63± 0.23 0.75 ± 0.05
Active 221± 166 258 ± 179

1 1
Semantic 168 ± 137 197 ± 157

0.78 ± 0.28 0.75 ± 0.10

differences between methods. This is also to prevent
unfairness between methods due to mastery of WS
and leakage of knowledge about the dataset, which
may occur if the methods are conducted in series.

4.2 Results
Figure 4 shows the results of classification perfor-
mance. Proposed outperformed the other methods
in all plots in both tasks. These results quantita-
tively indicate that the proposed method enables hu-
mans to implement LFs with high utility. Slightly
surprisingly, Semantic performed so well that its su-
periority to Active was intersected by plots. This
viewpoint needs to be taken together with the per-
formance of each LF, so it will be described in later
paragraphs. In addition, the gray dashed lines show
the results when applying all 73 LFs for SMS and
68 LFs for TREC from a recent WS study (Awasthi
et al., 2020) to the classification model. The per-
formance of Proposed is close to that for SMS and
better than that for TREC. Note that the difference
from the original results mainly comes from using
some labeled data and a different evaluation metric
in the original study. These results also indicate the
effectiveness of the proposed method.

Table 2 shows the mean work times required to
implement an LF. Their relative values on the ba-
sis of the mean of Active for each subject are also

Figure 5: The mean accuracy and coverage of each LF:
Proposed and Semantic outperformed Active in terms of
helping humans to implement probable LFs.

listed since there are large individual differences in
the overall work time, Proposed reduced the work
times by 37% in SMS and 25% in TREC compared
with Active, respectively. These results quantita-
tively indicate that Proposed and Semantic are supe-
rior to Active in suggesting samples that elicit label-
ing rules for designing a new LF with a lighter work-
load. Thus, they show that the clustering constraint
works well to make the framework human-friendly.

Figure 5 shows the mean accuracy and mean cov-
erage of each LF. Accuracy is the rate of votes that
match the ground truth among the data samples in
which LF votes. Coverage is the rate of data sam-
ples in the training dataset that were voted to any
class by a single LF. In terms of coverage, there
was no significant difference between the methods
in SMS, so the superiority of the methods cannot be
determined. On the other hand, there is a large dif-
ference in accuracy between Active and other meth-
ods, i.e., depending on whether the clustering con-
straint is added or not. This explains not only the
reason Proposed is superior to other methods in the
F-measure shown in Figure 4, but also the reason Se-
mantic performs the same as or better than Active.
These results indicate the importance of consider-
ing the accuracy of LF in a true human-in-the-loop
situation in WS and the superiority of the proposed
method to help humans design probable LFs.

For reference, Figure 6 shows the examples of
data samples suggested at the same time by each
method. Although it is difficult to explicitly visu-
alize the difference in labeling utility by data sam-
ples, it should show the difference in the easiness of
implementing a probable LF.

Figure 7 shows the results of hyper-parameter
search by recalculations. The search spaces were
{32, 64, 128, 256} for the dimension of each hid-
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Figure 6: Examples of data samples suggested at the
same time by each method in TREC task

Figure 7: F-measures of each loop on each method with
hyper-parameter search: the superiority of Proposed is
not significantly affected under each condition although
the superiority of a few plots is reversed. (Error bars are
omitted in favour of visibility.)

den layer (dim) and {0.0001, 0.001, 0.01, 0.1} for
the learning rate (lr). When one hyper-parameter
was searched for, the other was fixed to its default.

Lastly, Figure 8 shows the results obtained by
recalculations with feature vectors extracted by
doc2vec (PV-DM). In both recalculations, the over-
all trends do not differ significantly from the exper-
imental results shown in Figure 4 under each con-
dition although the superiority of a few plots is re-
versed and the overall performance changes. Thus,
these results indicate that the superiority of the pro-
posed method does not depend on hyper-parameters
or the pre-trained embedding.

From the results of the user studies, the proposed
method enables humans to implement more accu-
rate LFs that can attach labels with greater utility for
classification performance in a shorter work time.

4.3 Limitations and Future outlooks
In this section, three future outlooks are presented in
accordance with the limitations of this paper. First,

Figure 8: F-measures of each loop on each method with-
out pre-trained embedding: the superiority of Proposed
is not significantly affected although the superiority of a
few plots is slightly reversed.

Figure 9: Unsuitable example suggested by Proposed:
”Titanic” is a common feature among these samples, but
it is not a key in the classification. The samples actually
belong to several classes.

the common features extracted by semantic cluster-
ing may not always be effective for classification
tasks. In a few cases, the semantic clustering con-
straint did not work well and suggested samples un-
suitable for the classification task as shown in Fig-
ure 9. This indicates another support framework is
needed for learning the humans’ viewpoint from the
implemented LFs to make the semantic cluster con-
straint more directly related to LF implementation
support. For example, a supervised attention ap-
proach is discussed also in a recent study (Sen et
al., 2020). Incorporating explainable artificial in-
telligence (XAI) such as SHAP (Lundberg and Lee,
2017) should also be effective in eliciting more ex-
plicit rules for human-friendly support.

Second, errors can be reduced but not eliminated
and will accumulate further. The classification per-
formance was rarely degraded by adding an LF. This
is because negative effects of noisy LFs are much
larger than those of noisy labels in standard labeling.
In AL, some solutions for noisy labels have been de-
vised (Bouguelia et al., 2015; Bouguelia et al., 2018;
Lin et al., 2016). The framework that extends these
methods to noisy LFs should be very practical.

Lastly, some individual human differences in
knowledge and skills cannot be adequately sup-
ported, and the experiment was performed by only
software engineers. It is true that the LF implemen-
tation task depends more on individual skills than
the traditional direct labeling task. Thus, methods
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to help LF implementation without programming
such as Hancock et al. (2018) should be effective
in compensating for people’s lack of skills. Beyond
that, the development of tools to integrate the pro-
posed method with autoML and no-code develop-
ment tools will lead to the democratization of NLP
as well as AI. From another point of view, task dis-
tribution including both LF implementation and di-
rect labeling is also an alternative research direction
when multiple humans perform a single task, espe-
cially as in crowdsourcing. Such frameworks can
provide an environment where anyone can work in
accordance with their skills.

5 Conclusion

This paper proposed a new method of practical ac-
tive learning (AL) for weak supervision (WS) in
the wild from scratch and demonstrated its superi-
ority in helping users to design and implement la-
beling functions (LFs) in terms of classification per-
formance, required work time, and LF accuracy in
user studies with a real interactive system and no la-
bel leakage. Its superiority is achieved by Bayesian
AL with a semantic clustering constraint for enhanc-
ing labeling utility, reducing human workload, and
enhancing the effectiveness of each LF.. For future
work, the model will be verified by other compli-
cated tasks and larger-scale user studies, in addition
to the future outlook.
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2016. Data programming: Creating large training sets,
quickly. In Proc. of NeurIPS, pages 3567–3575.

A. Ratner, S. Bach, H. Ehrenberg, J. Fries, S. Wu, and
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Abstract

Text classification is a typical natural lan-
guage processing or computational linguis-
tics task with various interesting applica-
tions. As the number of users on social
media platforms increases, data acceleration
promotes emerging studies on Social Media
Text Classification (SMTC) or social me-
dia text mining on these valuable resources.
In contrast to English, Vietnamese, one of
the low-resource languages, is still not con-
centrated on and exploited thoroughly. In-
spired by the success of the GLUE, we in-
troduce the Social Media Text Classification
Evaluation (SMTCE) benchmark, as a collec-
tion of datasets and models across a diverse
set of SMTC tasks. With the proposed bench-
mark, we implement and analyze the effec-
tiveness of a variety of multilingual BERT-
based models (mBERT, XLM-R, and Distilm-
BERT) and monolingual BERT-based models
(PhoBERT, viBERT, vELECTRA, and viB-
ERT4news) for tasks in the SMTCE bench-
mark. Monolingual models outperform multi-
lingual models and achieve state-of-the-art re-
sults on all text classification tasks. It pro-
vides an objective assessment of multilingual
and monolingual BERT-based models on the
benchmarks, which will benefit future studies
about BERTology in the Vietnamese language.

1 Introduction

With the rise of social media, researching user
comments may allow us to understand their be-
havior and enhance the quality of cyberspace. So-
cial text classification is one of the current popu-
lar NLP tasks that aim to solve that problem with
an extensive study on comments users left on so-
cial media platforms. There are several differ-
ent current tasks in social media text classification
(SMTC) tasks in several domains, and however, it
is designed to be independent of other inconsistent
data domains.

Motivated by the popularity of the GLUE
(Wang et al., 2018), we present a novel Social
Media Text Classification Evaluation (SMTCE)
benchmark with four social media text classifica-
tion tasks in Vietnamese, including constructive
speech detection (Nguyen et al., 2021), complaint
comment dectection (Nguyen et al., 2022a), emo-
tion recognition (Ho et al., 2020), and hate speech
detection (Luu et al., 2021) tasks.

Natural Language Processing (NLP), a subset of
artificial intelligence techniques, is rapidly evolv-
ing, with numerous notable accomplishments. The
primary goal of assisting computers in understand-
ing human language is the bridge for reducing the
distance between humans and computers. The
current trend in NLP is releasing language mod-
els that have been pre-trained on a considerable
amount of data to perform various tasks. Hence,
we do not need to code from scratch for every task
and annotate millions of texts each time. This is
the premise for transfer learning and applying the
architectures transformers to various downstream
tasks in NLP.

Bidirectional Encoder Representations from
Transformers, known as BERT, have appeared and
played an essential role in the current outstanding
development of computational linguistics. BERT
has become a typical baseline in NLP experi-
ments. Several numerous kinds of research have
been conducted to analyze the performance of
BERTology models (Rogers et al., 2020). Follow-
ing its release, multilingual BERT-based models
emerged, achieving breakthrough performances in
serving several languages. Moreover, monolin-
gual language models are also concentrated, pri-
marily focused on a single language, particularly
a low-resource language like Vietnamese. In this
study, we conduct experiments with multilingual
and monolingual BERT-based language models on
the SMTCE benchmark to see how they perform.

Our main contributions to this research are:
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• We propose SMTCE, the Social Media
Text Classification Evaluation benchmark
for evaluating social media text classification
or social media mining in Vietnamese.

• We implement various BERT-based mod-
els on the SMTCE benchmark. We then
compare and contrast the characteristics and
strengths of monolingual and multilingual
BERT-based language models on computing
Vietnamese text classification tasks.

• After achieving results of monolingual lan-
guage models, which outperform multilin-
gual models, we start to discuss the remain-
ing problems that researchers on social media
text mining have to face.

The remainder of this work is structured as fol-
lows: Section 2 includes related works to which
we refer. Section 3 describes the tasks in the
SMTCE benchmark. Section 4 overviews BERT-
based language models available for Vietnamese
NLP tasks. Section 5 shows the processes for im-
plementing models and their results for each task
in the SMTCE benchmark. Section 6 is the dis-
cussion of the remaining problems in this study.
Section 7, the last section, is our conclusion for
this research and future work.

2 Related Work

The introduction of BERT, Devlin et al. (2019)
led to the explosion of the transformer language
models. BERT has obtained state-of-the-art per-
formances on a variety of NLP tasks upon launch,
including nine GLUE tasks, SQuAD v1.0 and 2.0,
and SWAG.

Shortly after releasing BERT, Devlin et al.
(2019) then published multilingual BERT, which
was capable of over 100 languages. Then, a slew
of BERTology models started to emerge. CON-
NEAU and Lample (2019) released XLM, a cross-
lingual language model achieving promising re-
sults on various NLP tasks. Following the in-
troduction RoBERTa, they introduced a new pre-
trained model, XLM-R (Conneau et al., 2020),
which reached breakthrough results.

Aside from multilingual versions or BERT-
based models, developing NLP in countries
with different languages promotes researchers to
build and improve monolingual models based
on available BERT architectures for their lan-
guages. We have CamemBERT (Martin et al.,

2020) for France, Chinese-BERT (Cui et al.,
2020) for Chinese, or BERT-Japanese (Kikuta,
2019) for Japanese. One of the low-resource
languages, Vietnamese, has monolingual BERT-
based models that have been pre-trained on Viet-
namese datasets, such as: PhoBERT (Nguyen and
Tuan Nguyen, 2020), viBERT (Bui et al., 2020),
vELECTRA (Bui et al., 2020), or viBERT4news1.

In Vietnamese, To et al. (2021a) did research
about investigating monolingual and multilingual
BERT-based models for the Vietnamese summa-
rization task. It is the first attempt to use datasets
from other languages based on multilingual mod-
els to execute various existing pre-trained lan-
guage models on the summarization task.

In this paper, we implement several monolin-
gual and multilingual BERT-based pre-trained lan-
guage models on the proposed SMTCE bench-
mark tasks. Ensuingly, we conduct an overview of
these two types of models in Vietnamese SMTC
tasks.

3 Social Media Text Classification Tasks

Technology is continuously changing, and social
networks allow our users to interact and exchange
information more easily. Because of this ease,
many harmful and malicious comments of anony-
mous users aimed to attack individuals psycholog-
ically. Studies in this field are gaining attraction to
help automatically classify comments as helpful,
constructive, or harmful to block and hide them
promptly. By giving suitable solutions depending
on various situations, we hope to create positive
and friendly cyberspace.

In this study, we propose SMTCE, a new bench-
mark concentrating on four social media text clas-
sification tasks, which covers various domains,
data sizes, and challenges in social media tasks.
Overview of the tasks in the SMTCE is shown
in Table 1 with the statistics and descriptions of
tasks in the SMTCE benchmark, including dataset
name, the number of texts of each set, task target,
inter-annotator agreement (IAA), baseline result,
and data source.

3.1 Emotion Recognition Task

Ho et al. (2020) released a standard Vietnamese
Social Media Emotion Corpus known as UIT-
VSMEC (VSMEC) for solving the task of recog-
nizing the emotion of Vietnamese comments on

1https://github.com/bino282/bert4news
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Table 1: Statistics and descriptions of tasks in the SMTCE benchmark. All datasets used the macro-average F1-
score to measure the performance of machine learning models.

Dataset Train Dev Test Task IAA Baseline Result
(F1-macro %) Data Source

Binary text classification
ViCTSD 7,000 2,000 1,000 Constructive speech detection 0.59 78.59 News comments
ViOCD 4,387 548 549 Complaint comment detection 0.87 92.16 E-commerce feedback

Multi-class text classification
VSMEC 5,548 686 693 Emotion recognition 0.80 59.74 Social network comments
ViHSD 24,048 2,672 6,680 Hate speech detection 0.52 62.69 Social network comments

social media. It is made up of 6,927 sentences
that had been manually annotated with seven emo-
tion labels, including anger, disgust, enjoyment,
fear, sadness, surprise, and other. Figure 1 illus-
trates the number of sentences of each label in the
dataset. As we can see, the highest number of sen-
tences belongs to the label enjoyment with 1,965
sentences, and the lowest is the surprise label with
309 sentences.

Figure 1: The number of sentences of each label in the
VSMEC dataset.

3.2 Constructive Speech Detection Task

The dataset UIT-ViCTSD (ViCTSD: Vietnamese
Constructive and Toxic Speech Detection) Nguyen
et al. (2021) was built for dealing with the task of
detecting constructive and toxic speech. This task
aims to solve two issues: detecting constructive
and toxic speech in Vietnamese social media com-
ments. Each comment is labeled into two differ-
ent tasks: identifying constructive and toxic com-
ments. To define constructiveness, there are two
labels: constructive and non-constructive. Fur-
thermore, there are two labels for classifying toxic
comments: toxic and non-toxic. Figure 2 below
is the statistic of the number of each label in the
dataset.

Figure 2: The statistic of the number of sentences of
each label in the ViCTSD dataset.

The dataset contains 10,000 comments by ten
domains of users crawled from the online dis-
cussion as VnExpress.net. The dataset serves to
identify the constructiveness and toxicity of Viet-
namese social media comments. The authors also
evaluated the first version of this dataset with a
proposed system with 78.59% and 59.40% F1-
score for constructiveness and toxicity detection.

As depicted in Figure 2, we see that the dataset
is very imbalanced in toxic speech detection tasks,
so we only focus on the task of constructiveness
detection in this study.

3.3 Hate Speech Detection Task
Luu et al. (2021) provided a dataset for the task
of hate speech detection on Vietnamese social me-
dia comments named UIT-ViHSD (ViHSD). The
dataset includes 30,000 comments labeled by an-
notators with three labels CLEAN, OFFENSIVE,
and HATE. We describe the proportion of each
label in the dataset in Figure 3. As shown in
this illustration, this dataset is severely unbalanced
(82.71% of CLEAN comments) with a low inter-
annotator agreement of only 0.52, and it required
several techniques in pre-processing data to deal
with this imbalance.
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Table 2: An overview of available BERTology languages model in Vietnamese.

Data size Vocab. size Tokenization Domain

Multilingual
mBERT (case uncased) 16GB 3.3B Subword Book+Wiki
XLM-R (base) 2.5TB 250K Subword Common Crawl
DistilmBERT 16GB 31K Subword Book+Wiki

Monolingual

PhoBERT 20GB 64K Subword News+Wiki
viBERT 10GB 32K Subword News
vELECTRA 60GB 32K Subword News
viBERT4news 20GB 62K Syllable News

Figure 3: The statistic of the number of sentences of
each label in the ViHSD dataset.

Hate speech has been a source of concern for so-
cial media users. The dataset aims to create a tool
for identifying it in online communication interac-
tions, censoring it to protect users from offensive
content, and improving the environment of online
forums.

3.4 Complaint Comment Detection Task
Nguyen et al. (2022a) researched customer com-
plaints on e-commerce sites and released a
novel open-domain dataset named UIT-ViOCD
(ViOCD), a collection of 5,485 human-annotated
comments on four domains. It was then evaluated
using multiple approaches and achieving the best
performance with an F1-score of 92.16% by the
fine-tuned PhoBERT model. We can utilize this
information to classify complaint comments from
users on open-domain social media automatically.
Table 3 below depicts the distribution of each label
in sets.

Table 3: The distribution of each label in the train,
valid, and test sets of the ViOCD dataset.

Complaint Non-complaint
Train set 2,292 2,095
Dev set 283 265
Test set 279 270
Total 2,854 2,630

Even though this dataset contains a small num-
ber of data points, the ratio between labels 0 and

1 is quite balanced. Hence, in this task, we do not
need to use significant techniques to deal with data
imbalance before starting the training session.

4 BERTology Language Models

Transformer-based models are currently the best-
performance models in natural language process-
ing or computational linguistics. The architecture
of the transformer model consists of two parts:
encoder and decoder. It differs from previous
deep learning architectures that it pushes in all of
the input data at once rather than progressively,
thanks to the self-attention (Vaswani et al., 2017)
mechanism. Following the premiere of Devlin
et al. (2019), models based on BERT architectures
are becoming increasingly popular. Challenging
NLP tasks have been effectively solved using these
models.

BERT (Bidirectional Encoder Representations
from Transformers), the same architecture as the
bi-directional recurrent neural network, uses bi-
directional encoder representations instead of tra-
ditional techniques that only learn from left to
right or right to left. A bi-directional architecture
includes two networks, one in which the input is
handled from start to end and another one from
end to start. The outputs of two networks are then
integrated to provide a single representation. As
a result, BERT is better able to understand the re-
lationship between words and provides better per-
formances.

Besides, unlike other context-free word embed-
ding models like word2vec or GloVe, which create
a single word embedding representation for each
word in its vocabulary, BERT needs to consider
each context for a given the word in a phrase. As
a consequence, homonyms in other sentences be-
come different in each context.

In this study, we try to apply various BERT-
based models to Vietnamese datasets for solving
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social media text classification tasks. With multi-
lingual models, we implement multilingual BERT
cased (mBERT cased), multilingual BERT un-
cased (mBERT uncased), XLM-RoBERTa (XLM-
R), and Distil multilingual BERT (DistilmBERT).
We also try the monolingual models, which are
pre-trained in Vietnamese data, such as PhoBERT,
viBERT, vELECTRA, and viBERT4news. Table
2 is an overview of multilingual and monolingual
BERT-based language models available in Viet-
namese. All pre-trained models we used in this
research are downloaded from Hugging Face2.

4.1 Multilingual Language Models

Language models are usually specifically designed
and trained in English, most globally used lan-
guage. Moreover, these models were then deeper
trained and became multilingual to expand and
serve NLP problems to support more languages
globally. In this study, we deploy popular multi-
lingual models as follows.

4.1.1 Multilingual BERT
Devlin et al. (2019) continues to develop and
expand supported languages with multilingual
BERT, including uncased and cased versions, af-
ter the launch of BERT. Multilingual BERT mod-
els, as opposed to their predecessors, are trained in
various languages, including Vietnamese, and use
masked language modeling (MLM). Each model
includes a 12-layer, 768-hidden, 12-heads, and
110M parameters and supports 104 different lan-
guages. There are two multilingual BERT models:
uncased3 and cased4 versions, which are both used
for implementation in this study.

4.1.2 XLM-RoBERTa
XLM-RoBERTa (XLM-R) is a cross-lingual lan-
guage model provided by Conneau et al. (2020)
and trained in 100 different languages, includ-
ing Vietnamese, on 2.5TB Clean CommonCrawl
data5. It offers significant gains in downstream
tasks such as classification, sequence labeling,
and question answering over previously released
multilingual models like mBERT or XLM. Under
XLM, the language of the input ids cannot be cor-
rectly determined by the XLM-R language for the
language of the input id to be understood by lan-

2https://huggingface.co/
3https://huggingface.co/bert-base-multilingual-uncased
4https://huggingface.co/bert-base-multilingual-cased
5https://github.com/facebookresearch/cc_net

guage tensors. We use the XLM-R base6 in this
research.

4.1.3 DistilmBERT

DistilmBERT7, which is published by Sanh et al.
(2020), is a different BERT version, in which
its features improve the original version (faster,
cheaper and lighter). This architecture requires
less than BERT pre-training. In addition, it is more
efficient compared to BERT, as the BERT model
could be reduced by 40 while maintaining 97 of its
language understanding capabilities and 60 more
quickly. Hence, DistilmBERT has been known as
a BERT version of reducing the number of param-
eters.

4.2 Monolingual Language Models

In addition to developing multilingual language
models, researchers in specific languages are in-
terested in monolingual models. Monolingual
models are frequently built using the BERT ar-
chitecture and pre-trained on datasets in a sin-
gle language. Furthermore, because these mod-
els are trained on a large amount of data in a lan-
guage, they frequently achieve great performances
on NLP tasks for the languages themselves. In this
study, we use several existing monolingual models
that have been introduced for solving Vietnamese
tasks.

4.2.1 PhoBERT

Nguyen and Tuan Nguyen (2020) first presented
PhoBERT models, which are pre-trained mod-
els for Vietnamese NLP. They are state-of-the-art
Vietnamese language models. To handle tasks
in Vietnamese, they have trained the first large-
scale monolingual BERT-based with two versions
as base and large with a 20GB word-level Viet-
namese dataset combining two datasets: Viet-
namese Wikipedia8 (1GB) and modified dataset
from a Vietnamese news dataset9 (19GB). The
chosen version we use to implement in this study
is PhoBERT base10.

6https://huggingface.co/xlm-roberta-base
7https://huggingface.co/distilbert-base-multilingual-

cased
8https://vi.wikipedia.org/wiki/
9https://github.com/binhvq/news-corpus

10https://huggingface.co/vinai/phobert-base
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Table 4: The techniques for pre-processing data we employed in experiments.

No. Pre-procesing technique Dataset
VSMEC ViCTSD ViHSD ViOCD

1 Removing numbers ✓ ✓ ✓
2 Removing punctations ✓ ✓ ✓
3 Removing emojis, emoticons ✓ ✓ ✓
4 Converting emojis, emoticons into texts ✓
5 Tokenizing words ✓ ✓ ✓ ✓

4.2.2 viBERT
ViBERT11, a pre-trained language model for Viet-
namese, which is based on BERT architecture and
introduced by Bui et al. (2020). The architecture
of viBERT is similar to that of mBERT, and it has
been pre-trained on large corpora of 10GB of un-
compressed Vietnamese text. Nonetheless, there
is a distinction between this model and mBERT.
They chose to exclude insufficient vocab because
the mBERT vocab still contains languages apart
from Vietnamese.

4.2.3 vELECTRA
ELECTRA, first introduced by Clark et al. (2020),
is a novel pre-training architecture that uses re-
placed token detection (RTD) rather than lan-
guage modeling (LM) or masked language mod-
eling (MLM), as is popular in existing language
models.

Bui et al. (2020) also released vELECTRA,
another pre-trained model for Vietnamese, along
with viBERT. They used a dataset with almost
60GB of words to pre-train vELECTRA12.

4.2.4 viBERT4news
NlpHUST published viBERT4news13, a Viet-
namese version of BERT trained on more than
20 GB of news datasets. ViBERT4news demon-
strated its strength on Vietnamese NLP tasks, in-
cluding sentiment analysis using comments of the
AIViVN dataset, after launch and testing, with an
F1 score of 0.90268 on public leaderboards (while
the winner of the shared-task score is 0.90087).

5 Experiments and Results

In this section, we carry out experiments using
monolingual and multilingual BERT-based mod-
els on Vietnamese benchmark datasets.

11https://huggingface.co/FPTAI/vibert-base-cased
12https://huggingface.co/FPTAI/velectra-base-

discriminator-cased
13https://github.com/bino282/bert4news

5.1 Pre-processing Techniques

We implement our data preprocessing strategies
based on the task as well as the characteristics of
the dataset. Because each dataset is distinct in
terms of vocabulary, origin, and content, we use
different preprocessing approaches appropriate for
each dataset before feeding data into the models.
Table 4 contains a list of techniques that we imple-
ment for each dataset.

We almost remove numbers in all tasks except
the constructive speech detection task because of
Nguyen et al. (2021) recommendation. For the
VSMEC dataset, we do not remove punctuations,
emojis, and emoticons because, in several cases,
users often use them in their comments to express
emotions, which has a great effect on the perfor-
mance of the model in predicting emotion labels.
Therefore, we keep the punctations, and we then
apply the study of Nguyen and Van Nguyen (2020)
in data preprocessing, which is transforming emo-
jis and emoticons into Vietnamese text and then
obtain a higher performance with the F1-score of
64.40% (higher than the baseline of the author of
the dataset 4.66%). Because emojis and emoti-
cons are also essential elements influencing the
emotions expressed in comments, deleting them
causes a harmful effect on the emotion categoriza-
tion task.

There are several preprocessing methods with
different transfer learning-based models as a rec-
ommendation by its authors. For PhoBERT, we
employ VnCoreNLP14 and FAIRSeq15 for prepro-
cessing data and tokenizing words before applying
them to the dataset.

5.2 Experiment Settings

We record and select the most parameters for each
task after multiple experiment and show them in
Table 6. Additionally, we keep the max sequence

14https://github.com/vncorenlp/VnCoreNLP
15https://github.com/pytorch/fairseq
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Table 5: Experimental Results of multilingual versus monolingual models on Vietnamese social media datasets
(macro-averaged F1-score (%)).

Model VSMEC ViCTSD ViOCD ViHSD

Baseline 59.74
(Ho et al., 2020)

78.59
(Nguyen et al., 2021)

92.164
(Nguyen et al., 2022a)

62.69
(Luu et al., 2021)

Multilingual

mBERT (cased) 54.59 80.42 91.61 64.20
mBERT (uncased) 53.14 78.97 92.52 62.76
XLM-R 62.24 80.51 94.35 63.68
DistilmBERT 53.83 81.69 90.50 62.50

Monolingual

PhoBERT 65.44 83.55 94.71 66.07
viBERT 60.68 81.27 94.53 65.06
vELECTRA 61.29 80.24 95.26 65.97
viBERT4news 64.65 84.15 94.72 66.43

length as used in the baseline of each task because
they are optimized settings for it. Other parameters
are remained and not customized.

Table 6: The parameters selected for each task in the
SMTCE benchmark. [1] and [2] represent two parame-
ters batch_size and epochs, respectively.

VSMEC ViOCD ViHSD ViCTSD
[1] [2] [1] [2] [1] [2] [1] [2]

mBERT (cased) 16 4 16 4 16 4 16 4
mBERT (uncased) 16 4 16 4 16 4 16 4
XLM-R 8 4 16 4 16 4 16 2
DistilmBERT 16 4 16 4 16 4 16 4
PhoBERT 8 2 8 2 16 2 16 2
viBERT 16 4 16 4 16 4 16 4
vELECTRA 16 4 16 4 16 4 16 4
viBERT4news 8 2 16 2 16 2 16 2

5.3 Evaluation Metric
In the text classification task, we have different
metrics suitable for specific datasets and prob-
lems. Because most datasets in this study are im-
balanced and according to the choice of dataset
authors, we choose the macro-average F1 score
to evaluate the performances of models on the
datasets.

To compute the macro-average F1 score, we
first calculate the F1 score per class in the dataset
by the formula (1).

F1 score = 2 ∗ Precision * Recall
Precision + Recall

(1)

After achieving the F1 scores of all classes, we
compute the macro-average F1 score by calculat-
ing the average F1 score as shown in formula (2).

Macro F1 score =
sum(F1 scores)

Number of classes
(2)

Because the macro f1 score gives importance
equally to each class, it means the macro f1 algo-

rithm may still produce objective findings on un-
balanced datasets since a majority class will par-
ticipate equally alongside the minority. That is
the reason why almost imbalanced dataset authors
choose the macro-average f1 score as the primary
metric to represent actual model performance de-
spite skewed class sizes.

5.4 Experimental Results

We begin implementation after selecting appropri-
ate parameters for each model corresponding to
each task, and the results obtained by models are
presented in Table 5.

Our experiments outperform the original re-
sults of authors on each task in the majority of
cases. As a result, we obtain the following out-
comes: 65.44% for VSMEC sentiment classifi-
cation task (higher than 5.7%) with PhoBERT
model; 84.15% for ViCTSD identifying con-
structiveness task (higher than 5.56%) by viB-
ERT4news model; 95.26% for ViOCD classify-
ing complaint comments task (higher than 3.1%)
by vELECTRA model; 66.43% for ViHSD hate
speech detection task (higher than 3.74%) by viB-
ERT4news model. The results on the ViOCD set
are significantly higher than on other datasets be-
cause its data samples are processed cleanly, and
the higher inter-annotator agreement during data
labeling is noticeable when building the dataset.

5.5 Result Analysis

After achieving the results, we see that the out-
comes of monolingual models are all greater than
the baseline result of the author for each dataset.
In terms of performance, specific techniques, like
XLM-R with VSMEC; all methods with ViCTSD;
mBERT cased and uncased, and XLM-R with
ViHSD; and mBERT uncased and XLM-R with
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ViOCD, perform just above the baseline.
We also discover that the models that produce

the most remarkable outcomes in this study for all
tasks are monolingual. It demonstrates that mono-
lingual language models outperform multilingual
models when dealing with non-English and low-
resource languages such as Vietnamese.

When we implement techniques on the VSMEC
dataset, the best model is PhoBERT, which has an
F1-score of 65.44%, more significant than the re-
sult of the author of 4.66%. Huynh et al. (2020)
also published a method that gains an F1-score
of 65.79% (higher than ours 0.35%). However,
the approach used in that study is an ensemble
classifier that combines multiple Neural Network
Models such as CNN, LSTM, and mBERT. This
ensemble approach must operate with a majority
voting ensemble before providing the final output,
which is why it takes longer to execute than a sin-
gle model.

6 Discussions on Vietnamese Social
Media Text Mining

6.1 Monolingual versus Multilingual: Which
is the better in Vietnamese social media
text classification on BERTology?

After implementing multiple multilingual and
monolingual BERT-based language models for
each task in the SCTE benchmark, we discovered
that monolingual gets better results in most cases.
Furthermore, the results of all current monolin-
gual models outperform the baseline of the author
of the dataset. Meanwhile, multilingual models
only outperform baseline in a few tasks and mainly
stand out with XLM-R.

Multilingual models do not now provide supe-
rior results because these models, except XLM-
R, are primarily pre-trained on the Vietnamese
Wikipedia corpus. This corpus is limited, with
only 1GB of uncompressed data, and the mate-
rial on Wikipedia is not representative of com-
mon language use. Moreover, unlike in English
or other widely spoken languages, the space in
Vietnamese is solely used to separate syllables,
not words. Meanwhile, multilingual BERT-based
models are now unaware of this. Monolingual
models are pre-trained on larger and higher-quality
Vietnamese datasets, such as viBERT4news on
AIViVN’s comments dataset or PhoBERT on a
20GB word-level Vietnamese corpus (Nguyen and
Tuan Nguyen, 2020). As a result, monolin-

gual language models outperform bilingual lan-
guage models on Vietnamese NLP tasks, partic-
ularly text classification tasks, as demonstrated
by the experiments in this study. Several other
tasks such as Vietnamese Aspect Category Detec-
tion (Van Thin et al., 2021), or Vietnamese ex-
tractive multi-document summarization (To et al.,
2021b) both have outperformance with monolin-
gual BERT-based models.

Nonetheless, monolingual language models do
not outperform the multilingual in all NLP tasks.
More complex tasks like machine reading com-
prehension (Nguyen et al., 2022b) achieve bet-
ter performances on multilingual pre-trained lan-
guage models.

6.2 How do pre-processing techniques help
improve social media text mining?

Pre-proceeding techniques are essential to im-
prove the machine learning models significantly
on social media texts, which were proven in pre-
vious studies. Nguyen and Van Nguyen (2020)
proposed an approach of pre-processing data be-
fore feeding data into the model in the training
stage, which was also implemented in this study to
pre-process the emotion recognition task. In de-
tail, their study is to transform emojis and emoti-
cons, which are elements to determine the whole
feeling of the content but seem to be bypassed in
most normal pre-processing methods, into texts to
add more detail. Their methods are appropriate
pre-processing techniques based on Vietnamese
social media characteristics. In our experiment,
the performance of the PhoBERT model improves
5.28% from 60.16% up to 65.44% by using their
approaches.

Additionally, carefully in the stage of build-
ing the dataset is also an effective way to gain
optimum performances of models. The dataset
ViOCD proves that the author worked well with
strictly annotating and pre-processing data in
building data phases. As a result, most models
obtain excellent performance in identifying com-
plaints on Vietnamese e-commerce websites.

Researchers have recently tended to apply vari-
ous special approaches to optimize model perfor-
mance. One of those methods is lexical normal-
ization (van der Goot et al., 2021). As a char-
acteristic of social media texts, unstructured con-
tent is an actual problem many models face. Most
content on social media platforms is written in
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various formats and up to the users. Therefore,
normalizing all of them into the standard in the
pre-processing phase makes the model deeper un-
derstand the words and then achieve better per-
formance in different natural language processing
tasks.

6.3 How do imbalanced data impact the
social media text mining?

Most datasets in social media text mining are
unbalanced. Processing techniques to improve
machine learning models on imbalanced datasets
have recently attracted much attention from NLP
researchers. As is used in this study, choos-
ing proper metrics to evaluate models is a good
method to obtain an objective view of their per-
formances. Furthermore, if the amount of data
is big enough, researchers can use the resampling
method to solve the imbalance of data. The re-
sampling technique reduces or extends the mi-
nority or majority class to achieve a balanced
dataset. Besides traditional approaches to dealing
with imbalanced data, new methods are developed
to boost the model performance. ARCID (Abdel-
latif et al., 2018) and EDA (Wei and Zou, 2019)
are novel methods that can address the imbalance
problem in most social media datasets. This ap-
proach seeks to extract essential knowledge from
unbalanced datasets by highlighting information
gathered from minor classes without significantly
affecting the classifier prediction performance.

7 Conclusion and Future Work

This paper described a novel evaluation bench-
mark for social text classification named SMTCE
with four tasks emotion recognition, construc-
tive speech detection, hate speech detection, and
complaint comment detection. We implemented
various approaches with BERT-based multilin-
gual versus monolingual language models on Viet-
namese benchmark datasets for each SMTC task in
the SMTCE benchmark. We achieved the state-of-
the-art performances: 65.44%, 84.15%, 66.43%,
and 95.26% for VSMEC, ViCTSD, ViHSD, and
ViOCD datasets respectively.

In future, we hope that this study will serve
as a standard benchmark to develop new models
on Vietnamese social media text classification or
mining. Furthermore, it will motivate a range of
NLP benchmarks for low-resource languages like
Vietnamese.
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Çetinoğlu, Rahmad Mahendra, Talha Çolakoğlu,
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Abstract 
 

Masbatenyo (also called Masbateño or 

Minasbate; ISO 639-3 identifier msb) refers 

to the language spoken in the island 

province of Masbate in Bicol Region, the 

Philippines. This paper is drawn from an 

endogenous ethnographic study conducted 

by the lead author which utilized a 400,000-

word corpora from written, actual spoken, 

and narrative data gathered from 2017-2019 

in the province of Masbate. Specifically, this 

presentation focuses on Masbatenyo’s word 

formation processes, which include the 

following: stem-based affixation (stem-

forming affixes ka-, pag-, taga-/paga-, paN-

, paka-, pakig-), compounding (endocentric, 

exocentric, synthetic, copulative), 

reduplication (nouns, adjectives, verbs, 

other lexical categories), and prefixation 

(uru-, Curu-). Pedagogical implications 

particularly in the teaching of Mother 

Tongue-Based Multilingual Education 

(MTB-MLE) are provided in light of the 

findings of this study.  

 

1 Introduction 
Aimed at contributing to the Philippine 

linguistic ecology particularly in the dearth of 

local literature, this study has been conducted 

to document the Masbatenyo language, which 

is a language spoken in the island province of 

Masbate in the Bicol Region, Philippines. 

Eberhard et al. (2022) classifies Masbatenyo as 

Austronesian, Malayo-Polynesian, Greater 

Central Philippines, Central Philippines, 

Bisayan, Central, Peripheral. It also rates 

Masbatenyo’s language status as 3 (Wider 

communication) based on EGIDS or Expanded 

Graded Intergenerational Disruption Scale, 

which means that it is a language used for wider 

communication at various domains such as 

home, work, and market. Situated at the center 

of the Philippine archipelago and at the 

linguistic crossroads of surrounding islands of 

Bicol, Southern Tagalog, Romblon, Panay, 

Cebu, and Samar-Leyte, Masbate is a melting 

pot of dialects and cultures, making it a 

plurilingual/multilingual province with diverse 

tongues and competing grammatical systems.  

 

2 Method 
This study adopted an endogenous 

ethnographic study (Ginkel, 1994), which is a 

type of ethnography that allows a researcher to 

examine their own culture using an insider lens. 

With this approach, the primary author, as an 

endo-ethnographer who is a Masbatenyo native 

speaker, is put in a privileged position because 

of his a priori intimate knowledge and 

comprehensive view of my own culture and 

society. Following the tenets of ethnographic 

research, this approach requires methods such 

as field work, participant observation, 

interview, and examination of materials, texts, 

or artifacts to obtain data. Recording occurred 

in multiple narrative, text, voice, and video 

formats (DePoy & Gitlin, 2016). This paper has 

adapted theoretical frameworks as described in 

the syntactic typology of Philippine languages 

(Reid & Liao, 2004) and the Philippine 

transitivity and ergativity (Payne, 1982). Other 

frameworks on phonology and 

morphosyntactic principles helped facilitate the 

analysis and understanding of the 

morphosyntax of Masbatenyo, and these 

include morphosyntax (Payne, 1997), clause 

types Dixon and Aikhenvald’s (2000), and 

morphosyntactic studies on Philippine 

languages such as nominals and noun markers 

(Dita, 2007), and clitics (Tanangkingsing, 

2017).  
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3 Findings 
3.1 Masbatenyo Word Formation Processes 

While the authors posit that there is no clear-cut 

classification of word parts into nouns, 

adjectives, and verbs in Masbatenyo, the 

authors subscribe to Nolasco’s (2007) 

observation that the interrelationships among 

roots, affixes, and particles and their use in 

discourse determine their classification. Using 

Nolasco’s (2007) stem-based system analytical 

framework (also called “sapin-sapin 

hypothesis”) he following subsections describe 

how affixes affect the classification of 

Masbatenyo root words into the different word 

classes such as nouns, adjectives, and verbs. 

Compounding and reduplication are also 

discussed. A root or root word is the core of a 

word that is irreducible into more meaningful 

elements (Katamba, 2006). It is the “basic 

element” (Fortes, 2002, p. 17), which can be left 

bare or to which a prefix or a suffix can attach 

(Kemmer, 2018). A morpheme is the smallest 

meaningful unit in the grammar of a language. 

A root contains either a free or a bound 

morpheme. A free morpheme can function 

independently as words (kanam ‘play’, surat 

‘write, letter’), while a bound morpheme 

appears only as part of a word, always in 

conjunction with a root and sometimes with 

other bound morphemes. Meanwhile, a stem is 

where the last affix is added, and it can either 

be in free form with only a root, or it can be in 

bound form with a root and a derivational stem-

forming affix (Nolasco, 2005). 

   Bound morphemes can further be classified as 

derivational or inflectional morphemes. 

Derivational morphemes change the semantic 

meaing or part of speech of the affected word 

when combined with a root, whereas 

inflectional morphemes modify the tense, 

aspect, mood, person, or number of a verb; or 

the number, gender, or case of a noun, 

adjective, or pronoun without affecting the 

word’s meaning or class (Baerman, 2015). 

Affixes are bound morphermes added to the 

root or stem to form a new word. Affixes can be 

attached before a root or stem (prefixes), after a 

root or stem (suffixes), within a root or stem 

(infixes), and before and after a root or stem 

(circumfixes). 

   Examples of derivational affixes are in the 

word pagpaarado ‘plowing a filed’, as used in 

the following example: 

 

 

May   aram=ka                        sa       pagpaarado? 

EXI    IPERF-know=ABS.2s  OBL  IPERF-plow.a.field 

‘Do you know anything about plowing a field?’ 

 

The root arado ‘plow’, a noun, is a free 

morpheme. It becomes a bound morpheme with 

the addition of a causative prefix pa– to derive 

paarado ‘to plow a field’, a verb. The addition 

of the prefix pag– to this derived form paarado 
makes it a stem for the derivation of 

pagpaarado ‘plowing a field’, a verb and a 

noun. The next section discusses stem-based 

affixation. 
 

3.1.1 Stem-based affixation 
Stem-based analysis predicts that a word with 

multiple affixes will have layered structures. 

Nolasco (2008, 2011) proposed a simplified 

stem-based system to analyze voice forms in 

verbs with the same root or stem but with 

different voice affixes in Philippine languages. 

Nolasco posited that the stem-based analysis is 

a neater approach to word-formation and word 

analysis because it shows the formal and 

functional relationship between words with the 

same root. With stem-based analysis, attaching 

simultaneously the different affixes found in a 

word is not needed. Furthermore, the proximity 

or remoteness of meanings of words with the 

same root depends on the similarities of their 

stems (Nolasco, 2008). 

   Following Nolasco’s (2011) stem-based 

analysis, the most productive of stem-forming 

affixes for verbs are ka–, pag–, paN–, paka–, 
and pakig–, which prepare the constructions for 

the attachment of new affixes to form new 

verbs. With this analysis, the root-based affixes 

are simplified into four voice forms: an–, i–, –

on (the reflex of in– affix in Tagalog), and -um- 
~m- (where m– is a replacive affix and is an 

allomorph of -um-). The m– replaces the first 

sound of ka–, pag–, paka–, pakig–, and paN– 

stems which produce the ma–, mag–, mang–, 

maka–, and makig–verbs. Employing this 

analysis, a verb in an intransitive construction 

has the voice affixes -um- ~m,  whereas a verb 

in a transitive construction contains the voice 

affixes –an, i–, and –on. Aside from its 

application in verb formation processes, the 

stem-based analysis can also be applied in the 

analysis of noun and adjective formation. 

   Adopting Nolasco’s (2006, 2008) stem-based 

analysis system, the following sections 

provides examples of applications of the stem-
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forming system of affixation in Masbatenyo to 

form verbs, nouns, and adjectives. 

 

3.1.1.1 Stem-forming affixes 
Stem-based affixation is evident in some 

Philippine languages like those presented by 

Nolasco (2006, 2008) such as Sorsoganon, 

Tagalog, Ilokano, Cebuano, and Agusan 

Manobo. His examples show that these 

languages commonly use the stem-forming 

affixes ka–, pag–, paN–, paka–, and pakig– in 

producing nouns, verbs, and adjectives. The 

following subsections provide examples of 

these stem-forming affixes as employed in the 

present data of Masbatenyo. 
 

3.1.1.1.1 The stem-forming affix ka– 

When the stem-forming affix ka– is attached to 

roots and other affixes, it results in the 

formation of nouns, adjectives, and verbs, as 

shown in the table below. 
 

Table 1 

The Stem-forming Affix ka– 

 Affixes Root Gloss Affixed Gloss 

Noun ka– ayo ‘kaayo’ ka– ayuhan ‘goodness’ 

takin ‘side’ ka– ta(ra)kin ‘neighbor’ 

manghod ‘sibling’ ka– ma(ra)nghod ‘siblings’ 

Adjective -um-~m pawa ‘light, bright’ m– +ka– pawa ‘bright’ 

lisod ‘difficult’ m– +ka– lisod ‘difficult’ 

Verb -um-~m kadumdum ‘to remember’ n– +ka– 

dumduman 

‘remembered’ 

balyo ‘to exchange’ n– +ka– balyuan ‘exchanged’ 
 

As can be seen from Table 1, the stem-forming 

affx ka– may attach to a root to form common 

nouns, as shown in the following sentences: 
 

Sin-o   an       imo           katakin     yana? 

who     DET   GEN.2s    neighbor    now 

‘Who is your neighbor now?’ 

 

The ka– may also be attached to a suffixed root 

to form abstract nouns, as illustrated in (4.4). 

Note that the affix ka– is attached to ayo ‘good’ 

to form kaayo ‘good’, then kaayo is suffixed 

with –an to form kaayuhan ‘goodness.’ 
 

Ginapangamuyo=ko    gayod  pirmi    na   sira   puro la    kaayuhan  

IPERF-pray=ERG.1s   PAR     always  LIG hope pure PAR 

goodness 
an      mag-abot          sa      aton          buhay.  

DET  IPERF-come    OBL  GEN.1pi  life 

‘I always pray that only pure goodness comes to our life.’ 

 

To form an adjective, the affix ka– may also be 

attached to the replacive -um-~m, as shown in 

(4.5). In this example, kapawa ‘bright’ is 

formed by affixing the derivational affix ka– to 

pawa ‘brightness’. Then m– replaces the initial 

k– to form mapawa ‘bright.’ 
 

Kadayaw   siguro     kay   mapawa    an       kalangitan. 

full.moon   perhaps  TL     bright        DET   sky 

‘Perhaps it’s full moon because the sky is bright.’ 

  

Following the same process, the affix ka– may 

also be attached to a root for a verb, as 

exemplified below with the word nabalyuan 

‘exchanged’. The word kabalyo ‘exchange’ 

comes from ka– + balyo ‘exchange’. This in is 

attached to the suffix an– to form kabalyuan 

‘exchange partner’ or ‘something in exchange’. 

Finally n– replaces the initial k– to form 

nabalyuan ‘exchanged.’ 
 

Baga    an       nabalyuan    gad      ini     na      akon        yamit. 

seem    DET   exchanged     PAR    this   LIG    OBL.1s   clothes 
‘It seems like my clothes has been exchanged.’ 

 

3.1.1.1.2 The stem-forming affix pag– 

When the stem-forming affix pag– is attached 

to roots and other affixes, it forms nouns and 

verbs. 

Table 2 

The Stem-forming Affix pag– 
 Affixes Root Gloss Affixed Gloss 

Noun -um-~m tuba ‘coconut wine’ ma(g)nuba+R ‘coconut wine 

maker’ 

Verb -um-~m pangamuyo ‘prayer’ pag– pangamuyo, 

mag– pangamuyo  

‘praying’ 
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Table 2 illustrates that the new words are 

formed when the replacive m– for nouns and the 

replacive m– for verbs are attached to derived 

stems. The process of forming the derived form 

manunuba ‘coconut wine maker’ starts with 

pag– + tuba ‘coconut wine’. Reduplication 

transforms pagtuba into pagtutuba ‘to make 

coconut wine’. The m– replaces the initial p– of 

the stem. 
 

Manunuba                  an       ama=ko. 

coconut.wine.maker    DET    father=GEN.1s 

‘My father is a coconut wine maker.’ 

 

Meanwhile, the stem-based affix pag– forms 

verbs that denote imperfective aspect when 

attached to roots, as shown in the following 

example. 
 

Uupudan=mo                         sinda      pagpangamuyo  sa      

PROS-accompany=ERG.2s  ABS.3s   IPERF-pray        

OBL   

simbahan   niyan? 

church       later 

‘Will you accompany them in praying in the church later?’ 

 

3.1.1.1.3 The stem-forming affix taga–/paga– 

When the stem-based affixes taga– and paga– 

are attached to roots and other affixes, they 

form nouns and verbs. 
 

Table 3 

The Stem-forming Affix taga–/paga– 

 Affixes Root Gloss Affixed Gloss 

Noun taga– Masbate ‘Masbate’ taga–+stem (Masbate) ‘from Masbate’ 

uma ‘farm’ taga–+stem (farm) ‘from the farm’ 

Verb -um-~m siyak ‘to shout naga–siyak+R  ‘is shouting’ 

giok ‘to thresh rice’ naga–giok ‘is threshing rice’ 
 

As can be seen from Table 3, taga– is attached 

to a locative noun root expressing the place of 

origin of a person, which could be a proper 

noun (e.g., taga-Masbate ‘from Masbate’) or a 

common noun (e.g., taga-uma ‘from the farm’). 
Nag-arabot      na      an       mga   taga-Masbate. 

IPERF-arrive  PAR  DET   PLU   from=Masbate 

‘Those who are from Masbate have already arrived.’ 
 

Taga-uma         ako         pero      dili       ako         maaram         

from=Masbate   ABS.1s  CONJ    NEG   ABS.1s   IPERF-know  

 

maghasok      kag       magsanggi          OBL    corn 
IPERF-plant  CONJ   IPERF-harvest    sin       mais. 

‘I’m from the farm but I do not know how to plant and harvest 

corn.’ 

 

Meanwhile, when the replacive n– is used to 

replace the first sound of paga– stem, verbs in 

imperfective aspect are formed, as in nagasiyak 

‘shouting’ from siyak ‘to shout’, nagagiok 

‘threshing rice’ from giok ‘to thresh’, and 

nagakanta ‘singing’ from kanta ‘song, to sing’. 
 

Nano   kay    nagasiyak=ka                 dida? 

why     TL     IPERF-shout=ABS.2s     there 

‘Why are you shouting there?’ 

 

Nagagiok                siya         myintras     nagakanta. 

IPERF-thresh.rice   ABS.3s   CONJ          IPERF-sing 

S/He’s treshing rice while singing. 

 

3.1.1.1.4 The stem-forming affix paN– 

When the stem-forming affix paN– is attached 

to roots and other affixes, it forms nouns and 
verbs.

 

Table 4 

The Stem-forming Affix paN– 

 Affixes Root Gloss Affixed Gloss 

Noun paN– tanom ‘to plant’ paN–(t)anom ‘plant’ 

kita ‘to see, income’ paN–(+g)(k)ita ‘work’ 

Verb paN– baligya ‘to sell’ paN–+(b)(m)aligya ‘to sell’ 

bakal ‘to buy’ paN–+(b)(+m)akal ‘to buy’ 
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There is no change if the roots begins with the 

consonant r. Likewise, there is also no change 

in this affix before words starting with the 

consonants d, n, s and t, although the first letter 

of the root is dropped, as in the noun pananom 

‘plants’ from tanom ‘to plant’.  
 

Nano  an        iyo            mga    pananom   didi? 

what   DET    GEN.2p    PLU    plant           here 

‘What are your plants here?’ 

  

Meanwhile, the prefix paN– changes to pang– 

before k and the k drops, as in kita ‘to see, 

income’ to form the noun pangita ‘work’. 
 

Maayo ini     na     imo        pangita  kay  dako   an      kita. 
good    this   LIG  GEN.2s  work       TL    big    DET   income 

‘It’s good that your work has a big income.’ 

 

Note that nasal assimilation occurs under the 

affix paN– where the letter n transforms to 

either m (i.e., from pan– to pam–) or to ŋ (i.e., 

from pan– to paŋ–) depending on the 

consonants following the affix, as shown in the 

following examples:  
 

Maupod=ka             pagpamakal=ko        sin     mga   panakot  

PROS-go=ABS.2s  IPERF-buy=ERG.1s  OBL   PLU   ingredient 

 
para       sa        aton          mga     rulutuon? 

CONJ    OBL   GEN.1pi   PLU    dish.to.be.cooked 

‘Will you go with me to buy the ingredients for our dishes?’ 

 
Ginpamaligya   na      ninda       an       inda         mga   kadutaan. 

PERF-sell          PAR   ERG.3p   DET   GEN.3p  PLU   land 
‘They already sold their lands.’ 

 

 

3.1.1.1.5 The stem-forming affix paka–

  

When attached to roots and other affixes, the 

stem-forming affix paka– forms nouns and 

verbs, as shown in the table below. 

 

Table 5 

The Stem-forming Affix paka– 

 Affixes Root Gloss Affixed Gloss 

Noun -um-~m sala ‘sin’ m-‘nominal affix’ + 

(paka-+sala) + R  

‘sinner’ 

Verb -um-~m batiag ‘to feel’ m-‘verbal affix’ + (paka-

+batiag) 

‘feel’ 

uli ‘to go 

home’ 

m-‘verbal affix’ + (paka-

+uli) 

‘go home’ 

 

The attachment of the m– ‘nominal affix’ to 

paka–+sala and reduplicating its first syllable 

results in a trait or characteristic exhibited by a 

person (i.e., makasasala ‘sinner’). 
 

Makasasala   an      tanan   na    tawo       sa      kalibutan. 

sinner             DET  all        LIG   person  OBL   earth 

‘All people on earth are sinners.’ 

  

Meanwhile, the attachment of m– ‘verbal affix’ 

to paka–+batiag and attachment to the root 

denotes the imperfective aspect of the verb like 

in makabatiag ‘feel’ from batiag ‘to feel’ and 

makauli ‘go home’ from uli ‘to go home, as 

shown in the following sentences. 

Dili=ka              makabatiag    sin    sakit    kun      

magtumar=ka 

NEG=ABS.2s   IPERF-feel       OBL pain    CONJ   IPERF-
take=ABS.2s 

san      imo          bulong. 

OBL    GEN.2s   medicine 

‘You can’t feel pain if you take your medicine.’ 

 
Makauli               na       kita         kay     tapos  na      man   an    
misa. 

IPERF-go.home  PAR  ABS.1pi  CONJ  done   PAR  PAR  DET 

mass 

‘We can now go home because the mass has already ended.’ 

  

3.1.1.1.6 The stem-forming affix pakig– 

When attached to roots, the stem-forming affix 

pakig– forms verbs. Some examples are 

presented in the table below. 

 

Table 6 

The Stem-forming Affix pakig– 

 Affixes Root Gloss Affixed Gloss 

Verb pakig– bulig ‘help’ pakigbulig ‘to seek help’ 

upod ‘to get 

along’ 

pakig-upod ‘to get along with 

others’ 

amigo/amiga ‘friend’ pakig-
amigo/amiga 

‘to make friends’ 
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Batiag=ko     an     iyo          pakig-usad                              sa 
amon. 

feel=ERG.1s DET GEN.2p  IPERF-to.be.one.with.others 

OBL.1pe 

‘I can feel you’re being one with us.’ 

 

3.1.1.2 Compounding 

Compounding is a word formation process 

based on the combination of lexical elements 

(words or stems). This section adopts De 

Guzman’s (2005) compound types in 

describing compounds in Masbatenyo. These 

include the following: (1) endocentric or 

headed compounds, (2) exocentric or headless 

compounds, (3) synthetic compounds, and (4) 

copulative compounds. The following 

subsections describe Masbatenyo compunds for 

at least three major classes of words, namely, 

N(oun), V(erb), and A(djective. 

 

3.1.1.2.1 Endocentric (headed) compounds 

Between the two words that usually form a 

compound word, one is said to function as the 

head and the other the non-head. Masbatenyo, 

just like Tagalog, is typically left-headed; that 

is, the category of the new compound word is 

typically the same as that of its headword. 

Depending on the category of the head, the 

function of the non-head in relation to its head 

can be determined, and given this relation, the 

meaning of the whole compound can typically 

be drawn. The following table presents some of 

Masbatenyo’s endocentric or headed 

compounds. 

 

 

Table 7 

Masbatenyo’s Endocentric (headed) Compounds 

 Pattern Example Compound Gloss 

Noun N + N]N tubig ‘water’ + uran ‘rain’ tubig-uran ‘rainwater’ 

bunga=n(g) ‘fruit’ + kahoy 

‘tree’ 

bungan kahoy ‘fruit (from 

trees)’ 

A + N]N bag-o=n ‘new’ + tuig ‘year’ bag-on tuig ‘New Year’ 

V + N]N abri ‘open’ + lata ‘can, tin’ abri-lata ‘can opener’ 

Adjective A + N]A isip ‘mind/thought’ + bata 

‘young/child’ 

isip-bata ‘immature’ 

isip ‘mind/thought’ + gurang 

‘old/adult’ 

isip-gurang ‘mature’ 

baho=n ‘smell like’ + isda ‘fish’ bahon isda ‘fishy smelling’ 

rasa=n ‘smell like’ + manok 

‘chicken’ 

rasan manok ‘chicken tasting’ 

tunga=n(g) ‘half’ + gab-i ‘night’ tungan(g) gab-i ‘midnight’ 

wara=n ‘nothing’ + alo ‘shame’ waran alo ‘shameless’ 

sira ‘broken’ + ulo ‘head’ sira-ulo ‘crazy’ 
 

Table 7  provides some examples of 

Masbatenyo endocentric compounds under 

noun and adjective categories. In forming an 
endocentric noun compound, two patterns are 

presented. The first pattern, N+N]N, combines 

two nouns (e.g., tubig ‘water’ + uran ‘rain’ = 

tubig-uran ‘rainwater’), while the second 

pattern, V+N]N, combines verbs and nouns 

(e.g., abri ‘open’ + lata ‘can/tin’ = abri-lata ‘can 

opener), which all produce noun compounds. 

Meanwhile, the combination of adjective and 

noun forms adjective compunds, A+N]A (e.g., 

isip ‘mind/thought’ + bata ‘young/child’ = isip-

bata ‘immature’).  
 

Masalod        kita          sin    tubig-uran  niyan   kay            

IPERF-catch ABS.1pi  OBL  rainwater     later    because    

baga=n         tika-uran                      na. 
seem=DET   IPERF-about.to.rain    PAR 

 

‘Let’s catch some rainwater later because it seems that’s it’s 

about to rain already.’ 

  
Nasira             niya        an      abri-lata      kaya    wara   lugod  

IPERF-break   ERG.3s  DET  can.opener  CONJ   NEG   PAR  

kami                sin          sura     yana. 

ABS.1pe         OBL       viand   now 

‘S/He broke the can opener that’s why we don’t have a viand 
now.’ 

 

3.1.1.2.2 Exocentric (headless) compounds 

Exocentric (headless) compounds have forms 

similar to the endocentric ones. Syntactically, 

most combinations appear to have a head and a 

modifier or a complement, but the functional 

relation between the constituents do not 

necessarily carry over to the semantic 
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interpretation of the whole compound word. 

For example, a N + N form such as balay 

‘house’ + bata ‘child’ does not in any way mean 

‘house of a child’ but rather it is a nominal 

meaning ‘uterus’. In this example, we see that 

the category of the supposed left head does not 

percolate to the compound. However, a closer 

analysis of the individual meanings of the two 

constituents together brings out the semantic 

content of the whole compound. In the previous 

example, literally the meaning is ‘house of a 

child’ which suggests the nominal meaning of 

‘uterus’ for it is a body part that ‘houses a 

child’. This indicates that with exocentric 

compounds, the semantic content transcends 

what the individual meanings of the 

constituents denote (De Guzman, 2005). The 

table below presents some of Masbatenyo’s 

exocentric compounds. 

 

Table 8 

Masbatenyo’s Exocentric (headless) Compounds 

 Pattern Example Compound Gloss 

Noun N + N]N balay ‘house’ + bata ‘child’ balay-bata ‘uterus’ 

A + N]N patay ‘dead’ + gutom ‘hunger’ patay-gutom ‘a vagabond’ 

Adjective A + V]A bag-o=n ‘new’ + salta 

‘get.on.shore/land’ 

bag-on salta ‘ignorant’ (Lit., 

‘newly landed’) 

N + N]A ugali=n ‘character’ + hayop 

‘animal’ 

ugalin-hayop ‘rude, ill-

mannered’ 

isip ‘mind/thought’ + lamok 

‘mosquito’ 

isip-lamok ‘stupid’ 

V + N]A agaw ‘snatch’ + buhay ‘life’ agaw-buhay ‘dying’ (Lit., ‘to 

snatch life’) 
 

Tuna   san    ginbiyaan            siya       san   iya          mga    

since   OBL  PERF-abandon ABS.3s  LIG  GEN.3s  PLU    

ginikanan  baga   na    siya         an       patay-gutom. 

Parent       seem  LIG  ABS.3s   DET   vagabond 

‘Since s/he was abandoned by his/her parents, s/he seems 

like a vagabond.’ 

 

 

 

 

3.1.1.2.3 Synthetic compounds 

Synthetic compounds are those forms in which 

one of the constituents is a deverbal N. One of 

the most common deverbalizing affixes in 

Masbatenyo is pang– which derives V into 

instrumental Ns, thus rendering the derived N 

with the meaning ‘used for V-ing’. Some 

Masbatenyo synthetic compounds are 

presented in the table below. 

 

 

Table 9 

Masbatenyo Synthetic Compounds  

 Pattern Example Compound Gloss 

Noun pang– V]N 

+ N]N 

pang– patay (=pamatay) 

‘used.for.killing’ + kagaw ‘germ’ 

pamatay-kagaw ‘germ-killer’ 

pang– patay (=pamatay) 

‘used.for.killing’ + lamok 

‘mosquito’ 

pamatay-lamok ‘mosquito-

killer’ 

 
Maayo   ini      na      sabon   kay    pamatay-kagaw     ini. 

good      this    LIG    soap     TL     germ-killer              this 

‘This is a good soap because it’s a germ-killer.’ 

 

 

3.1.1.2.4 Copulative compounds  

Copulative compounds are those that are 

formed when two related words of identical 

categories form a compound in which not one 

is head and their joint meanings comprise its 

composite meaning. Some forms of this type 

are allied to exocentric type in terms of the 

unpredictability of their meaning. Some 

Masbatenyo copulative compounds are 

presented in the table below. 
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Table 10 

Masbatenyo Copulative Compounds 

 Pattern Example Compound Gloss 

Noun N + N]N limon ‘kalamansi’ + patis 

‘fish sauce’ 

limon-patis ‘a mixture of kalamansi 

juice and fish sauce’ 

Adjective V + V]A atras ‘backward’ + abanti 

‘forward’ 

atras-abanti ‘indecisive, 

ambivalent’ 

Verb V + V]V sakat ‘go up’ + lusad ‘go 

down’ 

sakat-lusad ‘to move up and down’ 

unlod ‘sink’ + lutaw 

‘appear’ 

unlod-lutaw ‘to appear and 

disappear’ 

guwa ‘go outside’ + sulod 

‘go inside’ 

guwa-sulod ‘to go outside and 

inside’ 
 
Kamakabaradli   gani  sani  na    mga   bata    sin       

 annoying           PAR  this  LIG  PLU  child  ERG    

kakaguwa-sulod. 

IPERF-go.outside.and.inside 

 

These kids are really annoying for going outside and 

inside repeatedly.’ 

 

3.1.1.2.5 Reduplication 

Reduplication is a very distinct characteristic of 

Austronesian languages including the 

Philippine-type languages. Hurch (2005) 

defined reduplication as a morphological 

process in which the root or stem of a word or 

part of it or even the whole word is repeatedly 

exactly or with a slight change. Nevins and 

Vaux (2003) noted that reduplication is found 

in a wide range languages and language groups 

around the world, though its level of linguistic 

productivity varies. It is often used when a 

speaker adopts a tone more “expressive” or 

figurative than ordinary speech and is also 

often, but not exclusively, iconic in meaning. In 

Masbatenyo, reduplication is probably one of 

the most dominant and interesting features. It 

occurs among nouns, verbs, adjectives, 

adverbs, and also numerals. Furthermore, the 

wide range of reduplication signals various 

meanings such as plurality, intensity, 

iterativity, frequency, limitation, inter alia. 

     Some examples of reduplication among 

word classes in Masbatenyo are presented in 

separate tables below. Note that the discussion 

of these word classes are subsumed in their own 

chapters in this dissertation. 

 

3.1.1.2.5.1 Reduplication in Nouns 

Masbatenyo noun reduplication usually 

indicates plurality. The reduplicant shape 

depends on the CV morphological structure of 

the base word. Some examples of the 

reduplicated nouns are presented below. 

 

Table 11  

Reduplication in Nouns 

Base Gloss Reduplicated Gloss 

istakan ‘container’ uru-istakan ‘mini/toy container’ 

ingkudan ‘chair’ uru-ingkudan ‘mini/toy chair’ 
baruto ‘boat’ buru-baruto ‘mini/toy boat’ 

platito ‘saucer’ puru-platito ‘mini/toy saucer’ 

balay ‘house’ balay-balay ‘small house’; 

‘households’ 

ido ‘dog’ ido-ido ‘toy dog’ 
 

3.1.1.2.5.2 Reduplication in Adjectives 

Reduplication in adjectives encodes intensity, 

moderation, and superlativity. Consider the 

following examples. 
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Table 12 

Reduplication in Adjectives 

Base Gloss Reduplicated Gloss 

maputi ‘white’ maputi-puti ‘very white’ 

madulom ‘dark’ madulom-dulom ‘very dark’ 

manamit ‘delicious’ manamit-namit ‘very delicious’ 

maniwang ‘thin’ maniwang-niwang ‘very thin’ 

maarat ‘salty’ maarat-arat ‘somewhat salty’ 

maaslom ‘sour’ maaslom-aslom ‘somewhat’ 

matulin ‘fast’ matulin-tulin ‘very fast’ 

mahinay ‘slow’ mahinay-hinay ‘very slow’ 

3.1.1.2.5.3 Reduplication in Verbs 

Reduplication in verbs signals the number 

of agents, iterativity of the action, and 

frequency of action. The table below 

presents some examples of these verbs. 

 
Table 13 

Reduplication in Verbs 

Base Gloss Reduplicated Gloss 

lakat ‘walk’ naglakat-lakat ‘keeps on walking’ 

inom ‘drink’ nag-inom-inom ‘keeps on drinking’ 

lumpat ‘jump’ Naglumpat-lumpat ‘kept on jumping’ 

tawa ‘laugh’ nagtawa-tawa ‘keeps on laughing’ 

balik ‘move back’ nagbinalik-balik ‘kept on coming back’ 

sayaw ‘dance’ nagsayaw-sayaw ‘keeps on dancing’ 

surat ‘write’ nagsinurat-surat ‘kept on scribbling’ 

hikap ‘touch’ naghikap-hikap ‘keeps on touching’ 
 

3.1.1.2.5.4 Reduplication in Other Lexical 

Categories 

Reduplication in adverbs may also occur in 

Masbatenyo. The process seems to encode 

intensity and emphasis. Consider the following 

examples. 

 

Table 14 

Reduplication in Adverbs 

Base Gloss Reduplicated Gloss 

adlaw ‘day’ adlaw-adlaw ‘every day’ 

bulan ‘month’ bulan-bulan every month’ 

dali  ‘immediate’, ‘hurry’ dali-dali ‘immediately’, 

‘hurriedly’, 

‘haphazardly’ 

ungod ‘diligent’ ungud-ungod ‘diligently’ 

sutoy ‘continuous’ sutoy-sutoy ‘non-stop’ 
 

Numerals also exhibit reduplication, which 

primarily encodes ordinal or sequential and 

limitative meaning. The examples below 

illustrate this. 

 

Table 15 

Reduplication in Numerals 

Base Gloss Reduplicated Gloss 

isad/usad ‘one’ isad-isad/  

usad-usad 

‘one by one’, 

‘individually’ 
duha/duwa ‘two’ duha-duha/ 

duwa-duwa 

‘by pairs’ 
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tulo ‘three’ tulu-tulo ‘by threes’ 

upat ‘four’ (tag-)upat-upat ‘four each’  

pito ‘seven’ (tag-)pitu-pito ‘seven each’ 

 

4 Conclusion 
This paper discussed some important features 

of Masbatenyo morphology. These include the 

word formation processes including affixation, 

compounding and reduplication process that 

happens in some Masbatenyo lexical categories 

such as nouns, adjectives, verbs, and other 

lexical categories such as adverbs and 

numerals. The findings offered may be used to 

provide richer characterization of the language, 

and as a reference in the preparation of 

instructional materials for the mother tongue-

based multilingual education (MTBMLE), and 

for the creation of Masbatenyo orthography. As 

the discussion presented here is not exhaustive, 

future research may further explore the 

complex affix system of Masbatenyo across its 

dialects, particularly the semantic roles that are 

cross-referenced by the affixes. 
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Abstract

One of the most important factors that sig-
nificantly affects the quality of sequence la-
beling models is the selection and encod-
ing of input features. The complexity and
morphological richness of Arabic language
is the main reason why most existing Ara-
bic Named Entity Recognition (NER) systems
rely heavily on hand-crafted feature engineer-
ing. To overcome such a limitation, we pro-
pose a novel neural network architecture to
tackle the Arabic NER task. The proposed ap-
proach takes advantage of the recent success
of deep neural networks in various Natural
Language Processing (NLP) applications. We
use a variant deep neural network architecture
combined with a combinatorial feature em-
bedding based on Convolutional Neural Net-
work (CNN), Long Short-Term Memory net-
works(LSTM) and BERT to generate rich se-
mantic and syntactic word representation vec-
tors. Without using any external knowledge
or hand-crafted feature engineering, the pro-
posed models outperform the state-of-the-art
systems on the ANERCorp dataset by yield-
ing an F1-score of 93.34% and 93.68 % using
bidirectional LSTM-CRF (BLC) and bidirec-
tional GRU-CRF (BGC) architectures, respec-
tively.

1 Introduction

Named Entity Recognition (NER) is defined as an
information extraction task which aims to identify,
extract and automatically categorize named entities
into a set of predefined categories such as persons,
organizations, locations, etc (Nadeau and Sekine,

2007). It is also considered as a mandatory pre-
processing module in many wider NLP applications,
such as information retrieval, speech recognition,
syntactic parsing, machine translation, text classifi-
cation, question answering, entity coreference reso-
lution and entity linking and disambiguation.
There is a fair amount of literature on NER research
in English, Chinese and other widely spoken lan-
guages. The massive growth of Arabic content on
the web has led to increased demand for develop-
ing accurate and robust Arabic NLP tools. In recent
years, Arabic NER has become a challenging task
and has received increasing attention from current
researchers due to its characteristics and peculiari-
ties (Farghaly and Shaalan, 2009), and given the lim-
ited availability of annotated datasets (Zirikly and
Diab, 2015).
Researchers interested in Arabic NER have mainly
pursued three approaches: rule-based (Mesfar,
2007; Zaghouani, 2012), machine learning-based
(Benajiba and Rosso, 2008) and hybrid methods
(Abdallah et al., 2012; Oudah and Shaalan, 2017).
All these three methods suffer from the same prob-
lem, as it requires a lot of language-specific knowl-
edge and feature engineering to obtain useful results.
This is even more highlighted by the deficiency of
linguistic resources and the complex morphology
and syntax of the language.
Recently, the deep learning paradigm (Mishra and
Gupta, 2017) has emerged and led to impressive ad-
vances in fields such as speech processing (Oord et
al., 2016) and image recognition (Hu et al., 2018).
For NLP, the application of deep learning has proven
to be very effective as it yields the state-of-the-art in
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various common NLP tasks such as sequence label-
ing (Ma and Hovy, 2016) and named entity recog-
nition (Affi and Latiri, 2021) for the English lan-
guage. Unlike traditional methods, deep learning
is an end-to-end model that does not rely on data
pre-processing, manual feature extraction or large
amounts of task-specific resources, and it can be ap-
plicable to different languages and domains. This
makes it an attractive solution for complex and low
resource languages like Arabic.
Motivated by the success of deep learning in many
NLP tasks, we propose a novel Arabic NER ap-
proach based on deep neural networks. The pro-
posed model takes benefits from CNN and LSTM
to induce character-level representations of words.
These representations are fed in conjunction with
BERT word embeddings to a deep learning model
for further sequence modeling. Two RNN models
are investigated in this work: the Bi-LSTM and Bi-
GRU models. Finally, we use a Conditional random
fields (CRF) layer to get the probability distribution
over the tags.
The main contributions of the proposed Arabic NER
model are summarized as follows:

• We propose a novel neural network architecture
based on variant deep neural network architec-
tures combined with word embeddings based
on the CNN, LSTM and BERT to tackle the
Arabic NER task.

• We study the impact of the combinatorial fea-
ture embedding based on the CNN, Bi-LSTM
and BERT on Arabic NER.

• We investigate the use of two types of
character-level representations to slove the
Arabic NER task. We also show that using pre-
trained word embeddings enhances the system
performance.

• We give an empirical evaluation of this system
on the ANERCorp dataset.

• We evaluate our model against different base-
lines to demonstrate the empirical strength of
our work.

The remainder of this paper is structured as fol-
lows. In the next section, we review the related work

briefly. Section 3 presents the proposed model ar-
chitecture in detail. Section 4 describes the training
mechanism. Section 5 presents the experimental re-
sults and discussions. Finally, we conclude and dis-
cuss possible improvements for future work in sec-
tion 6.

2 Related work

Recent NER research studies have used deep learn-
ing, which proves its powerful ability for feature ab-
straction. As far as Arabic NER is concerned, some
consideration has been specified to neural models.
(Mohammed and Omar, 2012) proposed one of the
first artificial neural network for Arabic NER. The
authors introduced a simple feed forward ANN to
tackle the task. The suggested model consists of
three steps: data pre-processing, transforming Ara-
bic letters to Roman letters, after that the collected
data is categorised using a neural network. This ap-
proach was tested on the ANERCorp dataset. The
obtained results showed that the proposed method
gave better performance than the decision trees, and
the model accuracy improved with the size of the
data. A tagging model for Arabic NER was pro-
posed by (Awad et al., 2018). To solve the out-of-
vocabulary (OOV) problem, a CNN character-based
embedding layer was concatenated with Word2Vec
word embeddings to initialize the word represen-
tations. Then, the vector representations were fed
to a Bi-LSTM-CRF architecture. The system was
evaluated on the ANERCorp and AQMAR datasets.
Many hyper-parameter setting were checked, and
the model achieved an F1-score of 75.68% . Re-
cently, the attention mechanism has demonstrated
its effectiveness in different NLP applications such
as machine translation. It can handle long input se-
quences and learn to focus only on the most impor-
tant words. In (Ali et al., 2018), the authors added
a self-attention layer to enhance their Arabic NER
model. The proposed model learnt to give low or
high attention to words based on their context in the
input sentence. Also, the writers in (Ali et al., 2019)
introduced a multi-attention based model for Ara-
bic NER. This proposed system showed the impact
of using word-level embeddings and character-level
representations followed by a Bi-LSTM and self-
attention layers. Tested on the ANERCorp dataset,
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it achieved an F1-score of 91.31% .
A recent work (Al-Smadi et al., 2020) examined
the impact of transfer learning on a Pooled-GRU
architecure for Arabic NER. Their model outper-
formed the Bi-LSTM-CRF model suggested by
(Sa’a et al., 2018).

3 Proposed neural network architecture

In this section, we describe the architecture of our
neural network model based on BERT word em-
beddings and CNN and LSTM-based character level
vectors for the Arabic NER task. The proposed sys-
tem comprises three main layers, namely an word
embedding layer, a context layer, and a tag decoder
layer.
Definition: Assuming an input sentence S coming
from a series of tokens of size ∥ V ∥ with a sequence
of labels Y = (y1, ..., yn), its word-level input is de-
fined as X = (x1, ..., xn), where xi is the ith token
in a series of words of size ∥ n∥ , and n is the num-
ber of the tokens in the input sentence. With a neural
sequence labeling system, the objective is to find the
adequate entity labels for all tokens in X , and then
assign a sequence of annotations ỹ ∈ Y to it, where
Y is the list of all possible tag categories. The high-
est probable symbol sequence ỹ is outputted by max-
imizing the sequence posterior probability of an op-
timal resulting sequence ỹ = (ỹ1, ỹ2, ..., ỹn), which
closely matches the gold annotations sequence y =
(y1, y2, ..., yn) that indicates the right label for each
given token.
As shown in Figure 1, our proposed model is com-
posed of three main blocks which are explained be-
low.

3.1 Embedding layer

The representation layer is designed to provide the
main features that will be used as a key component
for our NER system. The quality of features has a
significant impact on the model performance. Tra-
ditionally, features are hand-crafted keeping some
interesting rules that may not be relevant to other
areas. Thus, many state-of-the-art NLP approaches
tend to use various deep neural networks archi-
tecture for outputting distributed word representa-
tions in order to catch both syntactic and seman-
tic patterns of words. In distributed embeddings,
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Figure 1: Main model architecture

the model is generalizable because each word refers
to dense low-dimensional real-valued vectors in the
space, so that tokens with approximated semantic
and syntactic properties will have similar vector rep-
resentations. However, learning high-quality word
vectors can be challenging. Ideally, they should rep-
resent successfully both complex characteristics of
word uses and how these uses change according to
their linguistic context. Hence, word embeddings
have attracted a lot of consideration from many re-
searchers (Mikolov et al., 2013; Lai et al., 2016).
Over the last years, different tools, such as word2vec
(Mikolov et al., 2013) and GloVe (Pennington et
al., 2014) have been widely used in the NLP field.
In order to reach high-quality of word embeddings,
researchers have recently introduced different tech-
niques to generate various embeddings for the same
word depending on its context (Devlin et al., 2018;
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Peters et al., 2018).
However, using a word embedding alone as the
smallest feature representation unit may result in
some loss of important information. For morpho-
logically rich languages, such as Arabic, we need to
catch all morphological and orthographic patterns.
As the word embedding encodes semantic and syn-
tactic word relationships, character-level representa-
tions model important morphological and shape in-
formation. Inspired by this integration, we acquire
the word representations from BERT word embed-
dings and two different character-level representa-
tions extracted from a CNN and LSTM.

3.1.1 Word embedding layer

In distributed embeddings, words refer to a vec-
tor in a continuous space to capture syntactic and
semantic relations among them. In this work, we
use BERT (Devlin et al., 2018) as distributed word
embeddings. BERT was published by researchers at
Google AI Language in late 2018. Its full name is
Bidirectional Encoder Representations from Trans-
formers. It represents a language model represen-
tation based on self-attention blocks. The main in-
novation of this model is the pre-training approach,
which determines word and sentence-level repre-
sentations based on masked-language modeling and
next sentence prediction training. BERT is pre-
trained in various languages using existing unla-
beled data. The pre-trained deep bidirectional model
with one output layer has become a state-of-the-art
in many NLP applications such as multi-genre nat-
ural language inference, named entity recognition
and question answering. The idea is to have a com-
mon architecture adequate for many NLP applica-
tions and a pre-trained model that decreases the need
for labeled data and boost the performance for dif-
ferent downstream NLP tasks.
To obtain the pre-trained contextual word embed-
ding for Arabic from BERT model, we make use
of a publicly available pre-trained resource for re-
search purposes: AraBERT1 (Antoun et al., 2020),
with a dimension of 768 and trained on 70M sen-
tences with 3B words of Arabic text. AraBERT uses
the same Google’s BERT architechture and BERT-

1https://huggingface.co/aubmindlab/
bert-base-arabertv01

Base2 configuration with 768 hidden layers, 12 lay-
ers of transformer encoders and 12 attention heads.
For each token, a contextual word embedding is gen-
erated by averaging the corresponding word, sub-
word and position embeddings in the last four lay-
ers.

3.1.2 Character embedding layer
In addition to word embeddings, character-level

embeddings are also used to represent input words.
It is used to handle OOV words that are not present
in the trained word vectors. Especially for the
Arabic language which is rich in morphology
and syntax, character-level embeddings help to
efficiently extract morphological patterns of each
token. We use two different neural networks, the
CNN and LSTM, to extract the character-level
patterns.

Character-level CNN model
Among deep learning techniques, the CNN is a
well-known architecture that is widely used to
capture local information. CNNs, which were origi-
nally used for image processing (Krizhevsky et al.,
2012), are now also used to capture character-level
information for various NLP tasks. The authors in
(Labeau et al., 2015) and (Santos and Guimaraes,
2015) successfully studied the use of CNNs to
model character-level features in POS-tagging and
NER tasks, respectively. The writer in (Collobert et
al., 2011) also used CNNs to improve the semantic
role labeling task. The authors in (Kim et al., 2016)
proposed an interesting CharCNN model, which is
a character-aware neural language model that learns
character-based word representations using CNNs.
In this approach, we also investigate the use of the
CNN architecture to represent each character in
the input token by a character vector. First, each
token is mapped to a suitable representation using
its character embeddings. This character embedding
vectors are then passed through a convolutional
layer using multiple filters to detect various features.
Formally, for an input token W with T characters
{ w1, w2, ..., wT } , matrix Ω ∈ Rdch∗T is learned to
map the token into character embeddings, where dch
is the dimension of the character representations.

2More details about the transformer architecture can be
found in (Vaswani et al., 2017)
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The convolution layer has as input the sequence of
character embeddings { ω1, ω2, ..., ωT } . Then, a
convolution operation is used between Ω and filter
H ∈ Rdch∗w of width h. After that, we add a bias
and apply the tanh function to add non-linearity to
acquire the feature map f ∈ RT :

fi = tanh(< Ωi:i+h−1, H > +b) (1)

where< Ωi:i+h−1, H > denotes the Frobenius inner
product and b represents the bias term.
Finally , a max-pooling operation (Eq 2) is applied
to learn a single feature for all feature maps.

QW
H = maxifi (2)

where Qw
H represents the character-level embedding

of a token W produced by filter H to capture the
local information.

Character-level LSTM model
LSTM models are also used to extract character-
level patterns. LSTM is a well-recognized scheme
of learning long-term dependencies. The typical
LSTM unit employs a memory cell controlled by a
forget gate that determines which previous memory
should be scaled into the next time-step. Similarly,
the new input to memory cells is passed through an
input gate.
Formally, the implementation of the LSTM memory
unit is described as follows:

ft = σ(Wf .[xt, ht−1] + bf ) (3)

it = σ(Wi.[xt, ht−1] + bi) (4)

c̃t = tanh(Wc.[xt, ht−1] + bc) (5)

ct = ft ⊙ ct−1 + it ⊙ c̃t (6)

ot = σ(Wo.[xt, ht−1] + bo) (7)

ht = ot ⊙ tanh(Ct) (8)

where σ is the logistic sigmoid function, ⊙ repre-
sents the element-wise multiplication, f , i, o and
c are respectively the forget gate, the input gate,
the output gate and the cell vector, xt represents
the input vector at the tth time-step, ht is the
hidden layer state vector that saves all the important
information at the tth time-increment, Wf , Wi, Wc

and Wo denote the weight matrices of the various
gates, and bf , bi, bc and bo represent the bias vector.

3.2 Context encoder layer: Bi-LSTM/Bi-GRU

The context layer aims to get the local dependencies
using neighboring words for every word. The local
context is crucial for effectively predicting labels,
since there could exist strong relationships among
neighboring tokens in a sentence. Therefore, it is
important to model the local context information for
each word. In the NER task, it is common to use the
RNN as a context encoder model. It treats the input
sequence in order, where shuffling or reversing the
time-steps influences the extracted representations
from the input sequence. The longer the input se-
quence, the less precise the RNN becomes because
it is difficult for the network to remember the output
of the time steps far away from the previous (Goyal
et al., 2018). This issue is named the vanishing gra-
dient problem. LSTM and GRU are variations of the
RNN that help in dealing with the vanishing gradi-
ent issue and can learn long dependency input. In
the NER task, both previous and future information
is helpful for prediction. For that, we use the Bi-
LSTM and Bi-GRU networks as a context encoder
layer after obtaining word embeddings from the con-
catenation (Eq.9) BERT model, CNN as well as the
LSTM-based character embeddings Bemb, CN emb

and CLemb, respectively.

Xemb
t = Bemb

t ⊕ CN emb
t ⊕ CLemb

t (9)

where Bemb
t is is the embedding learned by BERT,

CN emb
t is the CNN-based character embedding,

CLemb
t represents the LSTM-based character em-

bedding, and Xemb
t is the vector representation for

the tth word of the input sentence.

3.2.1 Bi-LSTM
In addition to learning character embedding, we

use LSTM, which is formally explained in section
3.1.2 also to learn the contextual features of a se-
quence of words. To better represent the current
word information, it is beneficial to obtain both prior
and posterior contexts. In our model, we use Bi-
LSTM to effectively predict the current label infor-
mation. As input, Bi-LSTM takes the vector repre-
sentation of each word Xemb

t . The basic idea is to
present the sequence from left to right using a for-
ward layer (Eq.10) and to compute a representation
of the same sequence in reverse via a backward layer
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(Eq.11). These two different networks use various
parameters to learn privious and future patterns. The
left and right context representations are then con-
catenated to form the final output (Eq.12)

−→
ht = f(

−−→
ht−1, [Xemb

t ]) (10)

←−
ht = f(

←−−
ht+1, [X

emb
t ]) (11)

ht =
−→
ht ⊕

←−
ht (12)

where f(.) represents the unidirectional LSTM cell,←−
ht and

−→
ht represent respectively the hidden states of

the backward LSTM cell and the forward cell, and t
is the index of the encoding steps.

3.2.2 Bi-GRU
The GRU was proposed by (Cho et al., 2014).

Similarly to the LSTM cells, the GRU was modeled
to adaptively update or reset its memory content by
using reset and update gates which are similar to the
forget and input gates of the LSTM unit. The update
gate decides what information to use as input at the
next time step, whereas the reset gate uses the pre-
vious time step output to decide which information
should be removed and which information is useful
for the current time step input. The update gate, the
reset gate, and the hidden state ht at time step t are
updated utilizing the equations described below.

ut = σ(Zu.[xt, ht−1] + bu) (13)

rt = σ(Zr.[xt, ht−1] + br) (14)

h̃t = tanh(Z.[xt, ht−1.rt] + b) (15)

ht = (1− ut).ht−1 + ut.h̃t (16)

where σ denotes the logistic sigmoid function, u, r
and h̃ respectively represent the update gate, the re-
set gate and the cell state, xt is the input vector at
time t, ht represents the hidden layer state vector
at time t, Zu, Zr and Z denote the weight matrices
of the different gates and the cell state, respectively,
and bu, br and b represent the bias vector. In this
work, we use a Bi-GRU to process the input sen-
tence by a forward layer from left to right (Eq.17)
and from the other side by a backward layer (Eq.18).
Then, the forward layer hidden state and the back-
ward layer hidden state are combined to represent
the final hidden state (Eq.19).

−→
ht = g(

−−→
ht−1, [Xemb

t ]) (17)

←−
ht = g(

←−−
ht+1, [X

emb
t ]) (18)

ht =
−→
ht ⊕

←−
ht (19)

where g(.) represents unidirectional GRU unit,
←−
ht

and
−→
ht respectively denote the hidden states of the

backward GRU unit and forward unit, and t is the
index of the encoding steps.

3.3 Tag encoder layer: CRF layer
For sequence tagging tasks, it is beneficial to take
into consideration the relationship between tags in
neighborhoods; and for a given input sentence, it
is important to jointly decode the label chain that
yields the best resulting label sequence. In NER
task with the IOB annotation, there is a strong de-
pendency between labels; e.g., I-PER cannot fol-
low I-ORG. Therefore, modeling the label correla-
tions is important for the NER task (Ma and Hovy,
2016; Liu et al., 2018). Following (Ma and Hovy,
2016) and (Huang et al., 2015), we incorporate a
CRF (Lafferty et al., 2001) layer upon the context
layer to jointly capture the label correlations.
Formally, for a given input word sequence X =
(x1, x2, ...xn) with a sequence of annotations Y =
(y1, y2, ...yn), we denote Ω as the scoring matrix re-
sulting from the context layer. The size of matrix
Ω is n*m, where n and m denote the length of the
sentence and the number of different labels, respec-
tively. Ωi,j is the score of the jth label of the ith

word in the input sentence. We also use Y(X) to de-
fine the set of possible label sequences for X.
The score of a given sentence is determined through
Eq.20:

S(X, y) =
∑n

i=0 ψyi,yi+1 +
∑n

i=1Ωi,yi (20)

where ψ denotes the matrix of transition scores.
The transition score matrix values are learned during
training. After that, a softmax function is applied to
regularize the conditional probability of the output
path y:

P (y|X) = expS(X,y)
∑

ỹ∈Y(X)
expS(X,ỹ) (21)

During the training step, the aim is to maximize
the following log-probability of the right label se-
quence:

log(P (y|X)) = S(X, y)− log(
∑

ỹ exp
S (X,ỹ))

(22)
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For the evaluation step, we aim to retrieve the most
probable output label sequence y∗ by maximizing
the score function:

y∗ = argmax
ỹ∈Y(X)

S(X, ỹ) (23)

Finally, we employ the Viterbi (Forney, 1973) algo-
rithm to train the CRF layer and decode the best se-
quence y∗.

4 Training mechanism

4.1 Dataset description
To prove the effectiveness of our Arabic NER sys-
tem, we conduct extensive experiments using the
ANERCorp3 which was developed by Benajiba (Be-
najiba et al., 2007) from diverse online resources
and which is freely available for research purposes.
It has 4,901 sentences with 150,286 tokens of arti-
cles from Modern Standard Arabic. The ANERCorp
dataset is manually annotated where each word was
tagged with one of the following tags: person, lo-
cation, company, and others. ANERCorp is corpus
that has two corpora, namely training and testing
corpora.

4.2 Evaluation metrics
In order to evaluate the efficiency of our models, the
standard measures for NER precision (P), recall (R),
and F1-Score (F) are computed.
The precision measure represents the percentage of
name entities found by the system and which are
correct. It can be computed as:

P =
NumberOfCorrectNamedEntities

NumberOfNamedEntitiesExtracted
(24)

On the other hand, the recall measure represents the
percentage of name entities that the system extracted
correctly out of the overall number of named entities
existing in the corpus, and it can be expressed as:

R =
NumberOfCorrectNamedEntities

TotalNumberOfNamedEntities
(25)

Finally, the F1-score is the most commonly used and
is computed based on the precision and recall. This

3https://camel.abudhabi.nyu.edu/
anercorp/

is defined as:

F1− score = 2X
P ∗R
P +R

(26)

4.3 Hyper-parameter settings
Our neural network model is implemented using
Keras environment and TensorFLOW API. A word
vector embedding represents the input of the system.
We obtain the word vector using the concatenation
of the pre-trained BERT word vector of dimension
768, CNN and LSTM-based character level repre-
sentations where each of them is of dimension 20.
The training is performed using the backpropaga-
tion algorithm to update the parameters of all models
during the training process. We choose the Adam al-
gorithm (Kingma and Ba, 2014) and we set a learn-
ing rate of value 1e-5. Our model uses two layers
of the Bi-LSTM and Bi-GRU networks with hidden
layer nodes of dimension 512. For the over-fitting
problem, a 20% dropout is regarded as an additional
measure to control the input of the neural model and
alleviate the over-fitting issue very well. In each it-
eration, we split the entire training data into batches
and pass one batch at a time. In our experiments, we
train our model with a batch size of 64 for only three
epochs.

5 Experimental results and discussions

In this section, we present the experimental results
obtained by using different architectures based on
two RNN variants, namely the Bi-LSTM and the
Bi-GRU applied on ANERCorp dataset. We run
three parts of experiments: The first part focuses
on the selection of the best architecture giving the
highest performance. In the second part, we discuss
the obtained results, while the third part of the ex-
periments presents a comparison between the best-
selected architecture and the best previous state-of-
the-art methods.

5.1 Results
To explore the performance of our proposed mod-
els and show the effect of different architectures.
We have conducted a series of comparative exper-
iments. We have examined five different word em-
bedding choices: Randomly initialized Word Em-
beddings(RWE), BERT word embeddings, two dif-
ferent types of character embeddings based on the
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CNN and LSTM and CNN-LSTM-BERT (CLB)
combinatorial feature embeddings. All these word
embeddings are tested in combination first with BLC
and then with BGC models. Tables 1 and 2 show
the obtained results.’Exp’, ’P’, ’R’, and ’F1’ denote
experiment, precision, recall and F1-score, respec-
tively.

Exp Model R P F1
1 RWE-BLC 85.40 84.91 85.15
2 CNN-BLC 90.62 90.43 90.52
3 LSTM-BLC 90.50 90.30 90.39
4 BERT-BLC 92.33 92.90 92.61
5 CLB-BLC 93.20 93.50 93.34

Table 1: Results obtained based on Bi-LSTM.

Exp Model R P F1
1 RWE-BGC 85.69 85.09 85.38
2 CNN-BGC 90.97 90.75 90.85
3 LSTM-BGC 90.80 90.57 90.68
4 BERT-BGC 92.58 93.10 92.83
5 CLB-BGC 93.60 93.77 93.68

Table 2: Results obtained based on Bi-GRU.

Related to the experimental results presented in Ta-
bles 1 and 2, we can observe that the combination of
BGC and CLB combinatorial word embeddings ex-
hibits the highest performance and outperforms the
model based on BLC which reaches 93.20% pre-
cision, 93.50% recall and a 93.34 F1-score% by
achieving 93.77% precision, 93.60% recall and a
93.68% F1-score. In table 1 and 2, In five different
experiments, the obtained results show that the Bi-
GRU performs better than Bi-LSTM by about 0.34%
in the F1-score with the CLB combinatorial feature
embeddings.

5.2 Effects of different word embeddings
To analyze the effects of different types of word em-
beddings, we conduct experiments using the BLC
and the BGC with five different combinations of em-
beddings. The results are presented in Tables 1 and
2. In experiment 1, the model applies only the RWE.
In experiments 2 and 3, the models use embeddings
that combine one type of character-level embedding,
the CNN and LSTM, respectively. In experiment

4, the models use pre-trained BERT word embed-
dings whereas in experiments 5, the models use a
combinatorial feature based on the CNN, LSTM
and BERT. Experiment 1 shows that the RWEs ex-
hibit the lowest performance. The results of ex-
periments 2 and 3 significantly outperform those
of experiment 1, indicating that character-level em-
bedding is useful for handling OOV words in Ara-
bic NER tasks. Additionally, in experiments 2 and
3, the CNN model outperforms the LSTM model
in extracting character-level features by 0.12% and
0.17% in the F1-score using BLC and BGC mod-
els, respectively. In experiment 4, we investigat the
effect of using pre-trained BERT word embeddings.
It demonstrates that pre-trained BERT embeddings
have the most positive impact on the performance
by achieving 92.33% and 92.58% F1-score using
the BLC and BGC, respectively. In experiment 5,
the proposed models utilizing all three types of em-
bedding (CNN,LSTM and BERT ) for word repre-
sentation exhibit the highest performance achieving
an F1-score of 93.34% 93.68% F1-score using BLC
and BGC architectures, respectively. This indicates
that in Arabic NER, the use of character-level based
word representations and Arabic pre-trained word
embeddings are effective for handling OOV words
and effciently capturing semantic and syntactic word
relationships.

5.3 Performance comparison with
state-of-the-art methods

In this part of these experiments, we compare the
performance of our proposed models with the mod-
els used in previous studies on ANERCorp. Table
3 presents the results of three competitive Arabic
NER models from the studies of (Alsaaran and Alra-
biah, 2021)(BERT-GRU), (Ali et al., 2019) (Multi-
Attention) and (El Bazi and Laachfoubi, 2019) (CW-
Bi-LSTM-CRF) evaluated on entity-level matching.

The authors in (Alsaaran and Alrabiah, 2021)
introduced a novel Arabic NER model for Arabic
based on the BERT and the Bi-GRU. This model
achieves a 92.28 % F1-score on ANERCorp. In
addition to word-level embeddings, the writers in
(Ali et al., 2019) adopted character-level embed-
dings and combined them via an embedding-level
attention mechanism followed by Bi-LSTM and a
self-attention layer. This model yielded an F1-
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Model R P F1
BERT-BGRU 92.40 92.20 92.28

Multi-Attention 90.62 90.43 90.52
CW-Bi-LSTM-CRF - - 90,60

CLB-BLC (our) 93.20 93.50 93.34
CLB-BGC (our) 93.60 93.77 93.68

Table 3: Comparison between our best models and three
Arabic NER systems on ANERCorp dataset.

score of 91.31% on ANERCorp. A Bi-LSTM-
CRF based neural network model was introduced by
(El Bazi and Laachfoubi, 2019). The proposed sys-
tem got two sources of information about words as
input: pre-trained word embeddings namely Skip-
Gram, CBOW, GLOVE, FastText and Hellinger
PCA and character-based representations. This ap-
proach yielded an F1-score of 90.60%˙
Table 3 presents the comparison between our mod-
els and some state-of-the-art approaches. We out-
perform the best Arabic NER model (Alsaaran and
Alrabiah, 2021) on ANERCorp by about 1.4 points.
As far as we know, we are the first to use two types
of character-level embedding based on the CNN and
LSTM combined with BERT word embeddings as
the main feature block for the Arabic NER task. Us-
ing these three types of word embeddings together
allows the model to capture both important morpho-
logical and orthographic patterns as well as the se-
mantic and syntactic word relationships.

6 Conclusion

In this paper, we have presented a technically simple
neural network architecture using variant deep neu-
ral network architectures and a combinatorial feature
embedding based on the CNN, LSTM and BERT.
Several deep learning architectures have been inves-
tigated and evaluated on ANERCorp dataset. The
experimental results have shown that our CLB-BLC
and CLB-BGC models achieve superior outcomes
over the existing deep learning models in Arabic
NER with a high F-score of 93.34% and 93.68% re-
spectively. Also, the evaluation has clearly demon-
strated that:

• The CNN model outperforms the LSTM model
in extracting character- level features.

• The Bi-GRU model performs better in mod-
eling long-term dependencies for Arabic NER
than the Bi-LSTM model. In our experiments,
the Bi-GRU architecture outperforms the Bi-
LSTM architecture by about 0.34% in the F1-
score.

• The proposed models utilizing the combina-
torial feature embedding based on the CNN,
LSTM and BERT exhibit the highest perfor-
mance achieving an F1-score of 93.34% and
93.68% F1-score using the BLC and BGC ar-
chitectures, respectively.

One of the potential directions for future work will
be to apply an embedding attention layers on top of
the word and character level representations to dy-
namically determine the information that must be
used to best represents the given token and to extend
this work to solve the NER task for other languages.
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Abstract 

In recent years, reviews of various products by 

purchasers have been posted on websites. By 

browsing these reviews, company representa-

tives intend to collect and analyze opinions 

from the users' side of the products and use 

them to improve the products. However, exist-

ing analysis methods analyze reviews by divid-

ing them into words, and do not analyze the 

function names that are phrases. Therefore, we 

propose a reputation analysis method using a 

decision tree model based on the frequency of 

key phrases extracted from reviews and senti-

ment scores. Experimental results showed that 

the proposed method using key phrases im-

proved the accuracy by 3 points compared to 

the existing method that analyzes by words. 

1 Introduction 

When consumers purchase a product or service, 

they invariably consult reviews. In fact, review 

analysis has many benefits not only for individuals 

but also for companies． 

For example, the use of the analysis for product 

planning, analysis of user needs and dissatisfaction, 

hints for function and service improvement, and 

verification of the effectiveness of promotions and 

marketing measures are the effects of corporate re-

view analysis. 

In order to improve a product, it is necessary to 

know what reviewers like about the product and 

how they evaluate it. Therefore, we use two criteria, 

the frequency of occurrence of key phrases and the 

sentiment score, to determine the reviewer's opinion 

of the product. For example, if the frequency of oc-

currence of a key phrase is high and the sentiment 

score is also high, we judge that "everyone is inter-

ested in the product, and it has a good reputation" 

and that the product does not need to be improved 

immediately. 

This time, key phrases (important words) are ex-

tracted from a certain review, and a dictionary is 

created with key phrases as keys and the frequency 

of occurrence of key phrases as values. Then, we 

calculate the sentiment score from the review sen-

tences, treat the sentiment score and frequency of 

key phrases as explanatory variables, and treat 

whether improvement is necessary or not or priority 

as objective variables, and create a decision tree 

model. 

The following sections describe key phrase ex-

traction, sentiment score calculation, decision tree 

model creation, and quality evaluation. 

2 Related Research 

There have been several studies on review analysis 

methods. Kobayashi collects and analyzes reviews 

from web pages, they use TF-IDF to extract key-

words, and then extract emotion words, and com-

bine keywords and emotion words (Kobayashi, 

2008). However, it is difficult to grasp the whole 

picture because of the variety of emotion words ex-

tracted from various reviews. Abe analyzes product 

reviews, assigns a score to each evaluation item, and 

proposes to create an item-by-item dictionary of 

evaluation expressions related to hotel evaluations, 

such as keywords, features, and degree (Abe, 2020). 

3 Key phrase extraction 

3.1 Key Phrase 

Key phrase extraction is a technique for extracting 

phrases that best describe a document. A phrase 
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here is a set of words whose meanings are combined, 

but in practice, noun phrases are often employed. 

Many methods already exist, such as PageRank, 

Text Rank, Single Rank, and Topic Rank (Page, 

1999) (Sullivan, 2007). 

3.2 Extraction Process 

In this case, we will use PKE (Boudin, 2016) to ex-

tract key phrases. PKE is produced by Florian Bou-

din, the author of the MultipartieRank paper. 
 

text key phrase 

バッテリーの方が大きい笑 ['バッテリー'] 

軽量化の為仕方がないのだろう ['軽量化'] 

 

Table 1: Examples of Key phrase extraction 

Key Phrase Frequency 

It is important to calculate the frequency of each key 

phrase in order to know the customer's level of in-

terest in the product from the reviews (Berger and 

Mittal, 2000) (Juan-Manuel, 2014). A dictionary is 

created by adding value values based on the number 

of times a key phrase appears as shown in Figure 1. 

 

{'バッテリー': 404, '軽量化': 134, '充電器': 

501， …} 

 

Figure 1: Example of Dictionary 

 

Next is the key phrase frequency calculation, the 

definition of the key phrase frequency is as follows. 

 

𝑧 =
𝑥 − 𝜇

𝜎
,  

 

𝜎 = √
1

ｎ
∑(𝑥 −𝜇)2

𝑛

𝑖=1

,  

where 𝑥 represents the frequency of key phrase and 

𝜇 represents the Number of key phrases. 

The result of key phrase extraction 「トルクは申

し分なく握った時の重量配分も問題ない」➞「トル

ク,申し分,重量配分,問題」➞「1.7452，-0.923112，

 
1 https://huggingface.co/daigo/bert-base-japanese-sentiment 

(Currently not available) 

0.4218，2.9283233」. From this, each review was 

indicated on the frequency of the key phrase. 

4 Emotion Score Calculation 

The customer's evaluation is judged to be good or 

bad based on the review, and the sentiment analysis 

is used to determine whether the customer's evalua-

tion is good or bad. 

4.1 Model 

Here we used bert-base-japanese-sentiment from 

huggingface to evaluate sentiment score as hown in 

Figure 2. 

 

 
 

Figure 2: Example of Sentiment Evaluation 

4.2 Procedure 

In order to effectively perform sentiment analysis 

here, the sentiment score needs to float between [-1, 

1] as shown in Figure 3. In this experiments, Bert-

base-Japanese-sentiment model1 is used to slightly 

improve the results. 

 

For Positive： 

𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑠𝑐𝑜𝑟𝑒 − 1 

For Negative： 

𝑠𝑐𝑜𝑟𝑒 = 1 − 2 × 𝑠𝑐𝑜𝑟𝑒 

 

Figure 3: Emotion Scores 

 

4.3 Assignment of Sentiment Scores 

One by one, the review sentences are assigned an 

emotion score. The following are some of the results. 
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Text1: そして電池の持ちがいい 
Score: 0.9681352376937866 

text2: 本体部分が小さいのはびっくりで 

score: 0.771661639213562 

text3: 多少重いがやむを得ないか 

score: -0.9029324054718018 

… 

5 Decision tree model 

5.1 Summary 

Decision tree analysis is a data mining method used 

for “prediction”, “discrimination”, and “classifica-

tion”. It is an analysis method that finds “explana-

tory variables” that affect the “dependent variable” 

of customer information, survey results, etc., and 

creates a tree-like model. 

5.2 Explanatory Variables 

The explanatory variables are the objects to be ana-

lyzed. Here, the level of interest (frequency of key 

phrases) and the sentiment score value are done as 

explanatory variables. 

5.3 Objective Variable 

The objective variable is the one that displays the 

results brightly, influenced by the various explana-

tory variables. Here, the objective variables are set 

as A, B, C, and D four types as shown in Table 2. 

The details that each item represents are shown be-

low. 

A: Attention and good evaluation 

B: Noteworthy and poorly rated 

C: Not attracting attention and rated good 

D: Not noticed and evaluated poorly 

Then, the priority order of improvement for the 

firms is B D C A. The order of priority for the firms is B 

D C A. 

 

level of interest emotion Objective variable 

High 
positive A 

negative B 

low 
positive C 

negative D 

 

Table 2: Definition of Objective Variables 

 

5.4 Decision Tree Model Construction 

If we build a decision tree model, we need explana-

tory variables and an objective variable. The explan-

atory variables are the frequency of the key phrases 

and the sentiment score, previously computed and 

attached. The objective variable is also an explicitly 

invisible element. The dataset is divided in a 3:7 ra-

tio between training and test data. The objective var-

iables are then added manually to the training data.  

 

explanatory variable Objective variable 

level of  

interest 

Emotion  

Score 

type 

2.923331 0.822314 A 

3.22134 -0.92314 B 

-0.83167 0.22314 C 

1.99913 0.883424 A 

… … … 

 

Table 3: Decision Tree Model 

 

Now we will analyze the analysis with the 

CART decision tree (Quinlan, 1987) described in 

Figure . 

 

 
 

Figure 4 Decision Tree Conceptual Diagram 

6 Quality Assessment 

6.1 Method 

To verify that the model works well, 559 product 

reviews are used to evaluate the accuracy of the 

model, which varies with the frequency of key 

phrases and sentiment scores. 
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6.2 Results 

Using the new 559 reviews, the same key phrase fre-

quency and sentiment scores are transformed, and 

this model is put in. The results are shown in Table 

4. Based on these results, about 83% of the reviews 

are correct. 

 

 quantity 

Results match 468 

Difference in results 91 

 

Table 4: Experimental Results 

 

6.3 Analysis and Comparison 

The results show that this decision tree model 

method is effective. Compare the current proposal 

with the review-analysis methods of Kobayashi et 

al. and Abe et al. as shown in Table 5. 

Our proposed method is a little more accurate 

than that of Kobayashi et al. because I can grasp 

the whole picture. Abe et al. used their own evalu-

ation score, but the authenticity of the original 

evaluation score is still a matter to be examined. 

And with our method, we can use the model to 

clearly show the reviewers and the company's pri-

orities for improvement of the next product. How-

ever, there are some areas that need to be 

improved. 

 

Key word 

extraction 

Emotional 

Analysis 

Model Accuracy 

PKE,  

Key 

Phrases 

Sentiment 

score for 

sentence 

Decision 

Tree  

Modeling 

83％ 

TF-IDF, 

Keywords 

Emotional 

word 

extraction 

Keyword 

and  

Emotional 

Word  

79.9％ 

Keywords 

Review own 

evaluation 

score 

Target 

expression 

dictionary 

80.6% 

 

Table 5:  Comparison of methods 

7 Conclusions 

Analysis of reviews is important for companies to 

improve their products. We propose a CART deci-

sion tree with key phrase frequency and sentiment 

score as explanatory variables to determine the in-

terest and reputation of a product. The four objec-

tive variables are used to determine a company's 

next steps in improving its products. Future work 

includes improving the key phrase extraction 

method to increase the accuracy of review analysis 

and improving the simultaneous decision tree 

model. 
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Abstract 

This paper presents a study examining the role 
of classification overlap in second language 
(L2) vowel perception. Eighteen experienced 
L1 Mandarin Chinese (MC) listeners completed 
a classification task on twelve Australian 
English (AusE) monophthongal vowels. It was 
found that the AusE vowels were not equally 
difficult for the MC listeners, and the vowels 
also showed various overlapping patterns in the 
classification space. Correlation tests revealed 
that for individual L2 vowels, the classification 
accuracy was negatively correlated with the 
mean reaction time (RT), r = -0.817, p = 0.001; 
the level of classification overlap was 
negatively correlated with the mean accuracy, r 
= -0.860, p < 0.001, while positively correlated 
with the mean RT, r = 0.760, p = 0.004. The 
findings suggest that classification overlap can 
inform how experienced L2 listeners’ first 
language (L1) phonology influences vowel 
perception in a non-native language. 

1 Introduction 

To successfully understand speech, listeners must 
process phonetic information and match this 
information to the phonemic categories of the 
language in question. For non-native or L2 
listeners, this task can sometimes be difficult 
because their perceptual system is shaped by the 
L1 phonology. Mismatches between the L1 and L2 

phonological systems can lead to perceptual 
difficulty of various linguistic units in the target 
language, e.g., segmental (Bundgaard-Nielsen et 
al., 2011a; Højen and Flege, 2006) and 
suprasegmental structures (Hallé et al., 2004; 
Tremblay, 2009). One prevalent theory of non-
native speech perception, the Perceptual 
Assimilation Model (PAM, and its extension, 
PAM-L2) (Best, 1995; Best and Tyler, 2007) 
attributes the perceptual difficulty to the 
interference of the L1 phonological system: L2 
phones tend to be assimilated into the listener’s L1 
phonological categories, which can at times cause 
a loss of phonemic contrast in perception.  

PAM and PAM-L2 posit that the 
discriminability between a pair of non-native (L2) 
sounds depends on the level of perceptual overlap 
between the two sounds, e.g., a pair of perceptually 
overlapping L2 sounds are more difficult to 
discriminate than those that do not overlap in 
cross-language perception (Faris et al., 2018). For 
instance, L1 Japanese listeners assimilate the AusE 
vowels [iː] and [ɪə] as their native bimoraic 
category [iː], while mapping the AusE vowel [ɪ] 
onto the Japanese monomoraic category [i]; and 
this perceptual overlap pattern has led them to fail 
to discriminate between AusE [iː] and [ɪə], though 
not between AusE [iː] and [ɪ] (Bundgaard-Nielsen 
et al., 2011a, 2011b).  

Since PAM and PAM-L2 provide precise 
predictions in terms of pairwise discriminability, 
previous research adopting the framework often 
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uses discrimination tasks (e.g., AXB tasks) to 
examine perceptual performance by L2 learners. 
Besides, an assimilation task is used in association 
to offer predictions of potential sound pairs that 
show perceptual overlap (Bundgaard-Nielsen et al., 
2011a; Faris et al., 2018; Tyler et al., 2014). For a 
discussion on the methodology, see (Strange and 
Shafer, 2008). However, discrimination tasks can 
only examine one pair of L2 sounds at a time, and 
the assimilation task only offers the native 
phonemic inventory as the set of classification 
candidates, which cannot effectively represent the 
non-native categories that are already learned by 
experienced L2 listeners.  

Here, we present a study examining the 
perception of Australian English (AusE) vowels by 
experienced L2 listeners whose native language is 
MC. We use a classification task which allows all 
target L2 categories to be offered as candidates, 
and the listener’ response is not limited by the 
range of phonemic categories in their native 
phonology. In addition, whereas the AXB 
paradigm only examines one pair of L2 sounds at a 
time, the classification task used here requires 
forced phonological processing of the sound 
stimulus among a set of phonemic categories and 
thus is able to measure the perceptual similarity 
between multiple phonemic pairs. These results 
can potentially reveal scenarios of multiple 
category assimilation. 

To estimate the level of perceptual overlap for a 
specific pair of L2 sounds, we calculate the 
phonological overlap score following the method 
reported in Faris et al. (2018). The phonological 
overlap score of a specific pair of L2 sounds takes 
into account all classification overlaps that are 
above chance; and researchers have demonstrated 
that the score can successfully quantify the 
perceptual similarity between two sounds (Faris et 
al., 2016, 2018), especially when the assimilation 
pattern is not effectively differentiated in the 
classic framework of PAM (Best, 1995).  

The aim of the present study is to directly 
examine how the perceptual overlap level of L2 
vowels links to the overall perceptual difficulty, as 
indicated by accuracy and latency measures. In 
particular, the present study aims to answer three 
research questions: 

 

1. How are AusE vowels perceived by 
experienced MC listeners as reflected in the 
classification results? 

2. Which AusE vowels show perceptual overlaps 
when perceived by experienced MC listeners? 

3. Does the classification performance, accuracy 
and RT, of AusE vowels correlate with the 
corresponding perceptual overlap score? 

 
We hypothesise that, under the influence of 

native phonological interference, L2 vowel 
perception can be affected by the level of 
perceptual overlap between the target L2 sound 
and other similar categories (possibly more than 
one). In particular, we hypothesise that the 
perceptual accuracy should be negatively 
correlated with the perceptual overlap level; and 
that the RT measure should be positively 
correlated with the overlap level. This prediction is 
also consistent with the Automatic Selective 
Perception (ASP) model (Strange, 2011; Strange 
and Shafer, 2008) which posits that difficult L2 
sounds tend to take longer to process than easy 
categories. 

2 Methods 

2.1 Participants 

Eighteen L1 MC listeners participated in the study. 
The participants were first-year international 
students at an Australian university (Mage = 23.6, 
range: 21–27). All spoke English as a second 
language, and their mean length of English 
education was 16.2 yr (SD = 3.6, range: 10–24). 
None reported a history of speech or hearing 
disorders. All participants were experienced L2 
learners with advanced target language proficiency 
(B2-C1 level), and they were able to complete the 
perception task directly in the target language, i.e., 
English. 

2.2 Stimuli 

All twelve AusE monophthongal vowels [iː ɪ e eː æ 
ɐ ɐː ɜː ɔ oː ʊ ʉː] (as in beat, bit, bet, paired, bat, 
but, Bart, bird, bot, bought, boot, and who’d) were 
included in the study (excluding only schwa). All 
the vowel stimuli were generated in the phonetic 
software Praat (Boersma, 2001), and the values for 
F1, F2, and duration were the same as those 
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reported in (Cox, 2006) for AusE male speakers. 
The pitch contour dropped linearly from 120 Hz to 
100 Hz for all vowels, and the intensity was also 
set identically at a level of 70 dB SPL for all the 
stimuli. These manipulations ensured that listeners 
only attended to the first two formants and the 
characteristic duration value when making 
classification decisions. 

2.3 Procedure and analysis 
All participants completed a vowel classification 
task in the phonetic software Praat (Boersma, 
2001) on a laptop computer. Classification 
responses were made by clicking boxes with 
keyword labels. Stimuli were delivered via 
acoustic headphones, and both the responses and 
the RTs were automatically recorded. Each 
participant completed 576 trials (12 vowels, 48 
repetitions), and the stimuli were presented in a 
pseudo-randomised order. An additional 60 trials 
were given in a practice block before the 
experiment for familiarisation. To address research 
question (1), classification results were aggregated 
to generate a 12 × 12 confusion matrix in which 
each cell represents a unique “stimulus-response” 
combination. Any cell with a response percentage 
over 70% is considered as a “categorised” case, 
which indicates a consistent perceptual pattern 
(Bundgaard-Nielsen et al., 2011a, 2011b; Tyler et 
al., 2014). Classification is deemed as correct if the 
response category matches the stimulus phoneme. 
To address the research question (2), we calculated 
the between-category overlap score following the 
method introduced by Faris et al. (2018), which is 
formulated as below: 

 

  

where A and B represent two L2 categories, n 
represent the number of above chance response 
categories, Pn(A) and Pn(B) represent the 
percentage of choice of a specific vowel as the 
corresponding above chance category, and the 
function min{} selects the smaller value of the two 
percentage scores. In the present study, since there 
are twelve alternatives, the chance level is 1/12 ≈ 
8%.  

To address research question (3), the between-
category perceptual overlap scores were further 
analysed on the basis of every single AusE vowel. 

For instance, some vowels can be overlapping with 
multiple categories, while in optimal performance, 
no perceptual overlap should be observed if every 
vowel is correctly classified in all trials. For each 
vowel, a sum score of perceptual overlap can be 
added up from all the pairwise overlaps where the 
target vowel is involved. To confirm the 
hypotheses, a negative correlation is expected 
between the classification accuracy and the sum 
score of perceptual overlap, and a positive 
correlation is expected between the perceptual 
overlap and RT. 

3 Results 

3.1 Classification results 

The overall results of the classification task are 
summarised in Table 1. Cells on the diagonal line 
represent the average categorisation accuracy of 
each AusE vowel. The AusE vowel [ɪ] reached the 
highest accuracy of 90%, with an average RT of 
1.60 sec, while [æ] was associated with the lowest 
accuracy of 41%, and the average RT was 2.98 sec. 
When the 70% criterion was applied (Bundgaard-
Nielsen et al., 2011a, 2011b), seven AusE vowels 
were considered as categorised: [ʉː], [ɜː], [ɐː], [iː], 
[ʊ], [ɔ], and [ɪ]; while the other five vowels fail to 
reach the criterion: [æ], [eː], [e], [oː], and [ɐ]. A 
general tendency was observed that the vowels 
with higher classification accuracy values have 
shorter RT measures. To confirm this tendency, a 
Pearson’s correlation test revealed that the two 
measures were negatively correlated, r = -0.817 
(95%CI: -0.459 ~ -0.947), p = 0.001. 
 

3.2 Pairwise perceptual overlap 

In the present study, we tested the classification of 
twelve AusE vowels, which potentially derive C(12, 

2) = 66 pairwise contrasts. However, not all of the 
vowel pairs were perceived as similar or 
overlapping by the MC listeners. Following 
previous research (Faris et al., 2018), we calculated 
the phonological overlap scores for all the 66 
potential contrasts and find fifteen pairs that have 
shown above chance (> 8%) overlap patterns, see 
Table 2. The AusE vowel pair [æ]-[e] received the 
highest overlap score of 44, followed by the [æ]-
[eː] pair with an overlap score of 34, [oː]-[ʊ] with a 
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score of 25, [eː]-[e] with a score of 25, and [oː]-[ɔ] 
with a score of 20. Other overlapping pairs had a 
score under 20.  

Table 2. Pairwise perceptual overlap scores 

No.  
AusE 
Vowel Overlap 

1 [æ]-[e] 44 
2 [æ]-[eː] 34 
3 [oː]-[ʊ] 25 
4 [eː]-[e] 25 
5 [oː]-[ɔ] 20 
6 [æ]-[ɜː] 17 
7 [eː]-[ɜː] 16 
8 [ɐ]-[ɐː] 14 
9 [oː]-[ʉː] 11 
10 [ʉː]-[ʊ] 11 
11 [ʊ]-[ɔ] 11 
12 [ʉː]-[ɜː] 10 
13 [e]-[ɪ] 10 
14 [e]-[iː] 9 
15 [iː]-[ɪ] 9 

 

According to PAM and PAM-L2 (Best, 1995; 
Best and Tyler, 2007; Faris et al., 2018), the 
perceptual similarity between L2 vowels can 
predict their mutual discriminability. The present 
study has found that perceptual overlap of vowels 
seems to be gradient, e.g., both the mid vowels [e] 
and [ɜː] were perceived as overlapping with [æ] 
and [eː], but to different degrees: [e]-[æ] (44) > 
[ɜː]-[æ] (17), and [e]-[eː] (25) > [ɜː]-[eː] (16). 
According to PAM, high levels of perceptual 
overlap lead to the assimilation types that are 
difficult to discriminate, including single-category 
(SC type), category-goodness (CG type), and some 
uncategorised-uncategorised (UU type, with 
classification overlaps) assimilations (Best, 1995; 
Best and Tyler, 2007; Faris et al., 2018). 

3.3 Classification accuracy and overlap 

The previous section has reported that all twelve 
AusE vowels are perceived as overlapping with at 
least one other category, and the level of 
perceptual overlap also differs from pair to pair. In 
addition, some vowels share overlaps with more 
than one other vowel category, e.g., the low front 

Stim.
Response Category

bad
[æ]

paired
[eː]

bed
[e]

bought
[oː]

but
[ɐ]

who’d
[ʉː]

bird
[ɜː]

Bart
[ɐː]

beat
[iː]

hood
[ʊ]

bot
[ɔ]

bit
[ɪ]

[æ] 41
(2.98)

8
(3.67)

27
(3.36)

5
(3.46)

17
(3.16)

1
(4.54)

[eː] 4
(4.67)

55
(2.96)

10
(4.06)

7
(4.02)

16
(3.29)

4
(2.62)

1
(3.44)

2
(2.88)

[e]
9

(3.86)
15

(3.53)
56

(3.15)
4

(3.19)
5

(3.26)
10

(2.14)

[oː] 66
(2.27)

8
(3.18)

15
(3.34)

11
(3.03)

[ɐ] 7
(3.73)

1
(4.26)

3
(4.05)

67
(2.48)

7
(3.39)

14
(2.93)

[ʉː] 4
(6.07)

4
(4.71)

71
(2.68)

8
(3.29)

11
(3.46)

[ɜː] 2
(5.54)

8
(4.31)

5
(5.27)

1
(3.82)

10
(2.96)

72
(2.94)

1
(4.87)

[ɐː] 2
(5.81)

2
(3.98)

7
(4.70)

8
(4.13)

81
(2.26)

[iː] 3
(3.40)

5
(2.71)

81
(1.86)

9
(2.35)

[ʊ]
1

(2.27)
7

(3.57)
81
(2.40)

11
(2.26)

[ɔ] 10
(3.51)

3
(2.27)

2
(3.76)

2
(3.63)

82
(1.90)

[ɪ] 1
(2.99)

1
(4.34)

4
(2.76)

4
(1.95)

90
(1.60)

Table 1. Classification matrix of AusE vowels, percentage (mean RT, in seconds)

Note. Cells with a percentage under 1% were removed; identification percentages over 70% are in boldface.
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vowel [æ] was perceived as overlapping with [e] 
(44), [eː] (34), and [ɜː] (17), which yields a sum 
score of 95.  This calculation probes into how 
much the overlapping area is taken up in the full 
classification space, and also estimate the 
likelihood of multiple category assimilation. 
Following this method, the sum scores for the 
other eleven AusE vowels were also calculated, 
and the values are summarised in Table 3, together 
with their mean accuracy and RT measures.  

Table 3. Overlap sum score and classification 
accuracy 

AusE 
Vowel 

Overlap 
(Sum)  

Accuracy 
(%)  

RT 
(Sec) 

[æ] 95 41 2.98 
[e] 88 56 3.15 
[eː] 74 55 2.96 
[oː] 56 66 2.27 
[ʊ] 47 81 2.40 
[ɜː] 43 72 2.94 
[ʉː] 32 71 2.68 
[ɔ] 31 82 1.90 
[iː] 19 81 1.86 
[ɐ] 14 67 2.48 
[ɐː] 14 81 2.26 
[ɪ] 10 90 1.60 

 
The analysis showed that three front vowels 

[æ], [e], and [eː] receive the highest sums of 95, 
88, and 74, respectively. Note that these three 
vowels also showed the lowest accuracy measures 
of 41%, 56%, and 55%, respectively. These 
responses were also made with the highest level of 
decision uncertainty, as indicated by the RT 
measure of 2.98, 3.15, and 2.96 sec. The short high 
front vowel [ɪ] had the lowest total score of 
perceptual overlap (10), and it was also the 
category that showed the highest accuracy (90%). 
To confirm this tendency and answer research 
question (iii), a Pearson’s correlation test was 
carried out, and it confirmed that the sum score of 
perceptual overlap was negatively correlated with 
the mean accuracy for the twelve AusE vowels, r = 
-0.860, 95% CI: -0.565 ~ -0.960, p < 0.001. For the 
RT measure, it was found to be positively 
correlated with the sum overlap score, r = 0.760, 
95%CI: 0.330 ~ 0.929, p = 0.004. These results 
confirmed our hypotheses that both the 

classification accuracy and speed are closely 
associated with the perceptual overlap level.  
 

4 Discussions 

In the present study, we have examined the 
perception of the whole monophthong system of 
AusE by experienced L2 listeners whose native 
language is MC. In answering research question 
(i), we analysed the relative difficulty of vowel 
perception using both accuracy and latency 
measures. The findings suggest that not all the 
AusE vowels are easy to perceive even after more 
than ten years of English study. The negative 
correlation between classification accuracy and RT 
found in our data is consistent with the Automatic 
Selective Perception (ASP) model (Strange, 2011; 
Strange and Shafer, 2008), which predicts that 
successfully learned sound categories are 
perceived in a more automatic manner by non-
native (L2) listeners. In answering research 
question (ii), we have diagnosed fifteen AusE 
vowel pairs that may be vulnerable to category 
merging and discrimination problems. In 
particular, our findings of the perceptual similarity 
patterns are consistent with reports of pairwise 
discrimination studies based on other English 
dialects, e.g., Canadian English (Wang, 2006; 
Wang and Munro, 1999, 2004), and American 
English (Jia et al., 2006; Lai, 2010).  

In answering research question (iii), we extend 
the notion of perceptual overlap from pairwise 
discrimination towards an application in a 
multiple-choice classification task. The overlap 
score method used in the present study was 
introduced by a perceptual assimilation study 
which aimed to differentiate the subtypes of 
uncategorised assimilations (Faris et al., 2018). 
While the classic framework of PAM and PAM-L2 
makes predictions based on qualitative differences 
in terms of assimilation mapping, e.g., two-
category assimilation type means two L2 sounds 
are categorised as two distinct native categories, 
and excellent discrimination is expected (Best, 
1995; Best and Tyler, 2007). The overlap score 
method (Faris et al., 2018) enables us to describe 
the perceptual similarity in quantitative terms.  

The importance of analysing misclassification 
patterns is often neglected in previous studies, but 
for L2 phoneme classification the error patterns are 
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not purely random: certain vowels are more likely 
to be confused than others, e.g., MC listeners can 
confuse between AusE [æ] and [e], but less often 
between [æ] and [ɐ], see Table 1, 2. 

Here we offer a schematic explanation of 
perception overlap in a minimal scenario, where A, 
B, and C are three non-native (L2) phonemes, and 
X and Y are two native (L1) phonemes: if both A 
and B are both perfectly mapped to category X 
(i.e., single-category assimilation), and C is 
mapped to category Y, then an unbiased listener 
should be unable to distinguish A from B, and 
should thus randomly categorise the sounds using 
the two labels, which will cause the classification 
results to be highly overlapping, see Figure 1. On 
the other hand, category C will show non-
overlapping classification patterns with either A or 
B, because C forms a two-category assimilation 
pair with them. To conclude, classification 
overlaps reflect the level of perceptual similarity 
between L2 phonemes, and the patterns also reveal 
how these non-native sounds are assimilated by the 
native phonological system. As for experienced L2 
listeners, the perceptual overlap between categories 
is more likely to be partial rather than a complete 
merging, because new L2 categories can be 
developed through extensive phonetic exposure 
and learning.  
 

 
Figure 1. The relation between perceptual 

assimilation and L2 classification. 
 

The present study, however, does have some 
limitations. Since the vowel stimuli used in the 
present classification task are presented in 
isolation, we have not examined whether different 
phonological contexts can influence the L2 
listeners’ classification performance, while a 

growing body of research has reported that vowel 
perception is sensitive to the phonetic-
phonological context in which the target vowel is 
situated (Levy, 2009a, 2009b; Strange et al., 2001). 
Additionally, since the vowel stimuli were 
synthesised signals with invariant formant values, 
the dynamic nuances of monophthongal vowels are 
ignored in the present study, while some studies 
have found that authentically produced vowel 
dynamics such as the inherent spectral change are 
important cues in vowel recognition (Jin and Liu, 
2013; Morrison, 2009). Finally, since our study 
uses the classification paradigm, which is not often 
used by perceptual assimilation studies, further 
experiment comparison research is needed to 
inform the correspondence between the patterns 
revealed by a classification task and those from 
more conventional paradigms, e.g., assimilation 
and discrimination tasks (Bundgaard-Nielsen et al., 
2011a; Faris et al., 2018; Tyler et al., 2014). In 
particular, how does classification overlap score 
(as shown in Table 2) corresponds to mutual 
discriminability remains an urgent topic for future 
studies. 

5 Conclusion 

In the present study, we have used the perceptual 
overlap score to analyse confusion patterns in L2 
vowel perception, and we have also compared the 
overlap scores with the accuracy and RT measures 
and found robust correlation properties between 
them. These findings suggest that the 
misclassification patterns in a confusion matrix can 
reveal the perceived similarity between sound 
categories. For L2 listeners, in particular, this 
information should be analysed together with the 
potential interference from the listeners’ native 
phonology, e.g., perceptual assimilation. The 
method used in the present study has the potential 
to be incorporated with other experimental 
paradigms (e.g., assimilation and discrimination 
tasks) in the cases where L2 listeners have 
relatively high proficiency in the target language 
and therefore have access to the emerging L2 
categories. 
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Abstract

In the process of numerically modeling natural
languages, developing language embeddings
is a vital step. However, it is challenging to
develop functional embeddings for resource-
poor languages such as Sinhala, for which
sufficiently large corpora, effective language
parsers, and any other required resources are
difficult to find. In such conditions, the ex-
ploitation of existing models to come up with
an efficacious embedding methodology to nu-
merically represent text could be quite fruitful.
This paper explores the effectivity of several
one-tiered and two-tiered embedding architec-
tures in representing Sinhala text in the senti-
ment analysis domain. With our findings, the
two-tiered embedding architecture where the
lower-tier consists of a word embedding and
the upper-tier consists of a sentence embedding
has been proven to perform better than one-tier
word embeddings, by achieving a maximum
F1 score of 88.04% in contrast to the 83.76%
achieved by word embedding models. Further-
more, embeddings in the hyperbolic space are
also developed and compared with Euclidean
embeddings in terms of performance. A senti-
ment data set consisting of Facebook posts and
associated reactions have been used for this re-
search. To effectively compare the performance
of different embedding systems, the same deep
neural network structure has been trained on
sentiment data with each of the embedding sys-
tems used to encode the text associated.

1 Introduction

An effective numerical representation of the textual
content is crucial for natural language processing
models, in order to understand the underlying rela-
tional patterns among words and discover patterns
in natural languages. For resource-rich languages
like English, numerous pre-trained models as well
as the required materials to develop an embedding
system are readily available. On the contrary, for
resource-poor languages such as Sinhala, neither of

those options could be easily found (de Silva, 2019).
Even the data sets that are available for training of-
ten fail to meet adequate standards (Caswell et al.,
2021). Thus, discovering a convenient method-
ology to develop embeddings for text would be
a great step forward in the NLP domain for the
Sinhala language.

Sinhala, also known as Sinhalese, is an Indo-
Aryan language that is used within Sri Lanka (Kan-
duboda, 2011). The primary user base of this lan-
guage is the Sinhalese ethnic group of the country.
In total, 17 million people use Sinhala as their first
language while 2 million people use it as a second
language (de Silva, 2019). Furthermore, Sinhala
is structurally different from English, which uses
a subject-verb-object structure as opposed to the
subject-object-verb structure used by Sinhala as
shown in the figure 1 thus most of the pre-trained
embedding models for English may not be effective
with Sinhala.

Figure 1: SVO grammar structure of English and SOV
grammar structure of Sinhala

This study therefore is focused on discovering
an effective embedding system for Sinhala text that
provides reasonable results when used in training
deep learning models. Sentiment analysis with
Facebook data is utilized as the use case for the
study.

Upon considering common forms of vector pre-
sentations of textual content, bag of words, word
embedding, and sentence embedding are three of
the leading methodologies in the present. Word
embeddings have been observed to surpass the per-
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formance of bag of words for large enough data sets
(Rudkowsky et al., 2018) because bag of words of-
ten met with various problems such as disregarding
the grammatical structure of the text, large vocabu-
lary dimension and sparse representation (Le and
Mikolov, 2014; El-Din, 2016). In order to tackle
the above challenges, word embeddings can be
used. Since word embeddings capture the simi-
larities among ingrained sentiments in words and
represent them in the vector space, word embed-
dings tend to increase the accuracy of classification
models (Goldberg, 2016).

However, one of the major weaknesses of word
embedding models is that they fail to capture syn-
tax and polysemy; i.e. the presence of multiple
possible meanings for a certain word or a phrase
(Mu et al., 2016). In order to overcome these obsta-
cles and also to achieve fine granularity in the em-
bedding, sentence embeddings are used. The idea
is to test common Euclidean space word embed-
ding techniques such as fastText (Bojanowski et al.,
2017; Joulin et al., 2016), Word2vec (Mikolov
et al., 2013), and GloVe (Pennington et al., 2014)
with sentence embedding techniques. The pooling
methods (i.e. max pooling, min pooling and avg
pooling) will be considered as the baseline meth-
ods for the test. More advanced models such as
sequence to sequence model (i.e. seq2seq model)
(Sutskever et al., 2014) and the modified version of
the sequence to sequence model introduced by the
work of Cho et al. (2014) with GRU (Chung et al.,
2014) and LSTM (Hochreiter and Schmidhuber,
1997) recurrent neural network units will be tested
against the pooling means. Furthermore, the addi-
tion of attention mechanism (Vaswani et al., 2017)
into the sequence to sequence model will also be
tested.

Most models created using word and sentence
embeddings are based on the Euclidean space.
Though this vector space is commonly used, it
poses significant limitations when representing
complex structures (Nickel and Kiela, 2017). Us-
ing the hyperbolic space provides a plausible so-
lution for such instances. The hyperbolic space
is a negatively-curved, non-Euclidean space. It
is advantageous for embedding trees as the cir-
cumference of a circle grows exponentially with
the radius. The usage of hyperbolic embedding
is still a novel research area as it was only intro-
duced recently, through the work of Nickel and
Kiela (2017); Chamberlain et al. (2017); Sala et al.

(2018). The work of Lu et al. (2019, 2020) high-
light the importance of using the hyperbolic space
to improve the quality of embeddings in a practi-
cal context within the medical domain. However,
research done on the applicability of hyperbolic
embeddings in different arenas is highly limited.
Thus, the full potential of the hyperbolic space is
yet to be fully uncovered.

Through this paper, we are testing the effective-
ness of a set of two-tiered word representation mod-
els that include various word embeddings as the
lower tier and sentence embeddings as the upper
tier will be compared.

2 Related Work

The sequence to sequence model introduced by the
work of Sutskever et al. (2014) is vital in this re-
search as it is one of the core models in developing
sentence embedding. Though originally developed
for translation purposes the model has gone under
multiple modifications depending on the context
such as description generation for images (Karpa-
thy and Fei-Fei, 2015), phrase representation (Cho
et al., 2014), attention models (Vaswani et al., 2017)
and BERT models (Devlin et al., 2018) thus prov-
ing the potential it holds in the machine learning
area.

The work of Nickel and Kiela (2017) intro-
duces and explores the potential of hyperbolic em-
bedding by using an n-dimension Poincaré ball.
The research work compares the hyperbolic and
Euclidean embeddings for a complex latent data
structure and comes to the conclusion that hyper-
bolic embedding surpasses the Euclidean embed-
ding in effectivity. Inspired by the above results,
both Leimeister and Wilson (2018) and Dhingra
et al. (2018) have extended the methodology intro-
duced by Nickel and Kiela (2017). Leimeister and
Wilson (2018) have developed a hyperbolic word
embedding using the skip-ngram negative sam-
pling architecture taken from Word2vec. In lower
embedding dimensions, the developed model per-
forms better in comparison to its Euclidean coun-
terpart. The work of Dhingra et al. (2018) uses
re-parameterization to extend the Poincaré embed-
ding, in order to learn the embedding of arbitrarily
parameterized objects. The framework thus created
is used to develop word and sentence embeddings.
In our research, we will be following the footsteps
of the above papers.

When considering the usage of hyperbolic em-
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beddings in a practical context, the work of Lu
et al. (2019, 2020) can be examined. The research
by Lu et al. (2019) improves the state-of-the-art
model used to predict ICU (intensive care unit)
re-admissions and surpasses the accepted bench-
mark used to predict in-hospital mortality using hy-
perbolic embedding of Electronic Health Records,
while the work of Lu et al. (2020) introduces a
novel network embedding method which is capable
of maintaining the consistency of the node represen-
tation across two views of networks, thus emphasiz-
ing the capabilities of hyperbolic embeddings. To
the best of our knowledge, hyperbolic embeddings
have not been previously applied to Sinhala content.
Therefore, this research may reveal novel insight
regarding hyperbolic embedding and its effectivity
in sentiment analysis.

In the research work of Senevirathne et al.
(2020), capsule-B model (Zhao et al., 2018) is
crowned as the state-of-the-art model for the Sin-
hala sentiment analysis. In this work, a set of
deep learning models are tested for the ability to
predict the sentiment of Sinhala news comments.
The GRU (Chung et al., 2014) model with a CNN
(Wang et al., 2016) layer which is used for the
testing of each embedding in this work is taken
from the aforementioned research. Furthermore,
the work of Weeraprameshwara et al. (2022) has
extended the idea and tested the same set of deep
learning models with the addition of sentiment
analysis models introduced in the work of Jayaw-
ickrama et al. (2021) using the Facebook data set
which is used in this research work. According to
their results, the 3 layer stacked BiLSTM model
(Zhou et al., 2019) outshines as the state-of-the-art
model.

3 Methodology

In order to test the feasibility of two-tiered word
representation as a means of representing Sinhala
text in the sentiment analysis domain, a series of
experiments were conducted as described in the
following subsections.

3.1 Data Set

The data set used for the project is extracted from
the work of Wijeratne and de Silva (2020), which
contains 1,820,930 Facebook posts from 533 Face-
book pages popular in Sri Lanka over the time
window of 2010 to 2020. The research work has
produced two cleaned corpora and a set of stop

words for the given context. The larger corpus
among them consists of a total of 28 to 29 million
words. The data set covers a wide range of subjects
such as politics, media, and celebrities. Table 1
illustrates the fields taken from the data set for the
embedding development, model training and test-
ing phases.

Field Name Total Count Percentage(%)

Likes 312,282,979 93.58

Loves 10,637,722 3.19

Wow 1,633,255 0.49

Haha 5,377,815 1.61

Sad 2,611,908 0.78

Angry 1,158,182 0.35

Thankful 12,933 0.00

Table 1: The counts and percentages of the reactions in
the Facebook data set

3.2 Preprocessing

Even though there are two preprocessed corpora
introduced through the work of Wijeratne and
de Silva (2020), the raw data set was used for this
research with the objective of preprocessing it to
suit our requirements. As such, numerical content,
URLs, email addresses, hashtags, words in other
languages except for Sinhala and English, and ex-
cessive spaces were removed from the text. While
the focus of this study is colloquial Sinhala, English
is included in the data set as the two languages are
often codemixed in colloquial use. Codemixing of
Sinhala with other languages is much less in com-
parison. Furthermore, stop words were removed
from the text as well, as recommended by Wijer-
atne and de Silva (2020). Posts with no textual con-
tent after thus preprocessing as well as posts with
no reaction annotations were also removed as they
yield no value in the annotation stage. The final
preprocessed data set consists of Sinhala, English,
and Sinhala-English code mixed content, adding
up to a total of 542,871 Facebook posts consisting
of 8,605,849 words.

3.3 Annotation

Since the procedure followed in the model devel-
opment is supervised learning, the data set needed
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to be annotated (Schapire and Freund, 2012). It
is quite a considerable challenge to obtain suffi-
ciently large annotated data sets for resource-poor
languages like Sinhala thus Facebook data set is
ideal for the given scenario as the Facebook posts
are pre-annotated by Facebook users using Face-
book reactions. Though this is not an expert anno-
tation, it can be considered as an effective means
of community annotation as the collective opinion
of a large number of Facebook users is represented
by the reaction annotation (Pool and Nissim, 2016;
Freeman et al., 2020; Graziani et al., 2019; Jayaw-
ickrama et al., 2021).

A binary classification method which was in-
troduced through the work of Senevirathne et al.
(2020) and further improved for Facebook data
by Weeraprameshwara et al. (2022) is used in this
research as the annotation schema which is illus-
trated in the figure 2. Here, the Facebook reactions
are divided into two classes; positive reactions and
negative reactions. The reactions love and wow
are considered as positive reactions while sad and
angry are classified as negative reactions. The re-
actions like and thankful have been excluded as
they are outliers in the data set with respect to the
other reactions. The like is the de facto reaction
given by the users and it does not yield a valid
sentiment. The thankful reaction has appeared in
a small time period making the presence insignifi-
cant compared to other reactions (only 0.00003%
of the total reaction count). The haha reaction is
also excluded due to the contradicting nature of its
use cases (Jayawickrama et al., 2021). The care
reaction is not included in this data set as it was first
introduced to the platform in 2020 (Lyles, 2020),
after the creation of the data set.

3.4 Word Embeddings

The final vector representation of Facebook posts
consists of two major elements: word embeddings
and sentence embeddings.

Word embeddings are used both as the first tier of
the two-tiered embedding systems and as the basic
one-tiered embedding systems used in the form
of a benchmark against which the performance of
two-tiered embedding systems would be compared.
The performance of both Euclidean and hyperbolic
word embeddings has been thus evaluated in this
research.

Figure 2: Reaction categorization for the annotation

3.4.1 Euclidean Word Embeddings
For the purpose of representing words in the Eu-
clidean space; fastText, Word2vec, and GloVe word
embedding techniques were utilized. Word vec-
tors consisting of 200 dimensions were created
using each of the aforementioned models and a
window size of 40 was picked based on the work
of Senevirathne et al. (2020); Weeraprameshwara
et al. (2022) which precedes this research.

3.4.2 Hyperbolic Embeddings
The hyperbolic space exhibits different mathemati-
cal properties in comparison to the Euclidean space.
Due to its inherent properties, the Euclidean space
struggles to model a latent hierarchy. This issue
could be addressed by mapping the embedding
into a higher dimension (Nickel and Kiela, 2017).
However, this may lead to sparse data mapping,
causing the curse of dimensionality to affect the
performance. This may induce adverse effects such
as causing the machine learning model to overfit
by the data and using a high memory capacity for
computations and storage.

The hyperbolic space has caught the attention of
researchers as a plausible solution to such issues
encountered in using the Euclidean space for mod-
eling complex structures. The unique feature of
this mathematical model is that the space covered
by an n-ball in an n-dimensional hyperbolic space
increases exponentially with the radius. In contrast
to the Euclidean space where the space covered by
an n-ball remains restricted by the nth power of the
radius, the hyperbolic space could easily handle
complex models such as tree-like structures within
a limited dimensionality.
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The distance (D) between two vectors (i and j)
in the hyperbolic space can be calculated as shown
in equation 1.

D(i,j) = arcCosh (1 +
2||i− j||2

(1− ||i||2)(1− ||j||2))
(1)

Gaussian curvature is denoted by K. The cir-
cumference (C) of a hyperbolic circle with radius
r is calculated as displayed in equation 2 while the
area (A) can be calculated using equation 3.

C = 2πR sinh (r/R) (2)

A = 2πR2 cosh (r/R− 1) (3)

Here, R is a constant of which the value is de-
picted by equation 4.

R =
1√
−K (4)

Since both the circumference and the area of
a hyperbolic circle grow exponentially with the
radius, the hyperbolic space has the capability to
effectively store a complex latent hierarchy of data
using a much lower number of dimensions than the
Euclidean space would require to store the exact
same structure.

In order to create hyperbolic word embeddings,
the data set should be reformed in such a manner
that the syntactic structure of data is highlighted.
However, an adequate language parser for Sinhala
does not currently exist (de Silva, 2019). Using
parsers dedicated to the English language is also
unfitting since the underlying grammatical struc-
ture of Sinhala is significantly different from that
of English. Furthermore, for codemixed colloquial
data present in this data set, grammatical structures
of both Sinhala and English languages would have
to be taken into consideration. Therefore, the pars-
ing mechanism shown in figure3 is used to generate
word tokens. A total of 8605849 tokens have been
thus generated.

The two-dimensional illustration of the Poincaré
ball after training with the Facebook data set is
shown in the figure 4. Each node represents a word
in the figure and each edge represents the connec-
tion between words. Here for the illustration pur-
poses, only a thousand nodes are shown and the
dimension is projected from 200 to 2.

The clustering of semantically related words in
the Poincaré embedding is shown in the figure 5.

Figure 3: Examples of parsing mechanism used for the
hyperbolic embeddings where each word is matched to
the sentence

Figure 4: Poincaré word embedding done on Facebook
data set

A set of words related to cricket sport is clustered
in the top left corner while a set of Sinhala words
related to Christianity is clustered in the bottom
left. A cluster which represents news-related terms
is formed in the bottom right corner. With this
evidence, we can safely assume that the hyperbolic
space has the capability to store a complex latent
hierarchy such as the semantic relation of words.

3.5 Sentence Embeddings

Sentence embeddings are used as the second tier of
the two-tiered embedding models. Basic pooling
methods as well as the sequence to sequence model
are used to generate sentence embeddings by using
the word embedding of each word in a sentence.
For both Euclidean space and hyperbolic space em-
beddings, the sentence embeddings are generated
in a similar fashion as described in section 3.5.1.

With the parsing method mentioned in the sec-
tion 3.4.2 the sentence embeddings of the Poincaré
embedding is formed as illustrated in the figure 6.
Both sentences and words included in them are
added to the Poincare ball in the form of nodes,
with nodes representing words surrounding those
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Figure 5: Word clustering in the Poincaré embedding.
The meaning of the Sinhala words are given in the brack-
ets

Figure 6: The sentence vector representation in the
Poincaré embedding

representing the sentences they are used in. Words
that are used more frequently in the data set are
pushed further towards the edge of the ball while
less frequent words reside closer to the centre. The
vector representing a sentence stripped of stop
words would be placed closer to the centre of the
ball as well, since a sentence would be repeated
much less frequently in the data set in comparison
to a word. As figure 6 portrays, the word defence
which is not frequently used in the data set is lo-
cated further away from the edge of the ball than
the word state, which is used more frequently.

3.5.1 Pooling
Sentence embeddings have been created with three
different pooling mechanisms for each of fastText,
Word2vec, GloVe, and hyperbolic word embed-
dings; namely, max pooling, min pooling, and avg

pooling. Pooling embeddings will be considered
as baseline sentence embeddings against which the
performance of the sequence to sequence model is
compared.

Since the hyperbolic vector space has different
mathematical properties, a set of equations differ-
ent from those used for the Euclidean space is re-
quired for the pooling methods.

ASE(i) =

n∑

j=1

300∑

k=1

WEk (5)

ASE(i) =

n∑

j=1

300∑

k=1

WEk (6)

ASE(i) =

n∑

j=1

300∑

k=1

WEk (7)

3.5.2 Sequence to Sequence Model
This sentence embedding mechanism follows the
sequence to sequence model introduced through
the work of Sutskever et al. (2014), referred to as
the seq2seq model from here onwards.

The data set is randomly shuffled and a subset
consisting of 400,000 data rows is used for training
the encoder, decoder units.

In the original model, the encoder accepts a set
of vectors which consists of the word embedding of
each word in a sentence followed by the< EOS >
token as input and returns a context vector as the
output. In order to train the model, the decoder
is fed with the context vector from the encoder,
with the objective of getting the < SOS > token
followed by the translated sentence as the final out-
put. For our research, the output expected from
the decoder is the same sentence that has been in-
putted into the encoder. For a given sentence, the
word embedding of each word in the sentence is in-
putted into the Recurrent Neural Network encoder,
which has a hidden layer similar in dimensions to
the word embedding. Since the expected output
from the RNN decoder is also the same sentence,
the context vector (output of the encoder) can be
considered as the sentence embedding that we are
seeking.

Different sentence embeddings are thus gener-
ated using both Euclidean and hyperbolic word em-
beddings as inputs to the seq2seq model. For each
type of word embeddings, the RNNs inside the
encoder and decoder are also modified to generate
different sentence embeddings. Here, GRU (Chung
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et al., 2014), LSTM (Hochreiter and Schmidhuber,
1997), and simple RNN models are used. The ar-
chitecture of the GRU seq2seq model has been
inspired by the model introduced through the work
of Cho et al. (2014).

Furthermore, two different decoder structures
have been used to train the seq2seq model. A sim-
ple decoder which functions as explained above
and a decoder with the attention mechanism intro-
duced in the work of Vaswani et al. (2017) are thus
utilized. Both models use a teacher forcing value
of 0.5 with the objective of performing better at the
prediction task (Lamb et al., 2016).

The squared L2 norm between the predicted
word embedding and the actual word embedding
is used as the loss function for Euclidean embed-
dings. Equations 8 shows embedding value of the
ith sentence which is calculated by summing up
all the word embeddings in the predicted sequence
of word embeddings. The symbol n is the length
of the longest sentence which may vary for the
selected data set. WEk is the value of each di-
mension in the 200 dimension word embedding.
Equation 9 calculates the value of ith true word
embedding sequence (TVi) which is the summation
of the word embeddings of True word sequence.
Then in the equation 10, the squared L2 norm (Err)
is calculated. n denotes the number of data items
used. The procedure follows for both Euclidean
and hyperbolic space embeddings.

PVi =
n∑

j=1

200∑

k=1

WEK (8)

TVi =

n∑

j=1

200∑

k=1

WEK (9)

Err = (1/n)

n∑

i=1

(PVi − TVi)2 (10)

3.6 Testing

To the extent of our knowledge, there does not ex-
ist a well known or effective benchmark to test
the performance of Sinhala sentence embeddings.
Therefore, the GRU RNN model with a CNN layer
introduced by the work of Chung et al. (2014);
Senevirathne et al. (2020) is used to test each em-
bedding. The function of this model is to under-
stand the sentimental reactions of Facebook users
to Facebook posts and thus classify each post as
either positive or negative based on its prediction of

the sentimental reaction of users to that post. The
classification of the Facebook posts was done as
explained in the section 3.3.

As mentioned above since the scarcity of a large
enough data set for Sinhala language to train deep
learning models, the same Facebook data set is
used for the model training purpose. However, a
different set of Facebook posts are used in order
to avoid repetition of the data set and a total of
200,000 posts were used for the training purpose.
The holdout method was used with data set splits
into the 8:1:1 ratio for train, validate, and test sets.
Tests were run multiple times and the average per-
formance measures were recorded.

4 Results

The results obtained by training the models only
using word embeddings are displayed in table 2.
Here, the row fastText(Sinhala News Comments)
taken from the work of Weeraprameshwara et al.
(2022) is used as a benchmark against which the
performance measures of the other word embed-
dings are compared. There, the Facebook data set
was embedded using the fastText word embeddings
trained with the Sinhala News Comments data set
introduced through the work of Senevirathne et al.
(2020), while the latter rows display the results of
embedding the Facebook data set with word em-
beddings trained with the Facebook data set itself.

As the table portrays, using the Facebook data
set containing 542,871 preprocessed Facebook
posts, which is much larger in size than the Sin-
hala News Comments data set with 15,000 Sinhala
News comments, to develop the word embeddings
has resulted in a comparatively higher F1 score.

The results of each embedding in the two-tiered
structure are shown in table 3. The first column
presents the word embedding method used while
the second column depicts the sentence embedding
method utilized and the rest of the columns are
used to present the performance measures. The best
performance measures from each word embedding
category are highlighted.

The best F1 score is produced by the two-tiered
embedding which uses fastText as the word embed-
ding and the seq2seq model with GRU RNNs and
attention layer as the sentence embedding while the
second-best F1 is scored by the fastText embedding
with average pooling. For each of the sentence em-
bedding methods, the highest F1 score is produced
by pairing with fastText word embeddings. fast-

331



Word Embedding
Performance Measures

Accuracy Precision Recall F1

fastText (Sinhala News comments) (Weer-
aprameshwara et al., 2022)

81.17 81.17 81.57 81.37

Word2vec 83.47 83.65 83.47 83.56

GloVe 82.09 81.91 82.65 82.28

fastText 83.76 83.76 83.76 83.76

Hyperbolic 82.78 82.11 83.58 82.84

Table 2: Word Embedding results

Text embeddings have resulted in a better F1 score
in the one-tiered embeddings as well. Thus, we
can conclude that fastText is the word embedding
schema which provides the best performance in
this context.

Upon taking the word embedding categories
into consideration, Word2vec embeddings provide
the second-best results, with performance scores
slightly lower than those of fastText. The ranking
of F1 scores achieved by hyperbolic and GloVe
embeddings seem to be highly dependent on the
type of sentence embedding used. However, the
best F1 score obtained by hyperbolic embeddings,
which was by pairing with the seq2seq model with
GRU encoder and decoder units including an atten-
tion layer, is higher than the best F1 score GloVe
embeddings have achieved upon pairing with max
pooling sentence embeddings. It should be noted
that the structure of data utilized here may not be
optimal for hyperbolic embeddings.

In sentence embeddings, the performance of
seq2seq model with GRU encoder, decoder units
and an attention layer tend to surpass other sen-
tence embedding models except when the word
embedding utilized is GloVe. Nonetheless, strip-
ping off the attention layer brings the performance
of the seq2seq model with LSTM encoders and
decoders to a level higher than that obtained with
GRU encoder and decoder units, with the exception
of the case where hyperbolic word embeddings are
utilized.

Furthermore, there is a clear improvement in the
performance scores of the seq2seq model when the
attention layer is applied to the decoder. However,
when the attention layer is not applied, pooling
embeddings manage to perform better than seq2seq
models except when hyperbolic word embeddings

are utilized. The reason for this exception could be
that the Euclidean pooling mechanisms used may
not be the best fit for hyperbolic embeddings.

5 Conclusion

Comparing tables 2 and 3 makes it evident that
there is a clear improvement in performance when
two-tiered embedding systems are used, in contrast
to simply using a single tier of word embeddings.
The possibility of sentence embeddings used in
two-tiered embedding systems to enable the mod-
els to consider the syntax of sentences could be
the reason for this improvement. When word em-
beddings of Sinhala Facebook posts are directly
fed to a sentiment analysis model, the model is
likely to see the Facebook posts as merely an unor-
ganized set of words instead of an organized set of
sentences.

In addition, the results displayed in table 3 ex-
hibit the use of the two-tiered embedding sys-
tem that combines fastText word embeddings and
seq2seq sentence embeddings with GRU encoder
and decoder units as well as an attention layer has
given rise to the best performance measures. Al-
though Word2vec embeddings follow closely be-
hind in performance, they have failed to surpass
fastText, possibly due to the inability of the em-
bedding system to consider the internal structure
of words, which the fastText embedding system
by nature is capable of (Bojanowski et al., 2017;
Joulin et al., 2016).

Though the hyperbolic space has an advan-
tage over the Euclidean space due to its ability
to effectively represent complex hierarchical data
structures (Nickel and Kiela, 2017), fastText and
Word2vec have outperformed hyperbolic embed-
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Embedding level Performance Measures

Word Sentence Accuracy Precision Recall F1 Score

Word2vec

Max Pooling 77.23 80.06 94.59 86.72

Min Pooling 77.29 81.55 92.41 86.64

Avg Pooling 77.44 81.43 93.41 87.01

Seq2seq GRU 75.86 76.74 97.14 85.75

Seq2seq GRU with attention 79.12 79.72 96.45 87.29

Seq2seq LSTM 75.97 76.17 98.76 86.01

Seq2seq LSTM with attention 77.42 77.86 97.36 86.53

GloVe

Max Pooling 75.63 77.74 96.79 86.22

Min Pooling 75.34 78.68 94.81 85.99

Avg Pooling 76.11 76.90 97.38 85.93

Seq2seq GRU 74.23 74.15 100.00 85.16

Seq2seq GRU with attention 74.23 74.09 100.00 85.12

Seq2seq LSTM 74.23 74.15 100.00 85.16

Seq2seq LSTM with attention 74.23 74.09 100.00 85.12

fastText

Max Pooling 79.93 81.23 94.78 87.49

Min Pooling 79.80 82.49 93.22 87.52

Avg Pooling 80.86 82.55 94.07 87.93

Seq2seq GRU 78.12 80.90 92.33 86.23

Seq2seq GRU with attention 80.61 81.31 96.00 88.04

Seq2seq LSTM 79.00 82.12 91.59 86.60

Seq2seq LSTM with attention 80.31 80.06 96.98 87.72

Hyperbolic

Max Pooling 76.71 77.54 95.95 85.77

Min Pooling 76.11 77.68 94.11 85.11

Avg Pooling 77.00 77.31 95.56 85.47

Seq2seq GRU 76.38 77.09 97.57 86.13

Seq2seq GRU with attention 77.31 78.31 96.70 86.54

Seq2seq LSTM 76.48 77.91 95.49 85.81

Seq2seq LSTM with attention 77.19 78.22 96.24 86.30

Table 3: Performance measures of each embedding

dings in this research. The reason for this could
be the lack of potent parsing tools for the Sinhala
language (de Silva, 2019). To obtain the optimum

performance from hyperbolic embeddings, an ef-
fective hierarchical structure such as sentence struc-
tures identified via parsing is required. The simple
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[word, sentence] relation structure used in this re-
search may not be sufficient for this. Furthermore,
the pooling techniques also fail to be on par with
the seq2seq model, possibly due to the fact that
the vectors generated by applying Euclidean pool-
ing mechanisms on hyperbolic embeddings do not
always fall within the space of the Poincaré ball.

Another noteworthy fact is that the GloVe em-
beddings tend to underperform in comparison to
the other word embeddings models used in this
research. Unlike resource-rich languages such as
English, no pre-trained GloVe models exist for the
Sinhala language. This could hinder the ability of
GloVe embeddings to achieve their full potential.

Thus, it can be concluded that though a robust
embedding model for Sinhala that is applicable
across all domains may not be currently available,
it could be possible to develop an effective embed-
ding system that would at least be potent within
the domain of the training data set by applying a
two-tiered embedding model such as the seq2seq
sentence embeddings with GRU encoders and de-
coders stacked on top of fastText word embeddings
on a sufficiently large data set.

6 Future Work

This research is related to the work of Jayawick-
rama et al. (2021) and as the final goal, a Facebook
reaction prediction tool for colloquial Sinhala text
will be developed and the word representations de-
veloped in this project will be used for that tool.

The data set contains both Sinhala and English
text since our aim is to develop a word representa-
tion for colloquial Sinhala text which consists of
English and Sinhala code-mixed content. However,
a pure Sinhala embedding can be generated in the
future.

Furthermore, Poincaré embeddings could be de-
veloped for Sinhala text with the use of a proper
parser to identify sentence structures though devel-
oping a reasonable parser for colloquial text will
be a challenge.

Though this research only considers sentiment
analysis for the Sinhala language, the applicabil-
ity of the two-tiered embedding systems discussed
in other areas of natural language processing as
well as for other resource-poor languages could be
tested as well.
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Abstract 

A corpus-based study is conducted to investigate 

verbs collocating with present-tensed will and be 

going to. Data from Corpus of Contemporary 

American English (COCA) are addressed, 

especially for lexical verb-collocates (V-

collocates). Data-driven results show that lexical 

V-collocates of will and be going to are sensitive 

to semantic and pragmatic functions. MI scores 

manifest that verbs with deficient meanings but 

higher functionality can be commonly applied to 

will contexts. V-collocates in will contexts have 

a wider acceptance of register, despite a potential 

stylistic preference to formal use; in contrast, V-

collocates in be going to reveal its lower 

formality but higher frequency in informal 

spoken context. Additionally, semantic 

expansion with metaphorical and hilarious use is 

interestingly found in informal be going to 

contexts, especially on words involved with 

serious legal or security issues. In general, 

meaning shifts within will and be going to are 

greatly influenced by and pragmatically derived 

from context, which is coordinated with the 

monosemous account by Nicolle (1998a). The 

present findings offer new information about the 

distinction of English future event markers. 

Keywords: verb collocates (V-collocates), will, 

be going to, corpus-based, COCA 

1 Introduction 

1.1 Overview 

As primary English future event expressions, will 

and be going to have been long explored for their 

intricacies in syntactic, semantic, and pragmatic 

aspects (Berglund, 1997, 2005; Haegeman, 1989; 

Nicolle, 1998a; Szmrecsanyi, 2003). Researchers 

have demonstrated their efforts in the distinction 

with different methods and from theoretical aspects, 

while the relation between will and be going to in 

actual use remains complicated. 

1.2 Research Difficulties 

The difficulties in distinguishing them can be 

derived from (1) their intimate associations with 

tense, aspect, and mood/modality (TAM), (2) their 

sensitivity to syntactic and semantic conditions, and 

(3) disambiguation from their semantics or 

pragmatics. As Haegeman (1989) noted: “to analyze 

future markers in English, we address not only tense 

and aspectual auxiliaries but also the relation 

between surface representations of tense and truth 

conditions.” In addition, by examining syntactic 

environments, Szmrecsanyi (2003) further indicates 

that English future event markers are sensitive to 

negation, subordinate contexts, IF-clause, and even 

sentence length. As for their disambiguation, a 

monosemous account was proposed by Nicolle 

(1998a), in which the varieties of will and be going 

to interpretations and their function to express 
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future events are pragmatically derived. Multiple 

factors have been widely discussed, suggesting that 

follow-up studies should better consider those 

intervenient elements at different linguistic levels. 

1.3 Research Gap 

Previous discussions mainly focused on the 

complementizer layer and inflectional layer (CP & 

IP), while attention was seldom paid to the lexical 

layer (vP & VP). As the meaning core of subject 

predicates, sentential expressions, and utterances, 

lexical verbs (VLEX) (with lower functionality but 

rich semantic knowledge), in comparison with will 

and be going to, should provide vital information. 

Verbs collocating with will and be going to are thus 

believed to play a significant role in explaining their 

meanings as well as marking the differences in use. 

1.4 Purpose of Study 

The present study investigates present-tensed will 

and be going to, with an innovative point of view. 

We explore the pattern at the lexical layers, by 

scrutinizing their verb collocates (V-collocates). 

Research Data is retrieved from the Corpus of 

Contemporary American English (COCA). V-

collocate differences are expected to show different 

semantic and pragmatic functions of the two 

markers. It is worth noting that considering the 

sensitivity to TAM as well as the complex 

interaction with tense and aspectual auxiliaries. So, 

in the paper, we mainly discuss lexical V-collocates 

(will / be going to + VLEX). 

2 Syntax 

Some of the previous studies on will and be going 

to attach importance to their syntactic environments. 

To observe their similarity and difference in 

syntactic patterns, they may show implications on 

the distinction. Those attempts done previously can 

be summarized and classified in the 3-layered 

structure of syntax.  

Rizzi (1997) categorizes the syntactic structure 

into three layers, including the complementizer 

layer (CP), inflectional layer (IP), and lexical layer 

(vP & VP). Associating syntactic layers with 

previous discussions, we find that studies on the CP 

and IP levels were mostly explored previously, 

while the lexical layer in will and be going to 

contexts was seldom under inspection.  

 

Figure 1. The three-layered structure of English 

syntax (Rizzi, 1997) 
 

2.1 Complementizer layer (CP) 

The complementizer layer is generally headed by a 

functional word or morpheme (e.g., for, since, when, 

if, as, etc.). Type of sentence is also determined here. 

CP-level discussions about will-and-be-going-to 

distinction include their sensitivity to subordinate 

contexts and IF-clause. 

In Szmrecsanyi’s (2003) study, be going to 

presents a high-frequency pattern in syntactic 

dependent contexts (i.e., subordinate contexts) but a 

relatively lower frequency in independent contexts 

(i.e., the main clauses of sentences); on the other 

hand, reservations are held for will contexts, since 

will seems not to demonstrate an obvious tendency 

towards syntactic independence within sentences. 

In general, subordinate contexts have perceptible 

influences on the occurrence of be going to. 

Moreover, Yeh (2021) reexamined subordinate 

structures in both contexts, using data from the 

British National Corpus (BNC). It is indicated that 

in the BNC data, will is much more frequent in 

independent contexts. Note that Szmrecsanyi’s  

(2003) data sources embraced British English (BE) 

and American English (AE), while Yeh (2021) only 

adopted a BE-based corpus. This infers the use of 

will and be going to may have dialectal variations 

and cross-cultural bias, in which AE and BE 

speakers show different degrees of preference. 

Szmrecsanyi (2003) also pointed out that will and 

be going to have extraordinary sensitivity in if-

subclause (IF-Sub) structure, among subordinate 
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constructions: will is more dominant in main clauses 

of IF-Sub clauses; be going to is frequent in IF-Sub 

clauses. IF-Subs usually lead conditional sentences, 

where their truth values are opaque or unsure. 

Conditional sentences often coordinate with mood 

and modality to avoid over-affirmation. Divergent 

distributions in IF-Subs confirm that will and be 

going to are tied to TAM.  

2.2 Inflectional layer (IP) 

The inflectional layer is often headed by functional 

heads. According to the split-IP hypothesis (Pollock, 

1989), IP can be divided into several sub-layers, 

some of which may be subtly different across 

languages. Verb can move from lower phrases to TP, 

which is called verb raising. In English syntax, one 

of the sub-phrases in the split IP is Negation Phrase 

(NegP). 

In previous studies, negation is reported to be 

influentially associated with the distribution of will 

and be going to (Szmrecsanyi, 2003) in the IP level: 

won’t frequently occur in negated contexts, while 

data excluding won’t illustrates that will is hardly 

negated. As for be going to, data of its negation does 

not reveal an explicit preference. This phenomenon 

should be noted by the analogical pressures in AE, 

in which AE speakers prefer contracted forms (cf. 

Hofland & Johansson, 1982; Hundt, 1997; 

Szmrecsanyi, 2003); thus, the frequency of 

contracted won’t in AE can be higher than that of 

not going to. To study will and be going to, cross-

dialectal difference should be particularly noted. 

2.3 Lexical layer (vP & VP) 

The lexical layer is normally headed by the verb, in 

which the argument structure and theta roles work. 

In the syntax of will and be going to, the main IPs 

are occupied by will and be going. VLEX serves as 

the head of vP, as demonstrated in (1). The syntax 

of will is less complicated than be going to, in that 

VLEX in the latter context is located at the vP of 

another lower-layered CP.  

 
(1) Syntax of present-tensed will and be going to 

a. will + VLEX: 

[TP will [vp VLEX … 

b. be going to + VLEX : 

[TP is/am/are [AgrP going [CP [TP to [vP VLEX … 

Literature about will and be going to mostly 

discuss their behaviors at CP and IP layers, hardly 

coping with the syntax at the lexical layer (vP & VP); 

however, VLEX following them can provide vital 

information in the distinction, since VLEX can not 

only be C-selected but also be S-selected by will and 

be going to. 

It would be argued here that VLEX is worth noting 

and might be more truthful to capture the pattern of 

will and be going to, since it is dominated at the 

lower layer. 

3 Semantic-Pragmatic Interactions 

Aside from the syntactic distributions, the semantics 

and pragmatics of will and be going to should also 

be examined and well defined first. They seem to be 

polysemous in surface, in which will is more than 

expressing volition and be going to is more than 

signifying movement. Checking the evolution of 

their meanings, we might find a successive process 

of meaning expansion and they might not be 

polysemous despite multiple meanings that have 

been derived in both contexts. 

As the semantic model of English modal 

auxiliaries proposed by Klinge (1993), Nicolle 

(1997) argued that will and be going to should be 

analyzed as monosemous, under the Relevance 

Theory. Even though users usually think of more 

than one possibility that will and be going to can 

derive, this does not make their polysemy. Instead, 

such expressive diversity of will and be going to is 

considered to be pragmatically derived (Nicolle, 

1998a). The apparent polysemy is caused by their 

context-sensitive interpretations, highly associated 

with grammaticalization (i.e., shifting from heavy 

verbs to light verbs/modal auxiliaries) (Nicolle, 

1998b). Grammaticalized will and be going to make 

themselves seemingly polysemous. This can be 

attributed to semantic retention. Original senses are 

kept but only triggered in certain contexts, in which 

lexical meanings and grammaticalized senses co-

exist. So, will and be going to offer several potential 

interpretations in contexts and those should be 

interpreted as sense derivation at pragmatic levels. 

3.1 will 

Commonly known as modal auxiliaries in English, 

will derives several contextual meanings, appearing 

to state (1) possibility with present or future time 

references, (2) habitual expressions, (3) willingness 
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to make performance or take action, and so on. 

Previous analyses have drawn the monosemous 

analysis and attributed such polysemous 

interpretations to semantic retention; a single sense 

is actually taken. Before grammaticalized, will 

represents its old (lexical) meaning to express one’s 

volition. But, inferential meanings become 

accessible from the relevance-theoretic perspective. 

Interpretations through three major functions of 

English modal auxiliaries (e.g., epistemic, deontic, 

and dynamic) hence expand its semantically 

underdefined sense, leading to various contextual 

meanings. 

3.2 be going to 

In use, be going to reflects activities in the 

upcoming future or inevitability (Coates, 1983; 

Leech, 2014; Palmer, 2014). Two different 

meanings are usually considered: (1) prior intention, 

and (2) current activities (Nicolle, 1998a). Distinct 

default senses challenge the monosemous account 

for be going to, while it is solved by semantic 

retention as well. The default meaning is found to 

be kept and proved evident in native children 

processing their L1 (English) (Ziegeler, 1996, 1997). 

Polysemous interpretations are in fact by-products 

of grammaticalization. V-collocates thereby have 

the possibility to trigger such contextually 

polysemous meanings in be going to conditions. 

Brisard (2001) further notes that be going to can 

draw a “paradoxical but pragmatically plausible” 

account for the near future, in which events remain 

unknown in the present timing usually, before 

declared by the speaker. 

3.3 Importance of the Monosemy 

In general, the semantics of will and be going to can 

be treated as monosemy, though. Monosemy should 

be noted before the following analysis of corpus 

data. As will and be going to are monosemous and 

are semantically based on a single sense, V-

collocates or the whole VP can take the floor to 

greatly influence and even determine the sentence 

and contextual meanings. Then, V-collocates gain 

the importance to be checked and discussed in the 

following sections.  

4 Method 

The present analysis relies on corpus data from 

native users’ examples, which is believed to better 

connect close-to-nature patterns to the distinction 

between will and be going to.  

4.1 Data Source 

Research data under close scrutiny are consulted 

from the Corpus of Contemporary American 

English (COCA) (Davies, 2008), one of the most 

representative corpora of American English (AE). It 

comprises over 1 billion words and a wide array of 

sentences in genres with various formality, from 

spoken text to academic context. COCA also 

provides instant operation of frequency and MI 

value.  

4.2 Procedure & Data Analysis 

To explore V-collocates with will and be going to, 

we will first categorize types of V-collocates, since 

they can potentially be attached by lexical verbs or 

tense-aspectual auxiliaries. Modified data have 

been under operation and checked by two well-

trained research fellows. Two V-collocates with 

English future markers are examined through 

frequency (Minfreq = 20) and MI scores (MinMI = 3). 

5 Results & Discussion 

V-collocates may include lexical verbs and 

auxiliary verbs (e.g., progressive auxiliary, passive 

auxiliary, perfect auxiliary, etc.). Raw data 

consulted from COCA should be under re-analysis 

to scout out lexical V-collocates. V-collocates can 

further be explored via frequency and MI scores. 

5.1 Type of V-Collocates 

Verbs attached to will and be going to are 

miscellaneous. Note that BE-verbs should be 

cautiously examined, for they can serve as (1) 

intensive verbs proceeded by subject predicates like 

adjectives or nouns, (2) progressive auxiliaries 

[PROG] followed by Ving, and (3) passive 

auxiliaries [PASS] to express passive voice. Besides, 

have also needs close examination, since it can be a 

lexical verb as well as the perfect auxiliary [PREF]. 

So, the data presented below has been amended 

based on raw frequency excerpted from COCA. 

Four types of V-collocates dominating most of the 

uses are shown as follows:
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 will ‘ll Total Occurrence 

X + VLEX  1,480,274   835,879   2,316,153  90.81% 

X + be Ving  39,687   29,190   68,877  2.70% 

X + be Vpp  140,797   15,515   156,312  6.13% 

X + have Vpp  8,200   1,105   9,305  0.36% 

Total  1,480,274   835,879   2,316,153  100.00% 

Note: X represents two different forms of WILL, will or ‘ll. 

Table 1: Type of V-collocates with will 

 

 is ‘s am ‘m are ‘re Total Occurrence 

Y + VLEX  78,467   91,977   7,403   65,106   56,010   126,957   182,967  88.63% 

Y + be Ving  1,823   1,689   174   1,192   2,512   4,431   11,821  5.73% 

Y + be Vpp  4,046   2,346   57   462   2,917   1,745   11,573  5.61% 

Y + have Vpp  14   14   -     6   19   34   87  0.04% 

Total  84,350   96,026   7,634   66,766   61,458   133,167   206,448  100.00% 

Note: Y stands for different forms of BE going to, in which BE can be is (‘s), am (‘m), or are (‘re). 

Table 2: Type of V-collocates with be going to 

 

In terms of frequency, corpus data illustrates will 

is more prevailing than be going to. V-collocates of 

present-tensed will and be going to in Table 1&2 

reveal that they are regularly attached to lexical 

verbs (N1, LEX=2,316,153; N2, LEX=182,967). In 

addition, BE-verbs collocating with two verbs 

demonstrate subtly different patterns, especially 

when they are progressive auxiliaries and passive 

auxiliaries. Collective frequencies of passive and 

progressive use in will context display the 

frequency of passive use (be+Vpp) (N1, 

be+Vpp=140,797) is divergently higher than 

progressive use (be+Ving) (N1, be+Ving=39,687) in 

will, while progressive use (N1=29,190) 

overwhelms passive use (n=15,515) in cliticized ’ll 

conditions. Progressive-passive biased use is not 

obviously found in be going to context (N2, 

PROG=11,821; N2, PASS=11,573). 

5.2 Frequency of V-collocates 

Results of V-collocates by frequency manifest a 

wide variety of actions that seem not to be 

semantically associated with will and be going to. 

In Table 3, high-frequency verbs collocating with 

present-tensed will and be going to are displayed. 

Note that in present-tensed will and be going to 

contexts, frequency of be is counted, as it serves as 

an intensive verb to bring the subject predicates out. 

Yet, V-collocates presented as be+Ving and 

be+Vpp have been excluded.  

 

will[PRES] 

be, have, take, make, get, 

do, continue, come, help, 

go, see, find, give, need, 

become, tell, say, happen, 

work, keep 

be[PRES] going to 

be, have, get, do, take, go, 

make, happen, see, come, 

need, give, say, try, tell, 

talk, start, put, find, look 

Table 3: V-collocates with present-tensed will 

and be going to by frequency 
 

The patterns of V-collocates are analogous to 

each other. First, be, as a lexical verb, is attached to 

both most frequently. Secondly, verbs carrying 

abundant meanings (e.g., have, get, make, take, do, 

go, etc.) are frequently attached to both future 

markers. This could be taken as part of the evidence 
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that will and be going to share similar functions in 

identifying the high probability of the occurrence. 

5.3 MI Scores & V-collocates 

As frequency patterns between will and be going to 

provide limited information on the distinguishment, 

the following section will analyze MI scores of V-

collocates. Four dominant genres are listed in 

Table 4&5, in which the majority of the register 

distribution can be found: (1) spoken, (2) magazine, 

(3) newspaper, and (4) academic contexts. 

Formality will also be counted based on the sum of 

V-collocates in most of the formal contexts (i.e., 

magazine, newspaper, and academic contexts). To 

avoid selection bias, the ratios of occurrence in all 

the selected contexts are calculated, with the time 

of use in all documented contexts as the 

denominator. Results of mutual information reveal 

a variety of differences in V-collocates. It is found 

that V-collocates have intimate interaction with 

semantic and pragmatic functions, including 

meanings of lexical verbs, genres, and formality. 

5.3.1 will  

V-collocate 
MI 

Score 

All 
Informal Formal Formality 

(M+N+A)/All Spoken Magazine Newspaper Academic 

N N % N % N % N % N % 

continue 7.42 25,413 4,348 17.1% 3,075 12.1% 4,306 16.9% 2,832 11.1% 10,213 40% 

prevail 7.14 827 214 25.9% 98 11.9% 97 11.7% 53 6.4% 248 30% 

enable 7.05 2,152 115 5.3% 509 23.7% 234 10.9% 586 27.2% 1,329 62% 

depend 6.99 2,493 209 8.4% 425 17.0% 379 15.2% 642 25.8% 1,446 58% 

remain 6.70 8,038 779 9.7% 1,160 14.4% 1,635 20.3% 1,059 13.2% 3,854 48% 

require 6.48 5,799 271 4.7% 1,042 18.0% 839 14.5% 1,624 28.0% 3,505 60% 

receive 6.29 5,240 255 4.9% 582 11.1% 1,309 25.0% 536 10.2% 2,427 46% 

allow 6.27 8,386 809 9.6% 1,390 16.6% 1,323 15.8% 1,144 13.6% 3,857 46% 

emerge 6.14 1,075 90 8.4% 243 22.6% 191 17.8% 197 18.3% 631 59% 

happen 6.04 11,608 2,359 20.3% 1,113 9.6% 1,295 11.2% 425 3.7% 2,833 24% 

affect 5.97 3,007 397 13.2% 456 15.2% 494 16.4% 511 17.0% 1,461 49% 

begin 5.92 6,892 882 12.8% 948 13.8% 1,829 26.5% 469 6.8% 3,246 47% 

Table 4: Lexical verbs collocating with present-tensed will by MI score. 

 

V-collocates with will have an inclination toward 

verbs like (1) intensive verbs, (2) prepositional (or 

intransitive) verbs, and (3) verbs proceeded by non-

finite clauses. Such verbs require subject-

predicates or object-predicates to make the VPs 

semantically complete. For example, remain serves 

as an intensive verb and requires a subject-

predicate, such as NP or AP, to complete the 

meaning of the whole VP. Besides, intransitive 

verbs or prepositional verbs also usually attach to 

will, including begin, continue, depend, emerge, 

happen, etc. They can either exist independently in 

intransitive use or look for an infinitive to complete 

the meaning of the whole VP. What’s more, verbs 

like allow, enable, and require are commonly 

followed by a non-finite clause to complement the 

expressions. See also affect, as in (2a) and (2b). 

Affect is a semantically fuzzy word like influence 

or impact. It infers that the prediction is uncertain 

to some extent. If there is a high probability to 

occur, speakers should know more details and 

would rather take more informative verbs to 

elaborate on how the situation can be influenced. In 

sum, V-collocates in will contexts seem to be 

semantically defective and possess higher 

functionality. 
 

(2a) Your vote will affect the future and be recorded in 

eternity. (BLOG, 2012) 

(2b) […], which I also don't think will affect many 

people. (NEWS, 1990) 
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Pragmatically speaking, V-collocates with will 

appears more often in formal contexts. Checking 

the tendency of formality, we find most of the verbs 

present a relative increase in frequency, 

transitioning from spoken context to academic 

contexts. For example, enable and depend only 

show 5.3% and 8.4% occurrence in spoken 

contexts, but their occurrences obviously surge to 

27.2% and 25.8% in academic contexts. Similar 

patterns can be found in other V-collocates with 

will. Most of the cumulative occurrence rates 

(including use in magazines, newspapers, and 

academic contexts) reach 40% and more. Yet, the 

formality distributions mostly hover around 40-

60%. It reveals will has a wider acceptance of 

different registers to some extent (cf. formality 

value of be going to in Table 5), in spite of the 

potential preference towards formal contexts. 

5.3.2 be going to 

V-collocate 
MI 

Score 

All 
Informal Formal Formality 

(M+N+A)/All Spoken Magazine Newspaper Academic 

N N % N % N % N % N % 

happen 7.01 17,571 7,568 43.1% 989 5.6% 1,621 9.2% 186 1.1% 2,796 16% 

die 6.06 5,619 1,230 21.9% 429 7.6% 359 6.4% 73 1.3% 861 15% 

explode 5.95 335 58 17.3% 23 6.9% 13 3.9% 2 0.6% 38 11% 

kill 5.55 4,756 1,034 21.7% 194 4.1% 243 5.1% 39 0.8% 476 10% 

jail 5.50 1,403 328 23.4% 60 4.3% 104 7.4% 16 1.1% 180 13% 

lose 5.38 3,347 1,320 39.4% 220 6.6% 337 10.1% 27 0.8% 584 17% 

win 5.35 4,885 2,095 42.9% 318 6.5% 617 12.6% 24 0.5% 959 20% 

marry 5.34 841 164 19.5% 52 6.2% 38 4.5% 2 0.2% 92 11% 

be 5.26 156,090 70,649 45.3% 8,903 5.7% 15,274 9.8% 1,751 1.1% 25,928 17% 

retire 5.20 315 135 42.9% 22 7.0% 63 20.0% 1 0.3% 86 27% 

solve 5.20 897 445 49.6% 62 6.9% 99 11.0% 13 1.4% 174 19% 

continue 5.04 3,702 2,310 62.4% 151 4.1% 366 9.9% 46 1.2% 563 15% 

Table 5: Lexical verbs collocating with present-tensed be going to by MI score. 

 

As shown in Table 5, die, explode, kill, and jail are 

verbs involved with serious legal or security issues. 

Normally, speakers would not address such verbs 

for sensitivity, especially when things have been 

known to certainly happen. Referring to the 

original sense of be going to, we find its V-

collocates in part related to the meanings: (1) 

events in the near future and (2) inevitability. The 

distributions are attributed to the latter one. While 

it is confirmed to have occurrence and display the 

certainty, those verbs can be linked to the use of be 

going to (i.e., pure future and inevitability) much 

better than will. The rules can likewise explain 

other V-collocates like lose, win, marry, and retire. 

Those verbs are used when the happening of the 

action or the appearance of status is for sure for 

speakers. 

Furthermore, an intriguing use with semantic 

expansion is frequently found in be going to 

context. For example, explode and kill are 

commonly associated with legal or security issues. 

As they are thrown into the spoken context, the 

original meaning of explode and kill are weakened; 

yet, metaphorical use and humorous expressions 

take place to expand their uses. Look at the 

examples below. 

(3a) Bob is going to explode. (SPOK, 2014) 

(3b) I believe you, Joe. […] You're not going to kill 

me? (SPOK, 2017) 

In (3a), it would be generally reckoned that Bob 

is going to be angry, instead of breaking up into 

pieces. The speaker describes that Bob’s emotions 

would erupt angrily, dangerous as a bomb. As for 
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(3b), where a question is hilariously asked. By 

observing the context, it can be easy to understand 

that the speaker did not really confirm whether his 

friend was going to kill him, but made fun of his 

friends and try to tell his friend not to be angry. The 

speaker covertly manipulates the cooperative 

principle, flouting the maxims. In fact, using kill to 

play the boundary is a typical example, in that 

many examples do not derive kill from “cause to 

die” (cf., Fodor, 1970; Wierzbicka, 1975). 

Though semantic expansion seemingly takes 

place, such processes are pragmatically derived. In 

(3a) and (3b), word senses seem to be humorously 

or metaphorically applied to informal contexts. 

However, it should be noted such meanings 

originally occur in specific contexts. Expansion of 

those word senses takes place, as the meanings 

have been conventionalized under valid inference 

for a long time. So, (3a) and (3b) should be known 

as the transition for their pragmatics to semantics. 

With respect to genres and formality, V-

collocates with be going to have a preference for 

informal registers. Generally, they share a high 

frequency in spoken contexts rather than formal 

registers. Most of the formality distributions are 

lower than 20%, which implies that be going to 

may be commonly used in informal contexts or 

daily use, in comparison to will. 

5.3.3 Comparison between will & be going to: 

continue & happen 

Comparing will and be going to, we further found 

continue and happen cooccur in the top10 V-

collocates lists by MI score, with high MI scores in 

both. For their high accessibility, this section is 

proposed to comparatively discuss their behaviors 

in both contexts. They are especially noticeable in 

frequency as well as MI score (see Table 6).  

 

VLEX will be going to 

continue 7.42 
(25,413) 

5.04 
(3,702) 

happen 6.04 
(11,608) 

7.01 
(17,571) 

Note: Numbers in the table refer to MI Score (Frequency). 

Table 6: Representation of continue and happen 

by MI score and frequency 

 

Considering their MI scores and frequencies, we 

found continue is preferred in will contexts than be 

going to contexts, with higher MI scores and 

frequencies (MI: 7.42 > 5.04; Freq: 25,413 > 3,702). 

In contrast, happen has been used more in be going 

to contexts (MI: 6.04 < 7.01; Freq: 11,608 < 

17,571). The numbers of happen is less divergent, 

which needs further inspection. Following the 

previous section, we summarized their distribution 

of formality to check the preferences (Table 7). 

 

VLEX 

will be going to 

Informal 
(SPOK) 

Formality 
Informal 

(SPOK) 
Formality 

continue 
4,348  

40% 
2,310  

15% 
17.1%  62.4%  

happen 
2,359  

24% 
7,568  

16% 
20.3%  43.1%  

Table 7: Formality preference of continue and 

happen in will and be going to contexts. 

 

V-collocates of continue and happen confirm 

that will is less preferred in informal contexts, 

while be going to bears lower formality and is used 

more frequently in informal contexts. Generally 

speaking, V-collocates with will and be going to 

can be sensitive to formality.  

6 Conclusion 

The study employs a corpus-based approach to 

scrutinize V-collocates with will and be going to in 

the present tense. Results show their V-collocates 

are highly associated with their semantics and 

pragmatics. First, MI scores manifest V-collocates 

with will are verbs with deficient meanings but 

higher functionality like (1) intensive verbs, (2) 

prepositional (or intransitive) verbs, or (3) verbs 

proceeded by non-finite clauses. Secondly, their V-

collocates are sensitive to genres and formality. V-

collocates of will has a wider acceptance of register 

than those of be going to; on the other hand, V-

collocates with be going to display lower formality 

and higher frequencies in informal spoken context. 

Third, associating verb behaviors and contexts of 

use, we find that semantic expansion with 

metaphorical or hilarious use is frequently found in 

informal be going to contexts, in that figurative and 

analogical meanings are potentially derived from 
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their denotations and pragmatically manipulated to 

be semantic expansion. This is coordinated with the 

monosemous account drawn by Nicolle (1998a). 

By and large, the present findings reveal that V-

collocates with present-tensed will and be going to 

are sensitive to their distinction.  
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Abstract

Most of the available resources for low
resource languages are crawled from the
web. In order to obtain reasonable ma-
chine translation performance with such
datasets, it is important to filter low qual-
ity samples from the training data. In
this paper we explore the use of lan-
guage agnostic sentence representations
for filtering parallel data for low resource
language pairs: Pashto-English, Khmer-
English, Nepali-English and Sinhalese-
English. We determine the quality of the
samples based on embedding similarity be-
tween source and target sentences. Our
experiments show that when preceded by
language filtering using language agnos-
tic embeddings significantly improves the
performance of neural machine translation
(NMT) and achieve performance competi-
tive to language specific approaches.

1 Introduction

Neural machine Translation models are known to
be data hungry (Koehn and Knowles, 2017). Train-
ing a high-quality NMT model requires a very
large amount of data, usually in the order of mil-
lions of sentence pairs. For the majority of lan-
guage pairs, parallel training data is compiled by
aligning web-crawls in source and target languages
using various heuristics based methods (Munteanu
and Marcu, 2005). These web crawled datasets
are often noisy due to alignment errors between
source and target sentences. These misalignments

© 2022 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

lead to models with poor translation performance
(Khayrallah and Koehn, 2018). Therefore, it is im-
portant to ensure the quality of the training data by
filtering out noisy samples.

Various filtering techniques have been proposed
in the machine translation literature which focus
on different types of noise. Significant gains can
be achieved by applying simple rules that do not
take into consideration the semantic similarity be-
tween source and target sentences. Such rules in-
clude: removal of sentence pairs that are identi-
fied with language codes that are not aligned with
source and target languages, length based pruning,
removal of repetitive strings, and other heuristics
(Barbu and Barbu Mititelu, 2018). However, a ma-
jor type of noise is the non-equivalence of source
and target sentences. Here, non-equivalence im-
plies that the source and target sentences are not
correct translations of each other (Khayrallah and
Koehn, 2018). These non-equivalence cases are
much harder to identify by simple heuristics. To
detect noisy samples of this type, an oracle model
is required to calculate the semantic similarity be-
tween source and target sentence pairs.

In the last few years, there has been a growing
interest in developing advanced parallel data filter-
ing techniques, resulting in a shared task for “par-
allel corpus filtering” focusing on high and low re-
source language pairs (Koehn et al., 2019; Koehn
et al., 2020). The majority of these approaches fo-
cus on rule-based pre-filtering followed by scoring
with an oracle model trained on high-quality paral-
lel data for the same language pairs (Esplà-Gomis
et al., 2020). One of the early reported approaches
with high accuracy (Junczys-Dowmunt, 2018) is
based on predictor models that are applied in both
forward and reverse directions. The models are
trained on a given ”good quality” data and cross-
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entropy scores from both models are combined to
calculate the quality of a given ”noisy” sentence
pair. Such techniques rely on assumed ”good qual-
ity” data to train the oracle models which is not al-
ways available, especially in case of low-resource
languages. On the other hand, there has been con-
siderable research on learning “language agnostic”
sentence representations (embeddings) which aim
to produce equivalent representations of seman-
tically equal sentences across languages. These
models are trained on large monolingual and mul-
tilingual data and are shown to generate reason-
able language independent representations, includ-
ing for languages not included in their training
data.

In this paper, we investigated the use of two
well-known “language agnostic” sentence embed-
ding models to asses training samples quality,
namely: “Language-Agnostic Sentence Represen-
tations” (LASER) (Schwenk and Douze, 2017)
and “Language-agnostic BERT Sentence Embed-
ding” (LaBSE) (Feng et al., 2020a). We conducted
experiments on the low resource language pairs
used in the “Parallel Corpus filtering” shared tasks
in WMT-19 and WMT-20. The performance of
different filtering methods was evaluated by train-
ing MT models on size varying datasets drawn
from the top ranked sentence pairs.

2 Related work

Some recent works have explored the use of cross-
lingual representations for parallel corpus filter-
ing. (Herold et al., 2021) experimented with var-
ious agreement scores to compute source-target
sentence similarity based on word embeddings.
Another work in the same line explored the use
of multilingual BERT for filtering parallel cor-
pora (Zhang et al., 2020). The authors leveraged
the ability of the aforementioned model to project
multilingual sentences into a shared space. Both
these works can be considered the closest to ours.
However, our work offers different contributions
which can be listed as follows:

• They have mainly experimented with high
resource languages, on the other hand,
we focused on the low resource language
pairs from the WMT “Parallel Corpus filter-
ing” task namely: Khmer-English (KM-EN),
Pashto-English (PS-EN), Sinhalese-English
(SI-EN) and Nepali-English (NE-EN).

• Our work is centered around comparing the
most well established models for generating
language agnostic sentence representations
while these other works experimented with
either word embedding based approaches or
models that are not explicitly optimized to
align latent representations of parallel sen-
tence pairs. Such models are proven to be in-
ferior to the models that we experiment with
in cross-lingual similarity tasks.

• To be able to mimic real world settings, we
conduct large scale experiments by evaluat-
ing the best performing methods on a dataset
that is complied by combining all the pub-
licly available datasets for a given language
pair which we collect from OPUS (Tiede-
mann, 2012). Furthermore, we complement
our work by conducting human evaluations
on chosen languages pairs.

3 Data filtering

In this paper, our aim is to explore the use of lan-
guage agnostic sentence embedding models as or-
acles to determine the translation quality of par-
allel sentences in training datasets. For this pur-
pose, we obtain language independent representa-
tions for each source and target sentence and de-
termine the translation quality by calculating the
cosine similarity between these embeddings. Sen-
tence pairs are scored, ranked and then filtered
based on a similarity threshold or by selecting a
pre-defined percentage of the original data size.
We experiment with two well-known sentence rep-
resentation models: Language Agnostic Sentence
Representations (LASER) and Language agnostic
Bert sentence embeddings (LaBSE). We briefly ex-
plain these representations in the following subsec-
tions.

3.1 LASER
Language-Agnostic Sentence Representations
(LASER) (Schwenk and Douze, 2017; Artetxe
and Schwenk, 2019) is based on exploiting neural
machine translation architectures to learn join rep-
resentations for different language pairs. They use
separate encoders and decoders for each language
and encourage bridging the representation gap
using a multi-task learning framework with vari-
ous training configurations. Their configurations
vary based on the number of used encoders and
decoders per batch update as follows: one-to-one,
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many-to-one, one-to-many, and many-to-many.
Such training strategies are claimed to push the
encoder representations of equivalent sentences
in different languages closer to each other in the
embedding space. At inference time, decoders are
discarded and sentence embeddings are obtained
by applying a max-pooling operation over the out-
put of the encoder. LASER supports 93 languages
belonging to 23 different scripts.

3.2 LaBSE

Language Agnostic Bert Sentence Embeddings
(LaBSE) (Feng et al., 2020b), is based on com-
bining some of the latest representation learn-
ing approaches namely: Masked Language Mod-
eling (MLM) (Devlin et al., 2019), Translation
Language Model (TLM) (Lample and Conneau,
2019), dual encoder translation ranking (Guo et
al., 2018), and the use of additive margin softmax
loss (Yang et al., 2019). Embeddings for source
and target sentences were generated from a trans-
former model (Vaswani et al., 2017) pretrained us-
ing MLM and TML, they were then separately fed
into a shared 12-layer transformer network. Fi-
nally, the output representations of parallel sen-
tences were optimized to be similar to each other
and distant from negative samples using an addi-
tive margin softmax loss. The latest LaBSE model
supports 112 languages and is claimed to outper-
form LASER in parallel text retrieval.

4 Experimental setting

In WMT-19, the parallel corpus filtering task
was organized for Sinhalese-English (SI-EN) and
Nepali-English (NE-EN) and in WMT-20 the same
task was organized for Khmer-English (KM-EN)
and Pashto-English (PS-EN). In WMT-19, no
scores were provided with the noisy training data
to be used as a baseline system. In WMT-20, noisy
training data was released along with the similarity
scores computed using LASER embeddings to be
used as the baselines.

We conducted two sets of experiments on the
aforementioned language pairs. In the first set of
experiments (see 4.1), we applied multiple filtering
techniques on the noisy training datasets released
by WMT parallel corpus filtering shared tasks,
we then evaluated the performance of MT models
trained on a varying number of the top ranked sen-
tences according to the filtering systems as defined
in the shared task descriptions. In the second set

Year Train Valid Test
KM-EN WMT-20 4.1 m 2378 2320
PS-EN WMT-20 1 m 3162 2719
SI-EN WMT-19 3.3 m 2898 2766
NE-EN WMT-19 2.2 m 2559 2835

Table 1: Parallel corpus filtering task WMT-19 and WMT-20
statistics. Data sizes are in number of sentence pairs.

of experiments (see 4.2), we included additional
training datasets that are publicly available and ap-
plied the approaches that resulted in the best results
in our first set of experiments. We studied the per-
formance of the MT systems trained on different
data sub-samples to be able to determine an opti-
mal similarity score threshold. The choice of the
languages posed an interesting zero shot challenge
because not all languages were used in training of
both the models. As a result, not all four languages
are supported by both the models. LASER only
supports Khmer and Sinhalese, while LaBSE only
supports Khmer, Nepali and Sinhalese. Pashto is
not supported by either of the models. However
it has been observed that both the models can be
generalized well even to minority languages that
are not supported by the models. This observa-
tion could possibly be attributed to transfer learn-
ing from languages in the training data which are
closely related to these four languages.

4.1 WMT noisy data filtering
In this set of experiments, we aimed to replicate the
setup of the “parallel corpus filtering” shared tasks
in WMT-19 and WMT-20. Given a noisy corpus
for a low resource language pair, the participating
teams were required to submit quality scores for all
the training samples. Filtering systems were then
evaluated according to the performance of MT sys-
tems trained on varying size datasets (in terms of
target tokens) sampled from the top ranked pairs
according to the submitted quality scores. The MT
systems were trained by the task organizers and
used fixed model and hardware configurations to
guarantee comparable assessment. Dataset statis-
tics for each language pair are provided in Table 1

To establish a baseline, we train two MT sys-
tems on the entire data without any re-ranking or
sub-sampling as follows:

• No filtering: The entire released noisy data is
used for training without any filtering.
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• Language ID filtering: Language filtering is
applied to the training data using fastText
toolkit (Joulin et al., 2016). Only the exam-
ples where the detected source and target lan-
guage codes are not consistent with source
and target languages are filtered out.

Sub-sampling experiments are setup as follows:
sample sizes of [1, 2, 5] million target tokens are
used for Nepali-English and Sinhalese-English and
sample sizes of [2, 3, 5, 7] millions are used for
Khmer-English and Pashto-English. Sub-sampling
was performed using the script provided by the
WMT organizers. The following filtering methods
configurations are reported:

• Language ID filtering + LASER scoring: af-
ter applying language ID filtering, the remain-
ing sentence pairs were scored and ranked ac-
cording to the cosine similarity of the LASER
embeddings.

• Language ID filtering + LaBSE scoring: same
as the previous point but used LaBSE embed-
dings instead of LASER embeddings.

• Best performing systems in WMT tasks: To
compare LASER and LaBSE filtering with
the state-of-the-art language specific tech-
niques, we selected AFRL (Erdmann and
Gwinnup, 2019) for WMT-19 languages and
Huawei (Açarçiçek et al., 2020) for WMT-20
languages. These models were chosen since
they are the best performing models in the re-
spective tasks where publicly available scores
for the training samples are provided.1

4.2 Variable/mixed quality data filtering

Based on the first set of experiments as described
in 4.1, we determined the best technique (out of
LASER and LaBSE) for each language pair and
applied it on a larger corpus that consists of sam-
ples of “unknown” quality. For each language
pair, we first applied the standard language-id fil-
tering, followed by scoring and re-ranking with the
source-target embedding similarity score. We fil-
tered the ranked corpus using different threshold
values [0.5, 0.6, 0.7, 0.8, 0.9] of the similarity
scores and trained NMT models on each filtered
sub-sample. In this way we determined the best
1Data can be downloaded from the websites of the respective
WMT tasks

similarity threshold per language pair. We mainly
used the datasets from OPUS repository and com-
bined these datasets with the noisy corpus pro-
vided in the relevant WMT task. The details of
the used datasets are provided in Table 2.

4.3 Training details

All the experiments in this paper were conducted
using the same model architecture and training
configuration. A TransformerBase model with the
default configuration was trained using Opennmt-
tf translation toolkit2. A Shared vocabulary of
10000 sub-words is trained using sentencepiece
tokenizer(Kudo and Richardson, 2018). Models
were trained for 1 million steps for the WMT data
experiments and until convergence for the larger
scale experiments. Convergence was defined as
no significant change in the validation set perfor-
mance according to BLEU scoring at 100,000 step
increments.

Note that the NMT toolkit and the training con-
figuration we used in this paper are different from
those used in the WMT parallel corpus filtering
tasks. This is because, in this paper, our purpose
is not to do a direct comparison of a proposed
methods with the results or methods reported in
the WMT tasks but to empirically analyze utility
of language agnostic embeddings for corpus filter-
ing.

4.4 Evaluation metrics

BLEU score (Papineni et al., 2002) is the most
commonly used automatic evaluation metric for
machine translation performance. However, it has
been recently criticized due its failure to correlate
with human judgement. A recent study (Kocmi
et al., 2021) conducted an extensive comparison
of various MT evaluation metrics and found out
that BLEU is inferior to other automatic metrics
with respect to correlation to human judgements.
They found that other metrics such as COMET
(Rei et al., 2020) and ChrF (Popović, 2015) cor-
relate much better. Therefore, following their rec-
ommendations, we reported model performances
on COMET and ChrF in addition to BLEU. BLEU
is calculated using sacreBLEU python implemen-
tation (Post, 2018).

ChrF is a character level n-gram F-score be-
tween generated translation and reference. Simi-
lar to BLEU, it calculates n-gram matches between

2https://github.com/OpenNMT/OpenNMT-tf
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Datasets Sentences
KM-EN CCAligned, GNOME, KDE4, Paracrawl, QED, wikimedia, XLEnt. WMT-20 4.8 M
PS-EN CCAligned, GNOME, KDE4, Paracrawl, QED, wikimedia, XLEnt, WMT-20 1.4 M

SI-EN
CCAligned, CCMatrix, GNOME, KDE4, OpenSubtitles,

Paracrawl, QED, Ubuntu, Wikimatrix, wikimedia, XLENT, WMT019
11 M

NE-EN
CCAligned, CCMatrix, GNOME, KDE4, OpenSubtitles,

Paracrawl, QED, Ubuntu, Wikimatrix, wikimedia, XLENT, bible-uedin, WMT-19
2.1 M

Table 2: Combined data statistics for all language pairs for mixed data experiments.

translation and reference, however, at character
level. ChrF is calculated using the same sacre-
BLEU implementation. For both BLEU and ChrF,
statistical significance was measured using boot-
strap re-sampling (Koehn, 2004) with 1000 sam-
ples. For the noisy-data-only experiments, we cal-
culate statistical significance between LaBSE and
LaSER based filtering as well as between best of
language agnostic filtering with that of the com-
petitor baseline as described in subsection 4.1. For
the mixed-quality-data experiments, we compare
the statistical significance between the no-filtering
baseline with all other experiments (subsampling
at various threshold values).

COMET is a neural network framework in
which large pre-trained cross-lingual language
models such as XLM-RoBERTa (Lample and Con-
neau, 2019) were fine-tuned on [source, hypothe-
sis, reference] pairs in order to predict annotated
human evaluation scores. We used a reference-
based regression model which is built on top of
XLM-R wmt-comet-da. This model covers all the
languages in our study.

5 Results

5.1 Khmer-English

Table 3 shows the results for noisy data filtering
experiment for KM-EN language pair. The per-
formance of all models using the three evaluation
metrics is monotonically consistent, i.e., higher
performance with respect to one metric also means
higher performance with respect to other metrics.
The model achieves the lowest performance when
trained on the entire data without any filtering. Fil-
tering using language identification provides sig-
nificant improvements. For sample sizes of 5 mil-
lion and 7 million, sub-sampling based on LaBSE
scoring performs the best, while for sample sizes
of 2m and 3m, Huawei filtering (Açarçiçek et al.,
2020) performs the best. This is consistent for both

devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 58 million
NF 4.2 17.9 -1.17 4.8 20.1 -1.02

target tokens = 15 million
lg 6.3 24.8 -0.94 6.9 27.6 -0.85

target tokens =7 million
HW 8.7 32.1 -0.60 10.2 36.9 -0.44
LS 6.1 30.1 -0.75 7.0 33.1 -0.65
LB 8.5† 32.2† -0.59 10.2† 37.3† -0.42

target tokens =5 million
HW 8.0 32.4 -0.61 10.0 37.0 -0.45
LS 6.6 29.8 -0.75 7.2 32.8 -0.68
LB 8.4∗† 32.5∗ -0.58 10.9∗† 38.1∗ -0.40

target tokens =3 million
HW 8.7∗ 32.9∗ -0.58 10.5∗ 38.0∗ -0.43
LS 5.7 28.6 -0.82 6.5 32.2 -0.74
LB 8.2† 32.4† -0.60 9.9† 37.2† -0.45

target tokens =2 million
HW 8.0∗ 32.1∗ -0.63 9.6∗ 36.9∗ -0.49
LS 4.7 27.1 -0.90 5.4 30.4 -0.83
LB 7.3† 30.9† -0.67 8.7† 35.3† -0.55

Table 3: KM-EN WMT noisy data filtering. NF= No filter-
ing, lg = language id filtering only, HW=Huawei system, LS
= language id + LASER scoring, LB= language id + LaBSE
scoring. Values in bold indicate the highest ranking system
for each subsample category. * represents a statistically sig-
nificant comparison between HW and best of the language
agnostic method and † represents the same between LASER
and LaBSE at p< 0.01.

dev and test sets. Moreover, for all filtering meth-
ods, using a sample size of 7 million target tokens
seems to perform the best, while using 2 million
tokens seem to perform the worst.

Given that LaBSE performs significantly better
than LASER when using the noisy data, we ap-
plied LaBSE scoring along with language filtering
on a combined set of noisy and clean training data
as described in 4.2. Table 4 describes the results
for the mixed data experiments for KM-EN. Filter-
ing only on language ID drops the performance on
the development set when compared to using the
full training data but the performance remained al-
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devtest test
BLEU ChrF++ COME BLEU ChrF COME

NF 7.9 23.5 -0.97 8.7 27.5 -0.78
lg 6.2 25.5 -0.93 8.8 30.7 -0.70
τ BLEU ChrF COME BLEU ChrF COME

0.5 10.2 33.9 -0.52 12.1 39.1 -0.33
0.6 10.2 33.8 -0.51 12.1 39.4 -0.33
0.7 10.0 33.8 -0.52 11.8 39.6 -0.32
0.8 9.9 34.3 -0.52 11.1 39.7 -0.32
0.9 .6 32.7 -0.60 9.8 37.5 -0.45

Table 4: KM-EN mixed data experiments. τ = LaBSE simi-
larity score threshold. All results are statistically significance
wrt no filtering baseline. Values in bold indicate training cor-
responding to highest score.

most the same on the test set. However, when com-
bined with LaBSE filtering, it provided significant
improvements compared to no filtering at all. An
embedding similarity score threshold of 0.6 seems
to work the best on such dataset.

devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 12.9 million
NF 7.7 31.6 -0.66 5.9 28.1 -0.80

target tokens = 7.3 million
lg 7.4 30.5 -0.67 5.7 27.2 -0.81

target tokens = 7 million
HW 10.7 37.1 -0.43 8.8 34.2 -0.55
LS 7.9 31.1 -0.65 5.8 27.7 -0.81
LB 8.2 31.7 -0.62 6.4 28.8 -0.75

target tokens = 5 million
HW 10.2 37.3 -0.42 8.7 35.0 -0.52
LS 7.3 31.6 -0.66 5.6 28.9 -0.78
LB 9.7 35.7 -0.47 8.0 33.2 -0.58

target tokens = 3 million
HW 10.1∗ 37.0∗ -0.43 9.3∗ 35.4∗ -0.53
LS 7.2 31.7 -0.68 6.0 30.2 -0.76
LB 10.1 37.0 -0.44 9.2 35.2 -0.54

target tokens = 2 million
HW 9.3 35.9 -0.49 8.4 34.2 -0.58
LS 6.4 31.3 -0.71 5.7 30.2 -0.77
LB 9.3† 35.5† -0.51 8.3† 33.9† -0.60

Table 5: PS-EN WMT noisy data filtering. Legends have
same meaning as Table 3.

5.2 Pashto-English

Table 5 summarizes the results for noisy data ex-
periments for PS-EN. Applying only language ID
filtering causes some slight performance drop as
compared to using the entire training data. Scoring
and sub-sampling using LASER embeddings per-

devtest test
BLEU ChrF COME BLEU ChrF COME

NF 10.3 34.5 -0.52 8.3 31.0 -0.67
lg 8.8 32.3 -0.60 6.7 28.9 -0.75
τ BLEU ChrF COME BLEU ChrF COME

0.5 11.0 37.8 -0.39 9.8 36.0 -0.48
0.6 10.7 37.8 -0.40 9.8 36.1 -0.48
0.7 11.2 38.3 -0.37 9.9 36.4 -0.48
0.8 10.7 37.7 -0.42 9.5 35.9 -0.50
0.9 6.1 30.8 -0.73 5.8 29.8 -0.80

Table 6: PS-EN mixed data experiments. Legends have same
meaning as Table 4.

forms the worst for all sub-sampled sizes. For sam-
ple sizes of 7m and 5m, Huawei filtering technique
performed the best while for sample sizes of 3m
and 2m, both Huawei and LaBSE based filtering
perform almost equally. The differences in perfor-
mance between models are consistent across met-
rics and test sets. Regardless of the fact that Pashto
is not supported by LaBSE, it’s performance is
comparable to the language specific filtering tech-
nique (Huawei).

LaBSE performed significantly better than laser
on the noisy data experiments therefore, for the
experiments with mixed quality data, we applied
LaBSE based filtering. As observed in Table 6, for
mixed data experiments, filtering only with the lan-
guage ID seemed to drop the performance signifi-
cantly. However, applying language ID filtering in
combination with LaBSE based scoring with simi-
larity thresholds in the range of [0.5, 0.8] provided
substantial improvements as compared to using all
the training data. However, with a score threshold
of 0.9, the performance dropped even below that
of only language ID filtering which implies that
with a very high similarity threshold, a substantial
amount of useful training samples get filtered out.

5.3 Sinhalese-English

Table 7 presents the results for Sinhalese-English
noisy data filtering. An important observation for
this language pair is the very low performance
when no filtering is applied which might indicate
high noise level in the crawled dataset. The per-
formance drops further with language ID filter-
ing. However, for this language pair, scoring with
LaBSE outperforms both LASER as well as the
best reported language specific approach (AFRL).
The difference in scores is consistent across test
sets as well as metrics. The best performance
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devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 45 million
NF 3.8 21.7 -0.86 3.1 19.7 -0.91

target tokens = 11 million
lg 2.8 21.3 -0.91 2.0 19.9 -0.93

target tokens =5 million
AF 5.8 30.4 -0.53 5.2 29.5 -0.52
LS 6.1∗ 31.8∗† -0.48 5.6∗ 31.3∗† -0.45
LB 6.0† 31.3† -0.50 5.4† 30.4† -0.47

target tokens =2 million
AF 5.5 30.5 -0.57 5.0 29.8 -0.55
LS 5.7 32.0 -0.51 5.4 31.6 -0.50
LB 7.3∗† 34.2∗† -0.39 6.8∗† 33.7∗† -0.37

target tokens =1 million
AF 4.3 28.6 -0.64 4.0 28.3 -0.62
LS 3.3 27.4 -0.70 3.1 27.4 -0.67
LB 6.4∗† 32.5∗† -0.47 5.6∗† 31.6∗† -0.46

Table 7: SI-EN WMT noisy data filtering. AF = AFRL filter-
ing. Other legends have same meaning as Table 3.

for the LaBSE model was observed with 2m sam-
ples which supports our hypothesis that the initial
dataset is of lower quality than the other language
pairs that we experimented with. Since LaBSE

devtest test
BLEU ChrF COME BLEU ChrF COME

NF 18.2 46.7 0.11 16.3 43.4 0.03
lg 19.2 47.3 0.14 16.5 43.7 0.05
τ BLEU ChrF COME BLEU ChrF COME

0.5 19.9 49.0 0.21 18.8 48.2 0.22
0.6 20.2 49.4 0.22 19.3 48.7 0.23
0.7 20.2 49.5 0.23 19.0 48.6 0.23
0.8 19.5 49.0 0.21 18.5 48.2 0.22
0.9 15.8 45.6 0.06 14.9 44.7 0.06

Table 8: SI-EN mixed data experiments. Legends have same
meaning as Table 4.

based filtering performed the best for the noisy
data experiments, we applied it for mixed dataset
filtering. Table 8 shows the mixed data filtering
results for Sinhalese-English. The absolute scores
using all metrics are substantially higher than those
for the previous two language pairs. Simply apply-
ing language ID filtering provided significant im-
provements compared to using all the data without
filtering. Further filtering using LaBSE provided
additional improvements for all threshold values
except for the threshold value of 0.9. The highest
performance was observed when using a threshold
score of 0.7.

5.4 Nepali-English

devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 35 million
NF 0.7 13.2 -1.25 1.0 13.9 -1.17

target tokens = 9 million
lg 1.5 18.2 -1.07 1.8 18.9 -1.00

5 million
AF 2.7∗ 23.0∗ -0.85 2.8∗ 24.5∗ -0.78
LS 2.1 22.0 -0.92 2.7 23.8 -0.82
LB 2.4† 22.3† -0.86 2.5† 23.5† -0.78

target tokens = 2 million
AF 3.6 26.5 -0.78 3.8 28.5 -0.69
LS 2.4 24.2 -0.88 2.7 25.8 -0.78
LB 5.2∗† 29.6∗† -0.62 5.9∗† 31.6∗† -0.54

target tokens = 1 million
AF 2.7 25.4 -0.82 2.9 27.3 -0.75
LS 0.8 19.6 -1.03 1.2 20.7 -0.98
LB 5.2∗† 29.4∗† -0.64 6.1∗† 31.6∗† -0.55

Table 9: NE-EN WMT noisy data filtering. AF = AFRL fil-
tering. AF = AFRL filtering. Other legends have same mean-
ing as Table 3.

Table 9 shows the Nepali-English noisy data re-
sults. The absolute scores without filtering are the
lowest when compared to other languages. Apply-
ing language ID filtering slightly improved the per-
formance as compared to no filtering. LaBSE fil-
tering performs significantly better that the other
methods according to the majority of the evalua-
tion metrics when using sample sizes of 1m and
2m samples. The language specific approach per-
forms better than LaBSE on the 5m sub-sample
however, the results on this sub-sample were the
worst for all the approaches.

LaBSE based filtering results for the mixed
quality dataset are presented in Table 10. The
best performance was observed using a similarity
threshold of 0.8. Consistent with the observations

devtest test
BLEU ChrF COME BLEU ChrF COME

NF 9.1 30.1 -0.61 10.7 33.3 -0.50
lg 8.6 29.4 -0.63 10.3 32.6 -0.52
τ BLEU ChrF COME BLEU ChrF COME

0.5 11.3 36.5 -0.33 12.8 39.9 -0.19
0.6 11.6 38.0 -0.27 14.1 42.2 -0.12
0.7 12.3 39.4 -0.22 14.7 43.4 -0.09
0.8 12.8 40.4 -0.19 15.3 44.3 -0.07
0.9 10.9 38.1 -0.32 12.9 41.8 -0.19

Table 10: NE-EN mixed data experiments. Legends have
same meaning as Table 4.
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for other language pairs, a very high threshold of
0.9 dropped the performance significantly as com-
pared to other lower values.

5.5 Human evaluation

In order to further verify the certainty of model
performances calculated using automatic scores,
we additionally performed human evaluations for
some experiments. Due to the low availability
of human evaluators, we performed human eval-
uations only for Pashto-English and Sinhalese-
English for WMT noisy data experiments corre-
sponding to the results reported in Table 5 and 7 for
the 5 million sub-sample task. For Pashto-English
and Sinhalese-English, we randomly sampled 100
sentences from the development set which were
rated by native speakers of the corresponding lan-
guages. The raters were directed to assign an inte-
ger adequacy score between [1,5] to each hypothe-
sis translation (Koehn and Monz, 2006). The final
average scores are shown in Table 11. For both
language pairs, as expected, the reference trans-
lations scored the highest. For Pashto-English,
the Huawei filtering method scored significantly
higher than both LASER and LaBSE based filter-
ing. For Sinhalese-English, while LASER model
performed significantly lower, Huawei and LaBSE
filtering performed approximately equally. These
observations for both of the language pairs were
consistent with the automatic evaluations in Table
5 and 7.

6 Discussion

In this paper, we presented an empirical evalua-
tion of the use of language agnostic sentence rep-
resentations to filter parallel data for low resource
neural machine translation. Our experiments show
that using similarity scores based on language ag-
nostic embeddings to compute the quality of the
sentence pairs performs competitively when com-
pared to state-of-the-art language specific tech-
niques for low resource languages.

Filtering out sentences based on automatic lan-
guage detection seems to give inconsistent results,
we think that this happens because of the accu-
racy differences of the used language detection
tool across different languages. Further analysis
needs to be done for better understanding.

Data filtering thresholds based on the similarity
score or a pre-defined number of tokens seems to
vary across languages and datasets. This can be

attributed to two main factors namely: The inher-
ent quality of the dataset and the performance of
the cross-lingual embeddings when it comes to the
language pair under evaluation. Further analysis
needs to be conducted to understand the per lan-
guage pair effects.

Based on our experiments, language agnostic
approaches perform competitively and provide a
simple and a hassle-free way of filtering parallel
datasets. However, this isn’t the case when the
language pair is not supported by the cross-lingual
embeddings models as shown in the PS-EN exper-
iments. Further research is needed to develop and
test approaches for incremental language addition
to the cross-lingual embedding based models.
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Abstract 

In this study, we propose a method to construct 

Japanese BERT using fixed Token Embedding 

to reduce BERT model construction time. This 

method constructs word embeddings in advance 

using word2vec and the corpus, which is used 

in learning BERT models. The token 

embeddings in the BERT model are set to the 

constructed word embeddings. The parameters 

of token embeddings are fixed, that is, not 

learned during BERT model learning. 

Therefore, the proposed method reduces the 

processing time of one epoch in BERT model 

training and obtains the BERT model in fewer 

epochs. In the experiments, we construct 1024-

dimensional 4-layer and 128-dimensional 24-

layer Japanese BERT model using conventional 

and proposed methods, respectively, and the 

effectiveness of the proposed method was 

verified. 

1 Introduction 

BERT (Devlin et al., 2019) is a high-performance 

pre-trained model, but its large model size requires 

significant time and computational resources to 

build. Another problem is the increase in model 

construction time and cost because of the huge data 

sets and models that come with the higher 

performance of pre-trained models (Sharir et al., 

2020). To reduce the construction time of BERT, 

we propose a method to construct Japanese BERT 

by fixing the word distribution representation. 

Specifically, we constructed Japanese BERT by 

learning word embeddings in advance using 

word2vec (Mikolov et al., 2013) and fixing them 

as the Token Embedding of BERT. This reduces 

the time required to learn word embeddings during 

BERT construction.  

     In the experiments, we constructed 128-

dimensional 24-layer and 1024-dimensional 4-

layer Japanese BERTs using conventional and 

proposed methods, respectively, and the 

effectiveness of the proposed method was verified 

by comparing the model construction time and 

accuracy in a document classification task for 

Japanese news articles. The results showed that the 

proposed method reduced the construction time for 

both BERTs. The results of the document 

classification task showed that the proposed 

method can learn a model with the same level of 

accuracy using fewer epochs. 

2 Related Work 

2.1 Small size BERT 

BERT is a huge model, and its training requires a 

significant amount of computation time and 

computer resources. The amount of time required 

to process inference using BERT is also significant. 

To address this problem, many studies have been 

conducted to miniaturize BERT.  

     DistilBERT (Sanh et al., 2019) is a miniaturized 

BERT built using distillation (Hinton et al., 2019).  

     ALBERT (Lan et al., 2019) reduced the number 

of parameters of BERT using two methods, such as 

Cross-Layer Parameter Sharing and Factorized 

Embedding Parameterization. Cross-Layer 

Parameter Sharing is a method to used for sharing 

the parameters of each layer of BERT. Factorized 

Embedding Parameterization decomposes a matrix 
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of size VH representing the word embedding into 

a product of a matrix of size VE and a matrix of 

size EH, where E is a small number (e.g. 128), 

the number of parameters in BERT's word 

embedding representation can be reduced by 

approximately 13%. 

     TinyBERT (Jiao et al., 2020) is a miniaturized 

version of BERT that uses a two-step distillation 

process. The first distillation stage is specialized 

for transformers. The transformer is classified into 

four, and a loss function is set for each layer. The 

BERT fine-tuned in the downstream task is used as 

the teacher model, in the second stage of 

distillation, while the TinyBERT constructed in the 

first stage is used as the student model. To perform 

Transformer-specific distillation, the training data 

is augmented with task-specific data. 

     Q8BERT (Zafrir et al., 2019) is a miniaturized 

version of BERT that quantized the weights of all 

coupling and embedding layers to 8-bits. However, 

operations that require high accuracy (softmax and 

layer normalization) are still 32-bit. In learning, the 

forward process uses the quantized values of the 

parameters, while the back backpropagation 

process uses the pre-quantized values, a technique 

known as Fake Quantization.  

     MobileBERT (Sun et al., 2020) is a small and 

lightweight BERT that can run on small devices. 

While most miniaturized BERTs are miniaturized 

by reducing the number of layers, MobileBERT is 

miniaturized by reducing the dimensionality of the 

embedding representation. Therefore, BERT-large, 

which has more layers and a higher dimensionality 

of the embedding representation than BERT, is 

targeted for miniaturization, and a Bottleneck layer 

and an inverse Bottleneck layer are added to the 

model to match the dimensionality of the 

embedding representation. The model is trained 

using Progressive Knowledge Transfer, a method 

in which training is performed sequentially, 

starting from the bottom layer.  

     Poor Man's BERT (Sajjad et al., 2020) is a 

simple BERT with some layers removed. Fine-

tuning can achieve a certain level of performance 

by simply adjusting the layers to be removed 

according to the task.  

     The method proposed in this study does not 

learn BERT token embeddings. Therefore, the 

number of parameters to be learned in the BERT 

model is reduced, which can be regarded as 

miniaturization of the BERT model. 

2.2 Learning method of BERT 

     The BERT model is primarily trained using 

MLM (Masked Language Model), but the model 

building time can be reduced by improving the 

training method. In PMI-Masking (Levine et al., 

2021), a vocabulary set is set designed based on 

improved PMI (Pointwise Mutual Information) to 

facilitate the prediction of Mask words in MLM. 

We demonstrated how this learning strategy allows 

us to construct a high-performing BERT model 

with fewer epochs.  

     EarlyBERT (Chen et al., 2021) uses the Lottery 

Ticket Hypothesis (Frankle and Carbin, 2019) 

methodology used in computer vision tasks to 

identify structured winners in the early stages of 

BERT training result in a model with the same 

performance as conventional BERT ranging form 

35% to 45% less cost. 

     The proposed method in this atudy learns BERT 

token embeddings from word2vec, with the token 

embeddings not having to be obtained by training 

the entire BERT model. The processing time for 

word2vec training is significantly less than that for 

BERT training. 

2.3 Task specific BERT 

     TLM (Task-driven Language Modeling) (Yao 

et al., 2021) is a method used to learn BERT from 

scratch using only task-related data. The time 

required to build a model is 1/10-1/100 of that 

required for existing methods, and the performance 

of the built model outperforms that of general 

BERT models. Furthermore, the constructed 

models outperformed DAPT-TAPT (Gururangan et 

al., 2020), which is an excellent method for 

domain adaptation using BERT. 

     The method proposed in this study can be used 

task-specifically and directly in conjunction with 

TLM. 

3 Method 

 In this study, we propose to fix the word 

embedding to reduce the construction time of 

BERT. The following procedures were used to  
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Figure 1: Fixing Word Distributed Representations 
 

achieve this. Figure 1 shows an image of the 

proposed method. 
 

1. Construct word embeddings from the text 

using word2vec. This gives word embeddings 

for all words in the text. 

2. Match the id of the word used for BERT 

training with the id of the word in the word 

embedding learned with word2vec. 

3. When constructing BERT, the word 

embedding constructed in 1, is fixed as Token 

Embedding, and the parameters of Token 

Embedding are frozen so that they are not 

updated.  
 

     Word2vec fixes the parameters of Token 

Embedding to the learned word embedding by 

freezing them. The number of parameters can be 

reduced by 128 × 32,000 = 4,096,000 for a 128-

dimensional 24-layer BERT and 1024 × 32,000 = 

32,768,000 for a 1024-dimensional 4-layer BERT 

because the vocabulary size of the BERT is set to 

32,000 in this study. The time required to learn 

BERT can be omitted, resulting in a shorter 

construction time. 

4 Method 

4.1 Construction of Word Embeddings 

As the corpus for pre-training, we used dumped 

data from the Japanese Wikipedia as of November 

1. These data are from Japanese Wikipedia, 

containing 1.17 billion characters with a data size 

of 3.26 GB. This data was text cleaned using a 

wikiextractor, the text was preprocessed, and 

multiple txt files were combined into a single text. 

The completed text was split into words using the 

"cl-tohoku/bert-base-japanese" tokenizer in 

Tohoku University's BERT. Then, we constructed 

a 128-dimensional word embedding and a 1024-

dimensional word embedding from the text. using 

the Python library “gensim” word2vec. The 

learning algorithm used in this study was CBOW. 

4.2 Construction of Japanese BERT 

We built a 128-dimensional 24-layer Japanese 

BERT and a 1024-dimensional 4-layer Japanese 

BERT for 8 epochs each using a program for 

building Japanese BERT published on GitHub. 

Additionally, we modified the program to allow 

the construction of Japanese BERT by fixing the 

word variance representation constructed in section 

4.1 to Token Embedding, and we used the 

proposed method to construct a 128-dimensional 

24-layer Japanese BERT and a 1024-dimensional 

4-layer Japanese BERT for 8 epochs each. The 

four Japanese BERTs constructed in this manner 

have a maximum input word count of 256 and a 

vocabulary of 32,000. The model building time 

was recorded for each epoch of model building. 

The flow of the Japanese BERT construction 

described so far is shown in Figure 2. 

4.3 Model Evaluation  

After constructing the Japanese BERT, we 

evaluated the model by comparing the percentage 

of correct answers in the document classification 

task. Livedoor news corpus published by Lonwit, 

Inc. was used for the evaluation data. The 7376  
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Figure 2: Flow chart for building Japanese BERT 
 

articles in the corpus were assigned labels from 0 

to 8 based on the category of the article, and the 

7376 articles were assigned to the training data, 

validation data, and test data (Table 1). 

 

label category train valid test 

0 Dokujo tsushin 87 87 697 

1 IT lifehack 87 87 697 

2 Kaji Channel 86 86 693 

3 Livedoor HOMME 51 51 410 

4 MOVIE ENTER 87 87 697 

5 Peachy 84 84 675 

6 Smax 87 87 697 

7 Sports Watch 90 90 721 

8 Topic News 77 77 617 

Total 736 736 5904 

 

Table 1: Breakdown of data used 
 

     The model was trained using the training data, 

and the percentage of correct answers for the 

trained model was measured using the validation 

data after each training session. The loop of 

training and validation was set to a maximum of 15 

epochs (Figure 3). When the highest percentage of 

correct answers to the validation data was not 

updated five times, the model training was 

terminated as Early Stopping, and the model with 

the highest percentage of correct answers up to that 

point was saved as the best model. Finally, the best 

model was subjected to document classification 

using test data to predict the category to which an 

article belongs based on the text of the article, and 

the percentage of correct answers was measured. 

  

 
 

Figure 3: Model Evaluation 

5 Result 

5.1 Construction time 

Table 2 shows the time per epoch taken to build 

the Japanese BERT. The "H" in the model name 

represents the dimensionality of the word 

embedding, and the "L" represents the number of 

layers. "N" indicates that the construction was 

performed using the conventional method, whereas 

"W" indicates that the construction was performed 

using the proposed method. The proposed method 

reduces construction time by 4 min per epoch for 

24 layers of 128 dimensions and by 27 min per 

epoch for 4 layers of 1024 dimensions. 

 

Model Construction Time 

H128-L24-N 16h49m 

H128-L24-W 16h45m 

H1024-L4-N 18h05m 

H1024-L4-W 17h38m 

 

Table 2: Construction time per epoch 
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5.2 Document Classification Accuracy 

Table 3 shows the percentage of correct answers in 

the document classification task performed using 

the constructed Japanese BERT. The best correct 

response rate is indicated by bolded numbers. The 

proposed method did not improve the accuracy of 

the 24 layers with 128 dimensions, but it improved 

the accuracy of the 4 layers with 1024 dimensions. 

6 Result 

6.1 Model building Time 

Table 2 shows that the proposed method reduces 

the construction time by 4 min for 24 layers of 128 

dimensions and by 27 min for 4 layers of 1024 

dimensions, indicating a reduction in construction 

time due to the omission of learning word 

embeddings in BERT. The fact that the time 

reduction was greater in the 1024-dimensional 4-

layer case indicates that the larger the 

dimensionality of the Japanese BERT, the greater 

the number of parameters that can be reduced, thus 

the greater the time reduction by the proposed 

method. 

6.2 Model Accuracy 

Table 3 shows that the proposed method improved 

the accuracy of the 1024-dimensional, 4-layer 

model. The best scores were also recorded early by 

the proposed method for both BERTs. Therefore, 

we assumed that the accuracy of Japanese BERT 

fixed with the word embedding created using 

word2vec will converge at earlier epochs. If 

accuracy can be achieved at an early stage while 

improving accuracy in this way, it is possible to 

build a highly accurate model in fewer epochs 

when constructing BERT compared to the 

conventional method, therefore, the construction 

time may be significantly reduced. 

7 Conclusion 

To reduce the construction time of BERT, this 

study focuses on the time required to learn word 

embedding during BERT construction, and 

proposes a method to construct Japanese BERT by 

fixing a previously learned word embedding using 

word2vec to Token Embedding. In the experiment, 

we constructed a 128-dimensional 24-layer and a 

1024-dimensional 4-layer Japanese BERT and 

measured the construction time, and found that the 

construction time could be reduced. The accuracy 

measurements in a document classification task 

showed that accuracy improved and converged at a 

lower number of epochs. This shows that fixing the 

word embedding can reduce the construction time 

of BERT. 
 

 H128 

L24-N 

H128 

L24-W 

H1024 

L4-N 

H1024 

L4-W 

ep1 0.7033 0.6982 0.6386 0.7236 

ep2 0.7100 0.7060 0.6811 0.7107 

ep3 0.6922 0.7148 0.6765 0.6816 

ep4 0.6865 0.6738 0.6822 0.6685 

ep5 0.7122 0.6963 0.6811 0.6992 

ep6 0.6729 0.6975 0.7041 0.7002 

ep7 0.7029 0.6897 0.7043 0.6753 

ep8 0.7204 0.7126 0.6941 0.6692 

 

Table 3: Document Classification Accuracy 
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Abstract 

Crosslinguistic comparison of VOT has 

indicated linguistic transfer of voicing and 

aspiration contrasts in many languages. 

Mandarin has clear aspiration contrasts for 

voiceless stops, while Min presents another 

complicated VOT pattern, where voicing and 

aspiration contrasts are involved. The present 

study makes a crosslinguistic comparison 

between languages with voicing and aspiration 

contrasts as well as the potential linguistic 

transfer of VOT in English contexts from 

Mandarin and Min. There are three subject 

groups, including American English natives and 

Mandarin-Min bilinguals with different levels of 

Min-fluency. Mandarin-Min bilinguals have 

more aspirations and higher VOTs for aspirated 

voiceless stops than English natives. They also 

present two surfaces for English underlying 

voiced stops, voiced and unaspirated voiceless. 

Different levels of Min fluency are found to 

influence the tendencies towards voiced or 

unaspirated voiceless representations of English 

voiced stops. The overall finding presents a clear 

crosslinguistic influence on VOT patterns. 

Keywords: Voice onset time (VOT), 

crosslinguistic, English, Mandarin, Min. 

1 Introduction 

Researchers have been long explored phonetic and 

phonological acquisition in Mandarin-speaking 

ESL and EFL contexts (Chao & Chen, 2008; 

Chuang, 2021; Liu, 2017; among others). In Taiwan, 

Mandarin is the dominant language and English is 

the first foreign language, which has been taught 

from primary education to tertiary education. 

Taiwan EFL learners have been reported to have 

several phenomena of linguistic transfer from 

Mandarin to English, one of which is concerned 

with voicing contrast in stops. Previous studies on 

crosslinguistic influence have only taken Mandarin 

as the primary variable (Chao & Chen, 2008), while 

Crosslinguistic influences should be carefully noted. 

Taiwan is a multilingual community and most of the 

Taiwanese people are at least bilingual, though their 

L2 fluency may, subtly or divergently, differ from 

one to another. In Taiwan they are likely to acquire 

Min, Haka, or Austronesian languages; among all, 

Mandarin-Min bilinguals is the majority. To better 

capture the linguistic transfer of VOT, the paper will 

take different linguistic backgrounds and 

experiences (especially Mandarin-Min bilingualism) 

into account, revisiting crosslinguistic influences on 

VOTs in Taiwan English contexts via acoustic 

analysis. 

2 Literature Review 

2.1 VOT 

Voice onset time (VOT) has led to phonetic studies 

in a vast number of languages. VOT marks the 

release of obstruction as well as reflects laryngeal 

vibration. Though its reliability for voicing 

distinction has been doubted in intervocalic or 

word-final positions (Docherty, 2011), it is still 
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convincing that VOT can help identify voicing 

contrast in syllable-initial positions. VOTs show a 

categorical pattern for voicing and aspiration 

contrasts, in which VOT patterns can be classified 

into three possibilities (Lisker & Abramson, 1964), 

as shown in Figure 1. 

Figure 1. Phonetic VOT patterns of plosives 

 

The three-way distinction includes: (1) negative 

VOT (long lead), in which vocal folds vibrate far 

prior to the release of obstruction; (2) zero VOT 

(short lag), in which laryngeal vibration almost 

coincides with the unblocking of obstruction, often 

briefly delayed; (3) positive VOT (long lag), of 

which the occurrence is based on time priority of 

unobstructed airflow over the vibration. The three-

way VOT patterns correspond to the voicing and 

aspiration of, particularly, stop consonants: (1) 

negative VOT for voiced stops, (2) zero VOT for 

voiceless unaspirated stops, and (3) positive VOT 

for voiceless aspirated stops. 

The categorization is also be applied to the 

phonological analysis. [±voice] and [±spread glottis] 

feature in the linear phonological framework. Under 

Optimality Theory (OT), constraints in markedness 

and faithfulness adopt dichotomized judgments in 

voicing and aspiration as well. 

2.2 VOT Spectrum 

As the categorization seems well constructed for 

VOT, crosslinguistic findings reveal the 

deficiencies of the three-way VOT categorization 

and of the binary distinction in voicing and 

aspiration. In bilingual/multilingual contexts, 

speakers can produce divergent VOT values in the 

same category. To well account for the 

crosslinguistic evidence, Cho and Ladefoged (1999) 

proposed that VOT patterns should be better 

presented in a spectrum. 

Aside from crosslinguistic influences on VOT, 

place of articulation and vowel contexts have been 

proven influential for VOT values in the same 

category. According to the aerodynamics resulting 

from jaw movements, the production of velar stops 

may contract the supraglottal cavity. It requires 

longer VOT, as it recovers from the formation of 

obstruction (Cho & Ladefoged, 1999). As for the 

surrounding vowels, tenseness and height of vowels 

might also contribute to the increase in VOT values 

(Klatt, 1975; Port & Rotunno, 1979; Weismer, 

1979). So, a fine inspection of VOT values is thus 

required when we explore the voicing and aspiration 

contrasts, which has been accordingly considered in 

the experiment design. 

2.3 Phonological & Phonetic Comparison 

Normally, VOT patterns have corresponding 

phonological inventories of word-initial stops in the 

underlying representation (UR). Voicing and 

aspiration contrasts in English, Mandarin, and Min 

are differently distributed in UR. Crosslinguistic 

consonantal distributions of voicing and aspiration 

lead to a phonological comparison in Table 1. 

 

 English Mandarin Min 

Aspirated 

Voiceless 
 /ph, th, kh/ /ph, th, kh/ 

Unaspirated 

Voiceless 
/p, t, k/ /p, t, k/ /p, t, k/ 

Voiced /b, d, g/  /b, d, g/ 

Table 1. Phonological representation of word-

initial contrasts in voicing and aspiration 

 

Phonological representation may not be the final 

output, for aspiration and phonetic realization rule, 

as illustrated in Figure 2. Word-initial stops in 

English can phonologically be voiced /b, d, g/ or 

voiceless /p, t, k/ in UR. In SR, voiceless stops in 

word-initials become aspirated. Besides, underlying 

voiced stops in English have been reported to have 

two representations in SR, on the basis of the 

phonetic realization rule. One of them is voiced 

stops with vibration delays in VOTs, and the other 

is unaspirated voiceless stops with 15-20-ms 

vibration delays in VOTs. Among two surfaces of 

English voiced stops, the latter is the majority and 
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greatly controls the mean VOT value. Phonetically 

speaking, English stops in word-initials mostly 

present phonological voicing contrast by aspiration 

in SR (i.e., phonetic difference between Zero VOTs 

and Positive VOTs). 

 

Figure 2. Phonetic realization of word-initial stops 

 

In Mandarin and Min, aspiration contrasts of 

voiceless stops phonetically and phonologically 

play the major function of VOT. Mandarin has 

voiceless (un-)aspirated stops only, so there are no 

voicing contrasts. As for Min, the phonological 

inventory is sophisticated, with three categorized 

voicing and aspiration contrast phototactically 

acceptable in word-initial positions. Phonological 

patterns of onset plosives vary between English, 

Mandarin and Min, in which crosslinguistic 

performances are expected to display a wide array 

of patterns. 

2.4 VOTs of Mandarin and English 

In Chao and Chen’s (2008) study, Mandarin-

English VOT patterns have been comparatively 

examined. Both Mandarin and English VOTs fit the 

dichotomized classification (short lag vs. long lag), 

with aspiration contrasts in outputs only. Further 

visiting the voiceless aspirated stops, they indicate 

that VOTs in two languages are unidentical, in 

which VOTs of [ph, th, kh] in Mandarin are higher 

than those in English, which also provides evidence 

that VOT is better presented in a spectrum rather 

than a three-way distinction. Given the results, it is 

intriguing to see if crosslinguistic influence can 

trigger a linguistic transfer of VOTs from Mandarin 

to English.  

3 Method 

3.1 Subjects 

Subjects were limited to be English natives or 

Mandarin-Min Bilinguals, with their ages ranging 

from 18 to 31 (M = 21.35; SD = 3.26).; in total, there 

have been 11 American English natives (5M; 6F) 

and 31 Mandarin-Min bilingual speakers (16M; 15F) 

in participation with the experiment. All the 

Mandarin-Min bilinguals were Taiwan Mandarin 

natives. Their Min fluency has been preliminarily 

self-identified and secondarily validified by 3 

linguistically-trained Min natives in a 5-minute 

speaking test. Their Min fluency was scored with a 

Likert scale, from 1 (low) to 5(high) (ML = 1.76; MH 

= 4.67). Participants would be excluded as Min 

fluency was around 3 (intermediate) or presented a 

distinct mismatch between self-identified results 

and speaking checks by Min natives. There were 17 

subjects with low fluency in Min (8M; 9F) and 14 

subjects being fluent in both Mandarin and Min (7M; 

7F). No speech disorders or diseases have been 

found. 

Mandarin-Min transfer should be particularly 

noted here. Mandarin is much more dominant in 

Taiwan than Min. Here, we define Mandarin as their 

first language and Min as their second language 

with intimate language contact. Most of the 

linguistic transfers are Mandarin-to-Min, while the 

increase of Min fluency in Mandarin-Min bilinguals 

may lessen the transfer. High Min-fluency speakers 

may also have more linguistic habits brought from 

Min to other languages. 

3.2 Stimuli 

Word-initial stops were the major focus of the 

present study, as shown in Table 1. A total of 60 

English words began with voiced and aspirated 

voiceless plosives and were adopted as the 

experimental materials for all the subjects. 

Mandarin-Min bilinguals were asked to read out 

extra 60 Mandarin words and 90 Min words, which 

were designed as disyllabic words for 

disambiguation of single-word senses. Tokens 

would be 10 words per stop in a language. Vowel 

contexts followed by target stops have been set with 

5 tense high vowels and 5 lax low vowels for a stop. 

In total, 9 American English natives produced 540 

English tokens. As for Mandarin-Min bilinguals, 

low Min fluency subjects produced 2550 tokens 

high Min fluency subjects produced 2100 tokens. It 

should be noted that 3 English tokens, 2 Mandarin 

tokens, and 7 Min tokens were reported to be invalid 

and have been excluded, with neglectable data loss. 
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3.3 Procedure 

Before participating in the experiment, subjects had 

a self-evaluation of Min fluency and advanced 

evaluation by Min natives. All the subjects were 

then asked to read out English tokens in random 

order. Mandarin-Min bilinguals would further read 

Mandarin and Min tokens to check the VOT 

patterns in bilingual conditions. 

3.4 Data Analysis 

Acoustic data from the experiment has been 

imported to Praat 6.1.50 (Boersma, 2006) for 

analysis. VOTs were measured with waveforms and 

spectrograms, based on the interval between the 

release burst and the glottal vibration, as marked in 

Figure 3. The red is marked for the measurement of 

VOT. 
 

Figure 3. Acoustic analysis of kǎo shì ‘exam’ in 

the waveform and spectrograph. 

 

4 Results & Discussion 

4.1 Mean VOT 

VOT patterns in Mandarin, Min and English 

contexts are presented as follows, along with the 

comparison between subjects with low (L) and high 

(H) Min fluency as well as English natives (E). 

4.1.1 VOTs in Mandarin 

For Mandarin VOT patterns, 3 aspirated voiceless 

stops /ph, th, kh/ and 3 unaspirated voiceless stops /p, 

t, k/ have been examined in Table 2. 
 

 /ph/ /th/ /kh/ /p/ /t/ /k/ 

L 87.6 84.1 93.2 16.3 13.6 25.4 

H 89.2 85.7 97.3 11.9 16.9 28.7 

L+H 88.3 84.8 95.1 14.3 15.1 26.9 

Table 2. Mean VOT values of Mandarin-Min 

bilinguals in Mandarin contexts 
 

Mean VOT values show stops in Mandarin 

contexts contribute more to positive VOTs. We 

figure out no distinct divergence of VOT values 

between subjects with low and high Min frequency. 

In average, VOT values of aspirated voiceless stops 

are around 90 [X̄1(ph, L+H) = 88.3; X̄1 (th, L+H) = 

84.8; X̄1 (kh, L+H) = 95.1]. As for unaspirated 

voiceless stops, the average VOT values are positive 

as well [X̄1 (p, L+H) = 14.3; X̄1 (t, L+H) = 15.1; X̄1 

(k, L+H) = 26.9]. Mandarin VOT patterns generally 

show Mandarin aspirated voiceless stops have 

strong aspiration, with a long delay of glottal 

vibration. 

4.1.2 VOTs in Min 

Min phonology permits three major kinds of word-

initial distributions in the VOT spectrum, including 

3 aspirated voiceless stops /ph, th, kh/, 3 unaspirated 

voiceless stops /p, t, k/, and 3 voiced stops /b, d, g/. 

VOT patterns in Min contexts are shown in Table 3. 

 
 /ph/ /th/ /kh/ /p/ /t/ /k/ 

L 99.6 97.1 101.7 11.7 10.6 23.2 

H 102.3 103.8 111.9 8.2 9.3 27.1 

L+H 100.8 100.1 106.3 10.1 10.0 25.0 

 

 /b/ /d/ /g/ 

L -97.1 -92.4 -133.4 

H -134.7 -119.5 -157.9 

L+H -114.1 -104.6 -144.5 

Table 3. Mean VOT values of Mandarin-Min 

bilinguals in Min contexts 

 

In Min, aspirated voiceless stops have positive 

VOTs, unaspirated voiceless stops have nearly Zero 

VOTs, and voiced stops have negative VOTs. Mean 

VOTs of aspirated voiceless stops falls on around 
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100 ms [X̄2(ph, L+H) =100.8; X̄2 (th, L+H) =100.1; 

X̄2 (kh, L+H) =106.3], and those of unaspirated 

voiceless are around 10-25 [X̄2(p, L+H)=10.1; X̄2 (t, 

L+H)=10.0; X̄2 (k, , L+H)=25.0]. VOTs of voiced 

stops in Min show the burst releases are much 

earlier than glottal vibration [X̄2(b, L+H)= －114.1; 

X̄2 (d, L+H) = －104.6; X̄2 (g, L+H)= －144.5]. The 

VOT patterns of Min are distinguishable for the 

clear three-way distinction. 

4.1.3 VOTs in English 

English phonology has only voicing contrasts, while 

it phonetically allows aspirated voiceless stops for 

underlying voiceless stops and unaspirated 

voiceless stops for voiced stops to appear word-

initially. Crosslinguistic VOT patterns offer a well 

comparison between phonological representations 

and phonetic realization, as presented in Table 4. 
 

 /p/ /t/ /k/ /b/ /d/ /g/ 

E 49.5 55.7 77.3 
6.1 8.1 20.7 

-52.2 -70.5 -66.3 

L 89.6 92.0 99.3 
14.1 13.7 23.7 

-100.54 -95.9 -111.8 

H 99.8 99.5 109.4 
15.5 14.3 19.7 

-122.5 -125.1 -130.6 

L+H 94.2 95.4 103.9 
14.8 14.1 21.7 

-115.4 -115.1 -121.9 

Note: Word-initial /p, t, k/ are [ph, th, kh]; VOTs of /b, d, g/ can 

be presented in short lag or long lead for phonetic realization. 

Table 4. Mean VOT values in English contexts 

 

Regarding aspirated voiceless stops for 

underlying voiceless stops, VOTs of English natives 

have vibration delays of around 50-80 ms [X̄3(p, 

E)=49.5; X̄3 (t, E)=55.7; X̄3 (k, E)=77.3] and 

Mandarin-Min bilinguals present much longer 

VOTs, up to 90-110 ms in average [X̄3(p, L+H) 

=94.2; X̄3 (t, L+H) =95.4; X̄3 (k, L+H) =103.9]. 

As for voiced stops [b, d, g], acoustic data has 

presented an intricate pattern. English natives 

present Zero VOTs [X̄3(b, E1)= 6.1; X̄3 (d, E1)= 8.1; 

X̄3 (g, E1)=20.7] as well as negative VOTs (in the 

minority) [X̄3(b, E2)= －52.2; X̄3 (d, E2)= －70.5; 

X̄3 (g, E2)= － 66.3]. Besides, Mandarin-Min 

bilinguals also have two types of VOTs for English 

voiced stops: Their mean VOT values for English 

voiced stops are about 15 ~ 25 ms [X̄3(b, L+H1)= 

14.8; X̄3 (d, L+H1)= －14.1; X̄3 (g, L+H1)= 21.7],  

and around－115 ~－120 ms [X̄3(b, L+H2)=－

115.4; X̄3 (d, L+H2)=－115.1; X̄3 (g, L+H2)=－

121.9].  Mandarin-Min bilinguals’ VOT patterns of 

English voiced stops are more complicated than 

what figures show in the table, which will be further 

examined in 4.2. 

4.2 VOT Distribution of English voiced stops 

Though Table 4 seems to show that Mandarin-Min 

bilinguals’ potential tendencies towards negative 

VOTs as they produce English voiced stops, mean 

VOT values do not provide sufficient cues for such 

accounts. Their distributions are actually divergent, 

which needs careful analysis of the VOT 

distributions. 
 

Figure 4. Surfaces of underlying /b/ in English 

 

In Figure 4, English native speakers’ VOT 

values for /b/ reach a peak at nearly 0 ms. They 

mostly produce Zero-VOT [p] for /b/. It should be 

noted that /b/ can [p] or [b] in the surface for 

phonetic realization rules, so a little number of 

subjects still present negative VOTs. In addition, 

Mandarin-Min bilinguals also produce /b/ in similar 

ways, but their occurrence rates show two divergent 

surface representations, which obviously differ 

from those produced by English natives. Mandarin-

Min bilinguals’ production of /b/ can show nearly 

Zero VOT (40 ~－10 ms) as well as negative VOTs 

centering on around －80 ~－150 ms, in which 

subjects with different Min fluency show the 

negative VOT peaks differently. High Min-Fluency 

subjects produce an earlier peak of negative VOTs 

(－120 ms) than low Min-fluency subjects (－100 

ms), which reaches a statical significance (p < 0.05). 
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Figure 5. Surfaces of underlying /d/ in English 

 

As for underlying /d/ in English, unaspirated 

voiceless [t] is the major surface. [d] can 

phonetically be the surface, so English natives still 

have little distribution of negative VOTs. Besides, 

in Mandarin-Min bilinguals’ production of /d/, 

similar patterns with /b/ are found. They reach the 

negative VOT peaks at － 90  and－ 130 ms, 

presenting a vast distribution of [b] around －80 ~

－140 ms. It is found that degree of Min fluency 

significantly influences the negative VOT peaks (p 

< 0.05). 

 

Figure 6. Surfaces of underlying /g/ in English 

 

For the greater jaw movements, VOTs of [k] for 

underlying /g/ are higher than those of [p] for /b/ and 

[d] for /t/. Mandarin-Min bilinguals’ VOT patterns 

of underlying /g/ thus present a more separate 

distribution between two surfaces, unaspirated 

voiceless stops [k] and voiced stops [g]. As to [g] 

for /g/, the peaks and the major distributions of 

negative VOTs by Mandarin-Min bilinguals are 

higher than [b] and [d]. The [d] distributions of high 

Min-fluency bilinguals reach the peak at －140ms; 

in comparison with low Min-fluency bilinguals, 

their intervals between the burst release and glottal 

vibration generally take shorter, around －90 ms. 

Data also reaches statistical significance (p < 0.05). 

4.3 Crosslinguistic Comparison 

In the study, crosslinguistic influences on VOTs are 

mainly shown in English contexts. Negative VOT 

patterns in English contexts show a complicated 

crosslinguistic influence across Mandarin, Min, and 

English. Different Min fluency levels further 

distinguish negative VOT patterns. Group L, in 

which Min is less dominant, shows a shorter 

negative VOT than Group H. For their L1, 

Mandarin, has no voiced stops in the inventory, their 

negative VOTs are not as longer/many as those 

produced by Group H. In general, low Min-fluency 

subjects have more linguistic transfers from 

Mandarin to English contexts. 

Moreover, aspirated stops in English contexts 

also provide informative divergences in VOT 

values. Mandarin-Min bilinguals with high and low 

Min fluency present longer VOTs for [ph, th, kh], 

since Mandarin and Min contexts, in preference to 

English, are sensitive to aspiration contrasts. This 

finding corresponds with Chao and Chen’s (2008) 

observation. Overall, English contexts offer 

comparative information about crosslinguistic 

influences on VOTs. 

5 Conclusion 

The present study conducts a crosslinguistic 

comparison between languages with voicing and/or 

aspiration contrasts. Results reveal the linguistic 

transfer of VOT appears mostly in English contexts. 

More aspiration, with higher VOT values, has been 

made by Mandarin-Min bilinguals for aspirated 

voiceless stops than by English natives, since stop 

contrasts are well constructed by aspiration in 

Mandarin and Min. Besides, Mandarin-Min 

bilinguals present two variations of English voiced 

stops, phonetically voiced and unaspirated voiceless. 

Different levels of Min fluency are found to 

influence speakers' tendencies. Low Min-fluency 

subjects produce more [p, t. k] for /b, d, g/ and 

shorter negative VOTs, as their dominant language, 

Mandarin, originally has no negative VOTs in the 

phonological inventory and phonetic realization. 

The findings generally demonstrate a clear 

crosslinguistic influence on VOT patterns.   
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Abstract

In this paper, we define a sentence re-
generation task: re-generate a sentence given
a set of sentences that cover it. Due to the
absence of a dataset to perform this task, we
firstly build three language resources of a new
type containing more than 4 million anno-
tated sentences. They contain sentences an-
notated with similar sentences from the same
corpus, that cover them on the level of form
or meaning. We then perform the sentence
re-generation task on the newly produced lan-
guage resources using two approaches. The
first one is a naı̈ve approach where we rely
on a language model to reorder the covering
parts. The second one is a neural approach
where we treat the sentence re-generation task
as a translation task from a sequence of cov-
ering parts to the respective original sentence.
The performance of the systems is evaluated
on the level of form and meaning according
to the type of covering used to re-generate
the sentence. On the level of form, experi-
mental results show that the neural approach
outperforms the baseline in edit distance with
up to 40% lower scores. However, in BLEU
scores, the neural approach is similar or worse
than the baseline. On the level of meaning,
the neural approach always performs better
than the baseline with average scores of 89%
BERTScore.

1 Introduction

Translation memories (TM) are used by translators
to retrieve close sentences to a given source sen-
tence as hints for translations. It has been shown

that similar sentences or informative sentences re-
trieved from TM can significantly boost the perfor-
mance of neural machine translation (NMT) systems
(Xu et al., 2020; Bulté and Tezcan, 2019a). The
idea of a set of sentences covering a given input sen-
tence can be introduced to combine TM with ma-
chine translation. (Liu and Lepage, 2021) proposed
a twofold-objective approach to retrieve similar sen-
tences based on an input sentence.

To assess the quality of sentence coverage, we de-
fine a sentence re-generation task:

Re-generate an input sentence back given
a set of sentences that cover it on two lev-
els, form or meaning.

Yet, there is a lack of data containing for this spe-
cific task. The needed data should contain sentences
similar in form and meaning along with the covering
parts annotated for each input sentence from some
corpus. Therefore, we build and release such lan-
guage resources to meet the requirement of this new
task. We then test a naı̈ve baseline and a neural ap-
proach on the newly built resources to perform the
sentence re-generation task. The two above aspects
are the contributions of our work.

The paper is organized as follows. Section 2 ex-
plains the notion of coverage of a sentence by other
sentences. Section 3 describes the new language
resources created. Section 4 explains the two ap-
proaches to the sentence re-generation task and the
experiment protocol. Section 5 presents the exper-
imental results and provides an analysis. Section 6
gives the conclusion and possible future directions.
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Input two young toddlers outside on the grass.

Form
two white bunnies are outside on the grass.
two young girls playing outside on the playground.
two toddlers posing for the camera.

Meaning

there is a toddler playing on a playground.
two kids are laughing in the grass.
a baby is sitting outside in grass.
a man and a young toddler are playing outside in the grass.

Figure 1: An input sentence (Input) and the list of sentences that cover it in form (Form) and meaning (Meaning). All
sentences are from the English part of Multi30K.

2 Coverage of a Sentence in Form and
Meaning

To produce the newly built released language re-
sources1, we use a tool for the retrieval of sentences
similar to an input sentence that has the claimed
twofold objective of

• maximising the coverage of the input sentence
in both form and meaning,

• while minimising the number of retrieved sen-
tences.

The tool is implemented as a Python package (Liu
and Lepage, 2021). Basically, the input is a sen-
tence (the input sentence) and a corpus, and the out-
put is two lists of sentences extracted from the cor-
pus which are similar to the input sentence. The two
output lists are:

• a list of sentences similar in form to the input
sentence that cover it as much as possible, and

• a list of sentences similar in meaning to the in-
put sentence that cover it as much as possible.

The lengths of these two lists are not necessarily
equal.

2.1 Coverage of a Sentence in Form

By covering an input sentence in form, we mean that
the input sentence is covered by sequences of words
found in the sentences from the list of sentences out-
put by the retrieval process. The tool ensures cover-
age by recursive sub-string matching. A sentence

1http://lepage-lab.ips.waseda.ac.jp →
Projects → Kakenhi Kiban C 18k11447 → Experimental data

with the longest possible sub-string in common with
the input sentence is first retrieved. Then, the re-
maining parts of the input sentence are explored re-
cursively by the same retrieval procedure.

The sentences marked Form in Figure 1 illustrate
this. The input sentence is the English phrase two
young toddlers outside on the grass. The corpus is
the English part of Multi30K. The longest sub-string
in common with another sentence in the corpus is
outside on the grass, found in the sentence two
white bunnies are outside on the grass. The pro-
cess then further retrieves sentences that have sub-
strings in common with the remaining parts of the
input sentence. Sentences with the longest possible
sub-strings in common are first retrieved. This ex-
plains why the next sentence contains a sub-string of
two words in common with the input sentence (two
young), while the third one has only a sub-string of
one word in common (toddlers).

An almost total coverage of the input sentence is
obtained by combining the sub-strings. Indeed the
coverage is not total, as the full stop is not cov-
ered. All together, but in a different order, the three
sub-strings outside on the grass, two young, and
toddlers make back the entire input sentence two
young toddlers outside on the grass (again without
the full stop).

2.2 Coverage of a Sentence in Meaning

By covering a sentence in meaning, we mean finding
portions of the input sentences that are semantically
close to sentences from the corpus. Semantic close-
ness or similarity is achieved through vector cosine
similarity of sub-word, word, or word sequence em-
beddings.

The four sentences marked Meaning in Figure 1

370



are examples of covering sentences for the same in-
put sentence as in the previous section. The sub-
strings on a, in the grass, and outside in grass
cover on the grass in the input sentence. Notice
that semantic similarity does not necessarily mean
synonymy.

3 Data

We use three corpora that contain diverse topics that
may lead to different performance. For each sen-
tence in the three corpora, we retrieve covering sen-
tences from the same corpus. This is performed, of
course, after removing the input sentence, so as to
prevent the input sentence from being retrieved. The
sentence coverage in the newly produced language
resources is shown by annotating the parts in com-
mon, in form or in meaning, using an XML-like tags
format.

3.1 Original Corpora Used to Produce the
Released Language Resources

We use the following three corpora to produce three
language resources:

• Multi30K2 (Elliott et al., 2016; Elliott et al.,
2017; Barrault et al., 2018) is a collection of
image descriptions (captions). This corpus is
available in four languages: Czech, English,
French and German. In this work, we only use
the English part of the corpus. This corpus is
heavily used in multilingual image description
and multimodal machine translation tasks.

• Tatoeba3 is a collection of sentences in over
100 languages. The number of sentences per
language ranges from 10 to over 100,000 sen-
tences per language. In this work, we only con-
sider the English part of the corpus.

• ACL ARC4 (Bird et al., 2008) is a corpus that
contains academic articles in English, in the
field of computational linguistics. It is a col-
lection of published papers in conferences as-
sociated with or organised by the Association
for Computational Linguistics (ACL).

2https://github.com/multi30k/dataset
3https://tatoeba.org
4https://catalog.ldc.upenn.edu/docs/

LDC2009T29/lrec_08/

Table 1 shows the statistics of the above corpora.
The ACL ARC corpus contains around 2.5 million
sentences, while the number of sentences that we
use from Tatoeba is a little bit more than 1.5 million.
Multi30K has a relatively small number of sentences
in comparison to ACL ARC and Tatoeba: 30,000,
as the name says. The vocabulary of ACL ARC is
100 times larger than that of Multi30K. Tatoeba has
the shortest average length of sentences in compari-
son with the other two corpora. ACL ARC also has
around two times longer sentences in both, words
and characters, compared with Multi30K.

Looking deeper into the use of words, we observe
the following phenomena. In types as well as in
tokens, words in ACL ARC are around two times
longer than in Multi30K. ACL ARC has a high ra-
tio of hapaxes with more than 60%, in comparison
to Multi30K with just above 40% and Tatoeba with
a little bit more than 45%. These phenomena are
mostly caused by the characteristics of the sentences
contained in the corpora themselves. Academic arti-
cles are more likely to contain longer and more spe-
cialized terms. In contrast, in Multi30K, which con-
tains image captions, sentences are shorter and con-
tain more frequent words, which are in trend, shorter
than scientific terms.

3.2 Format of the Released Language
Resources

The format of the released language resources fol-
lows standard practice in Natural Language Process-
ing, where language pieces appear as raw data, sep-
arated by tabulations and with annotations by XML-
like tags. Each resource consists of a unique file
containing a sequence of sentences on each line. On
each line, the input sentence comes first, then the list
of sentences for coverage in form, and finally the list
of sentences for coverage in meaning. Each sentence
is separated from the next one by a tabulation.

The sub-strings or parts in common with the in-
put sentence in the retrieved sentences are identi-
fied by XML-like tags. There is only one tag used:
coverage. It takes one attribute type with two
possible values: formal and semantic. For in-
stance, the first sentence in the Form part of Figure 1
appears in the language resource produced from the
English part of the Multi30K corpus as follows:
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Multi30K Tatoeba ACL ARC
# of sentences 30,014 1,519,509 2,491,483
# of tokens 390,843 11,561,489 57,585,605
# of types 10,376 160,454 1,083,298
Avg. token length 3.87±2.40 4.26±2.19 5.34±3.14
Avg. type length 6.93±2.41 8.06±2.74 8.76±4.28
Type-Token-Ratio 0.03 0.01 0.02
Hapax ratio (%) 41.94 47.24 62.55
# of char./sent. 62.38±20.37 39.03±23.52 145.48±73.26
# of words/sent. 13.19±4.17 9.55±4.97 27.45±14.06

Table 1: Statistics on the original data (the average values are given with standard deviation after the ± sign).

per input sentence on average Multi30K Tatoeba ACL ARC

Form

# of retrieved sent. 5.43±2.21 3.29±2.32 5.79±3.77
# of char./sent. 61.9±20.54 44.39±37.33 160.99±78.29
# of words/sent. 13.51±4.18 10.56±7.54 29.96±14.67
# of char. in coverage 17.97±13.33 16.19±15.65 35.50±46.24
# of words in coverage 3.91±2.91 3.87±3.49 6.71±8.75
Individual coverage (%) 32.08 44.71 27.42
Cumulative coverage (%) 87.50 85.48 63.14

Meaning

# of retrieved sent. 2.05±1.21 1.52±0.82 2.70±1.42
# of char./sent. 59.18±19.82 36.90±26.27 148.29±76.96
# of words/sent. 12.84±4.09 9.18±5.38 27.60±14.44
# of char. in coverage 33.57±23.49 20.14±16.87 95.19±92.52
# of words in coverage 7.24±4.77 4.51±3.60 18.19±17.04
Individual coverage (%) 86.58 82.43 82.93
Cumulative coverage (%) 89.42 89.52 84.91

Table 2: Statistics on the data produced (the average values are given with standard deviation after the ± sign).
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two white bunnies are
<coverage type=
"formal">outside on the
grass.</coverage>

Although the order of retrieved sentences in the
released language resources is fixed as mentioned
above, the order is theoretically free, because the
values of the attribute type give the type of cov-
erage.

3.3 Ratio of Coverage

The coverage of a sentence is the length of the se-
quence of words that is similar to the input sentence.
We find that the average length of semantic cover-
age is higher than that for formal coverage. This is
indicated in Table 2 by the rows # of char. in cov-
erage and # of words in coverage. For the Tatoeba
corpus, the average length of semantic coverage is
1.2 times that of formal coverage, while this ratio is
2 for Multi30K and roughly 3 for ACL ARC.

3.3.1 Ratio of Coverage in Form
We measure the ratio of coverage in form by

counting the number of identical word sequences in
the retrieved sentences covering the input sentence.
There are two kinds of ratios of coverage per input
sentence: individual coverage and cumulative cov-
erage. The individual coverage computes the length
of coverage of a retrieved sentence against the length
of the input sentence. We report the average individ-
ual coverage over all retrieved sentences. In contrast
to the average individual coverage, cumulative cov-
erage is the ratio of the sum of the lengths of all sub-
strings in the retrieved sentences over the length of
the input sentence. Table 3 illustrates these ratios on
several example sentences.

Table 2 shows that the average individual cov-
erage in form is higher for Tatoeba than Multi30K
and ACL ARC. This is not surprising as Tatoeba is
known to be repetitive. In terms of cumulative cov-
erage, an input sentence can be almost 85% covered
by the retrieved sentences in Multi30K and Tatoeba,
whereas it is only covered by 63% in ACL ARC.

3.3.2 Ratio of Coverage in Meaning
To compute the similarity between the input sen-

tence and its retrieved similar sentences in meaning,

we use the F1 value of BERTScore5 (Zhang et al.,
2020). The individual coverage in meaning is de-
fined as the BERTScore of the semantic coverage
per retrieved sentence with the input sentence. Fur-
thermore, we use the concatenation of the sequences
of coverage in all retrieved sentences to calculate the
cumulative coverage.

Table 2 shows that the ratio of coverage is up to
80% in all three corpora, Multi30K, Tatoeba, and
ACL ARC. Some example results for the calculation
of coverage ratio in meaning are shown in Table 3.

4 Experiments

We carry out experiments on sentence re-generation
with the newly produced language resources intro-
duced in Section 3. For each resource, we divide the
dataset into training and test sets, 90% and 10% re-
spectively. Thus, we have a training set and a test set
for each Multi30K, Tatoeba, and ACL ARC.

To illustrate the task, let us look at the example
in Figure 1. The task consists in re-generating the
sentence marked Input, from the only given of the
three sentences marked Form or the four sentences
marked Meaning. The covering parts are shown in
boldface and are indicated by tags in the raw dataset.

We consider two approaches to address this task.
The first one is a naı̈ve approach which uses a lan-
guage model to perform reordering of the cover-
ing parts. This is our baseline. The second one is
the neural approach where we treat the sentence re-
generation task as a translation task from the cov-
ering parts into the original sentence. The perfor-
mance is evaluated separately according to the type
of coverage used. Therefore, we have a distinct eval-
uation on each of the levels of form and meaning.

4.1 Baseline

As said above, the baseline, which is a naı̈ve ap-
proach, just reorders the covering parts. It first ex-
tracts the covering parts in the retrieved sentences
based on the tags (see Section 3.2). The covering
parts are ordered in all possible permutations. From
this set of all possible permutations, we select the
output as being the permutation with the lowest per-
plexity according to a language model.

5https://github.com/Tiiiger/bert_score
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Multi30K
Coverage (%)

indiv avg cum
Input two young toddlers outside on the grass.

Form
two white bunnies are outside on the grass. 50.00

29.17 87.50two young girls playing outside on the playground. 25.00
two toddlers posing for the camera. 12.50

Meaning

there is a toddler playing on a playground. 82.97

90.12 90.32
two kids are laughing in the grass. 92.51
a baby is sitting outside in grass. 90.89
a man and a young toddler are playing outside in the grass. 94.10

Table 3: Example results for coverage ratio on the three corpora. The individual coverage (indiv) is for each individual
sentence. The average coverage (avg) is the arithmetic mean over all individual coverage scores. The cumulative
coverage (cum) is the coverage of all sub-strings in the retrieved sentences over the input sentence. Its maximal value
is 100%.

Corpus Approach
Accuracy Edit distance # of chars # of words BLEU

(%) in chars in words per sent. per sent. points

Multi30K
Naı̈ve 0.30 51.76 12.05 99.28 20.76 43.60
Neural 7.90 29.38 6.76 55.06 12.01 39.61

Tatoeba
Naı̈ve 0.44 33.83 8.37 58.47 12.80 45.05
Neural 24.64 19.70 4.65 34.74 8.61 45.57

ACL ARC
Naı̈ve 0.00 161.31 35.19 212.32 38.83 23.53
Neural 0.27 103.86 23.30 103.47 20.34 8.76

Table 4: Evaluation on the level of form.

Corpus Approach
# of chars # of words

BERTScore (F1)
per sent. per sent.

Multi30K
Naı̈ve 69.41 14.82 0.86
Neural 43.43 10.19 0.91

Tatoeba
Naı̈ve 30.93 6.69 0.85
Neural 28.14 7.95 0.90

ACL ARC
Naı̈ve 287.11 54.98 0.84
Neural 91.71 20.70 0.86

Table 5: Evaluation on the level of meaning.
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4.1.1 Permutation of Covering Parts
We extract the covering parts from the retrieved

sentences. These covering parts are to be found be-
tween the tags mentioned in Section 3.2. As an ex-
ample, let us suppose that we have five sentences in
the sentence coverage on the level of form for one
input sentence. This gives five sub-strings between
tags that we extract, which are the covering parts.

Carrying on with the situation of five retrieved
sentences, we permute the five covering parts in all
possible orders. This gives us 120 possible permu-
tations, i.e., n!, where n is the number of covering
parts, 5.

4.1.2 Selection by Language Model
We apply a language model to score all pos-

sible permutations. We use kenLM6 (Heafield et
al., 2013) for that, and use modified Kneser-Ney
smoothing without pruning, for smoothing. In our
experiments, we train the language model on the
training set. We thus built 3 language models, one
on each of the three different corpora: Multi30K,
Tatoeba, and ACL ARC.

In our previous example of 120 combinations, ap-
plying the language model to each of the 120 combi-
nations delivers a score for each of the combinations.
We select the best combination, that is the one with
the lowest score among the 120 combinations. Some
examples of results are given in Table 6 for each of
the three corpora.

4.2 Neural Approach
In a second, more modern and less naı̈ve approach,
we treat the sentence re-generation task as a transla-
tion task where:

• the source channel is the covering parts con-
tained in the sentence coverage, and

• the target channel is the original sentence
which we would like to re-generate.

Similar to the baseline, we only consider the cov-
ering parts as the input for the neural approach.
Thus, we first extract the covering parts from the
sentence coverage according to the tags (see Sec-
tion 3.2). We then train the Transformer model on
the training set.

6https://github.com/kpu/kenlm

4.2.1 Preprocessing Dataset
As mentioned above, we extract the covering parts

from the retrieved sentences. The covering parts are
concatenated as an input sequence to the neural ap-
proach. For example, in Figure 1, we use the cover-
ing parts on the level of form, “outside on the grass”,
“two young” and “toddlers” as an input sequence for
the input sentence “two young toddlers outside on
the grass”. The source and target channels of the
neural approach are shown as follows:

• source channel: “outside on the grass two
young toddlers”

• target channel: “two young toddlers outside on
the grass.”

All sentences are tokenized using SentencePiece7

to break the sentences into sub-words. The sub-
word model is known to improve the performance of
the natural language generation systems (Kudo and
Richardson, 2018). This tool is an unsupervised text
tokenizer (encoding) for neural networks, especially
in the text generation system.

4.2.2 Transformer: Open-NMT
We train a Transformer model provided in Open-

NMT-py8 (Klein et al., 2017) on each of the three
language resources mentioned above to perform the
sentence re-generation task. We keep the test set as
it is (10%) and divide the original training set (90%)
into 80% as a training set and 10% as a validation
set to train our Transformer model. Next, we select
the best-trained model to perform the sentence re-
generation task in terms of the perplexity score given
by the transformer model on the validation set.

5 Results and Analysis

We evaluate the performance of the baseline and the
neural approach on the test sets on each of the three
corpora. As mentioned in Section 4, the evaluation
is performed on two levels, form and meaning, based
on the type of coverage used. On the level of form,
we use accuracy, edit distance, and BLEU scores as
evaluation metrics. To measure the performance on
the level of meaning, we use BERTScore. The over-
all results are given in Table 4 and Table 5.

7https://github.com/google/sentencepiece
8https://github.com/OpenNMT/OpenNMT-py
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Corpus Level Approach Sentence BLEU BERT-F1
M

ul
ti3

0K

- - two young toddlers outside on the grass . -

Form Naı̈ve two young toddlers outside on the grass 86.69 -
Neural two young toddlers outside on the grass . 100.00 -

Meaning Naı̈ve on a and a young toddler are playing outside in the
grass in the grass outside in grass

- 0.91

Neural a toddler is playing with a toy in the grass . - 0.93

Ta
to

eb
a

- - I’d be unhappy, but I wouldn’t kill myself. -

Form Naı̈ve but I would n’t be unhappy, wouldn’t kill I’d be un-
happy, but I

36.41 -

Neural I’d be unhappy, but I wouldn’t kill. 79.56 -

Meaning
Naı̈ve but I don’t intend to kill myself - 0.86

Neural I don’t intend to kill myself, but I don’t want to kill
myself.

- 0.92

A
C

L
A

R
C

- - Single word may have different meanings under dif-
ferent situations.

-

Form
Naı̈ve under different situations Single word 18.39 -

Neural Sometimes different situations under different situa-
tions.

28.32 -

Meaning Naı̈ve
have different meanings . g . word followed by
comma) can also be addressed through truecasing
.

- 0.85

Neural In other words, words may have different meanings. - 0.92

Table 6: Examples of sentences re-generated by the naı̈ve baseline and neural approaches on the three corpora using
coverage on the level of form and meaning. A grey background indicates the original sentence from the corpus, a
white background is for the re-generated sentence.

5.1 Evaluation on the Level of Form

The first metric used to evaluate the performance of
the system on the level of form is accuracy. Accu-
racy is defined as the proportion of exact match be-
tween the reference and the re-generated sentence
(just a full stop missing counts as zero). The naı̈ve
baseline’s performance is close to zero in terms of
accuracy on all of the corpora: 0.30% on Multi30K,
0.44% on Tatoeba, and 0.00% on ACL ARC. There
is no correct sentence re-generated by the baseline
on the ACL ARC. However, the neural approach has
higher accuracy than the baseline on the three cor-
pora: 7.90% on Multi30K, 26.64% on Tatoeba, and
0.27% on ACL ARC. The difference is pretty high,
particularly on Tatoeba.

A finer view is given by the use of the Leven-
shtein edit distance (Levenshtein, 1966)9 to perform
the formal evaluation. The Levenshtein edit distance
involves three different operations: insertion, dele-
tion, and substitution. Each operation counts as one.
Table 4 gives the results of the application of the

9https://github.com/roy-ht/editdistance

Levenshtein edit distance at two levels of granular-
ity, that of characters and that of words. The edit
distance of the baseline is very close to the average
length of the original sentence. This means that al-
most all of the words in the re-generated sentence
need to be modified. We also observe that the neural
approach achieves around 40% lower edit distance
than the baseline. Looking at some examples of the
re-generated sentences in Table 6, the Transformer
model has removed repeated words or grammatical
errors such as punctuation. This makes re-generated
sentences closer to the reference sentences in terms
of edit distance.

We thus measure the extent to which groups of
words might be in the correct order. To this end,
we use BLEU (Papineni et al., 2002), in its Sacre-
BLEU10 (Post, 2018) implementation. BLEU eval-
uates the similarity between one or several origi-
nal references, and a candidate sentence. Higher
BLEU scores indicate higher similarity, with 100
being the maximum. Table 4 shows that the base-

10https://github.com/mjpost/sacrebleu
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line is able to obtain around 44 BLEU scores for
Multi30k and Tatoeba, twice as much as for ACL
ARC (23.53). BLEU scores of above 40 reflect the
fact that some sequences of words are shared be-
tween the re-generated sentence and the reference
sentence, i.e., not all words are scrambled in a com-
pletely different order. We also notice that the neural
approach gets similar (Tatoeba) or lower (Multi30K
and ACL ARC) BLEU scores than the baseline. This
indicates that the Transformer model missed half of
the portion of correct words in the correct position.
For ACL ARC, the neural approach seems to change
most of the content of the sentence into a completely
different sentence which leads to a low BLEU scores
(8.76).

5.2 Evaluation on the Level of Meaning

To evaluate the performance on the level of mean-
ing, we use BERTScore (similar to what we did
in Section 3.3.2). It computes the cosine simi-
larity between pair-wise tokens in form of the re-
generated sentence and the original sentence using
a pre-trained BERT embedding model. BERTScore
provides precision, recall, and F1, measured by the
weighted maximum similarity scores. Here, we only
consider the F1 score which is the harmonic mean
of recall and precision. A value of 1 for the F1
score means that the meaning of the re-generated
sentences and reference sentences are the same. Ta-
ble 5 shows that F1 scores on Multi30K, Tatoeba,
and ACL ARC are in the range of the mean of 0.87
to 0.92. This shows that the re-generated sentences
are 85% semantically close to the original input sen-
tences, according to BERTScore. Overall, the neu-
ral approach performs better than the baseline with
an average score of 0.89. This does not necessarily
show that our re-generated sentences are close to the
reference sentence, as shown in Table 6.

5.3 Discussion

Our experimental results show a configuration
where scores in accuracy close to zero and large
Levenshtein edit distances are seemingly in contra-
diction with the reasonably high scores in BLEU and
the excellent scores in BERTScore. Such an exper-
imental configuration asks the question of what the
adequate metrics are to reflect the fact that, although
almost all the expected words are present, although

some sequences of words are correct and match ex-
actly the input sentence, as a whole, the re-generated
candidate sentences produced by our naı̈ve method
are far away from the input sentences.

6 Conclusion

We defined a sentence re-generation task: re-
generate an input sentence back given sentences that
cover it on two levels, form and meaning. For
this task, we built a new type of language resource
produced from three different corpora: Multi30K,
Tatoeba, and ACL ARC. Altogether, this represents
over 4 million sentences annotated with similar sen-
tences that cover them, and in which the covering
parts are tagged. We released three resources.

We carried out experiments on this new type of
resource using two approaches: a naı̈ve approach
of sequence reordering using a language model,
and a neural approach that treats the sentence re-
generation task as a translation task from covering
parts to the original sentence. The experiments were
performed on both the level of form and meaning.
The performance of the systems was evaluated ac-
cording to the type of coverage used. On the level
of form, experimental results showed that the neu-
ral approach performed up to 40% better in terms of
accuracy and edit distance. However, it performed
similarly or lower in terms of BLEU. On the level
of meaning, the neural approach achieved a higher
BERTScore than the baseline by a margin of 4%.

For future work, as for the released language re-
sources, their quality can be improved. A higher
individual coverage percentage (mentioned in Sec-
tion 3) is needed, particularly for the ACL ARC cor-
pus, so that original sentences are enough covered.
In addition, the calculation of coverage percentage
on meaning needs to be revised since the average of
83% of individual coverage percentage was not re-
flected well in our evaluation on the level of mean-
ing.

We also consider releasing similar resources for
other languages than English. We believe that this
new type of resource can be used for various types of
NLP tasks such as language reference (Vossen et al.,
2020), text generation (Nan et al., 2021), or the inte-
gration of translation memories with machine trans-
lation (Bulte and Tezcan, 2019b).
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Abstract

Pretraining models such as BERT, have
achieved high accuracy in various natu-
ral language processing tasks by pretrain-
ing on a large corpus and fine-tuning on
downstream task data. However, BERT
trains token-level inferences, which make
it difficult to train unknown or compound
words that are split by byte-pair encod-
ing. In this paper, we propose an effective
method for constructing word representa-
tions in vocabulary expansions for such
compound words. The proposed method
assumes domain adaptation by additional
pretraining and expands the vocabulary by
embedding a synonym as an approximate
embedding of additional words. We con-
ducted experiments using each vocabulary
expansion method and evaluated these ex-
periments for their accuracies in predicting
additional vocabularies in the masked lan-
guage model.

1 Introduction

Pre-learning models have significantly improved
the performances of various natural language pro-
cessing systems (Peters et al., 2018)(Radford et
al., 2018). Bidirectional encoder representations
from transformers (BERT)(Devlin et al., 2019) is
pretrained model that consists of a stacked multi-
head attention in the Transformer(Vaswani et al.,
2017). A BERT outputs word representations that
embed the context of the input word sequence.

Pre-learning models have domain adaptation
problems, and they perform various downstream
tasks with high accuracy by applying models pre-
trained on a large corpus to the downstream task

(a) BERT trains Token-
by-Token predictions.

(b) Token-by-token pre-
diction is high perfor-
mance.

(c) Difficult to predict
the entire splitted repre-
sentation.

(d) The entire represen-
tation as a single Token
is easily predicted.

Figure 1: Examples of vocabulary expansion tar-
gets

data. Therefore, if the domain of the down-
stream task differs significantly from the domain
of the pretrained corpus, the solution of the down-
stream task will have low accuracy. Gururangan
et al.(2020) proposed a method for domain adap-
tation by additional pretraining on a corpus of
downstream task domains.

Domain adaptation problems also appear in the
vocabulary. The vocabulary covered by the pre-
trained model depends on the pretrained corpus.
Therefore, it must adapt to the vocabulary appear-
ing in the downstream task data through vocabu-
lary expansion. The adapt-and-distill approach by
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Figure 2: Construction of BERT input embeddings

Yao et al.(2021) and AVocaDo strategy by Hong
et al.(2021) are vocabulary expansion methods for
domain adaptation in the pretraining models.

BERT trains token-level expressions, and it has
difficulty training the expressions of compound
words, named entities, and phrases. The Japanese
vocabulary for a standard BERT model is token
units, and tokenization is performed by morpho-
logical analysis and byte-pair encoding. The divi-
sion of unknown words into known words makes
it possible to cover a large number of words us-
ing a small vocabulary. However, the masked lan-
guage model (MLM) in the pretraining task trains
for token by token prediction. Therefore, it is
difficult to predict an entire representation con-
structed using multiple tokens (see Figure 1).

Yanada et al.(2020) proposed the pretraining
model LUKE for training the representations of
entities constructed from multiple words. LUKE
provides entity embeddings in addition to ordi-
nary word embeddings and models and trains the
relationship between ordinary tokens and enti-
ties by the entity-aware self-attention mechanism.
However, LUKE requires expensive pretraining.

In this paper, we propose a method to add a vo-
cabulary to the BERT model. In vocabulary ex-
pansion, the focus is on the method for construct-
ing word embeddings in the additional vocabu-
lary. By assuming domain adaptation through the
additional pretraining of downstream task data,
we expect the model to train word embeddings of
the additional vocabulary based on approximate
vectors.

2 Related work

2.1 Token embeddings for BERT
Tokens obtained from the input sentences are con-
verted to token embeddings. The BERT input
vector consists of three embeddings (see Figure
2). Token embeddings represent words. Seg-
ment embeddings embed information that identi-
fies each sentence from among the multiple input
sentences, and position embeddings represent the
token’s position in the input.

The final output of BERT is a contextualized
word representation. However, the embedding
used as input to BERT is unique for each token.

2.2 MLM
MLM is a pretraining method of BERT. The task
was to predict the tokens replaced by MASK to-
kens. The standard approach is to replace 15% of
the input tokens. These 15% input tokens include
the following replacements:

• 80% are replaced with the special token
[MASK].

• 10% are replaced by other random tokens.

• The remaining 10% tokens are kept intact.

3 Vocabulary expansion for BERT

We expand the vocabulary of the pretrained BERT
model by adding word embeddings to token em-
beddings. Therefore, the challenge for the vocab-
ulary expansion methods is to obtain additional
word embeddings corresponding to the BERT
embedding space.
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Figure 3: SHALLOW method of BERTRAM

3.1 Static word representations

A method for obtaining additional word em-
beddings is to use static word representa-
tions from distributed representation models
such as Word2Vec or fastText(Bojanowski et
al., 2017)(Joulin et al., 2016). When a dis-
tributed representation model trained on the tar-
get word exists, vocabulary expansion is achieved
by adding the model to the BERT embeddings.
Even when a distributed representation model
with trained target words is absent, the calcula-
tion cost is lower to train a distributed representa-
tion model that includes the target words than to
pretrain a BERT model from scratch.

In particular, we first prepare a distributed rep-
resentation model trained on the additional vo-
cabulary. Next, the transformation model trains
a mapping from the distributed representation
model to the BERT word embedding based on
the vocabulary set commonly trained by them.
Mikolov et al.(2013) proposed a method for train-
ing the mapping by applying stochastic gradient
descent to reduce the mean squared error between
the source and target word vectors.

3.2 Mean vector of subwords

The mean vectors of subwords are used to obtain
embeddings using only pretrained BERT models.
This method is also used in adapt-and-distill ap-
proach(Yao et al., 2021).

The target words of the expansion are pro-
cessed with multiple tokens in BERT. The mean
vector of these token embeddings is calculated
from the pretrained BERT model. Let the mean
vector be the additional word embeddings.

Figure 4: REPLACE method of BERTRAM

Figure 5: ADD method of BERTRAM

3.3 BERTRAM

Schick and Schütze (2020) proposed BERT for at-
tentive mimicking (BERTRAM) as a method for
obtaining additional word embeddings from the
output of the pretrained BERT. BERTRAM fo-
cuses on adding low-frequency words in the pre-
trained corpora and trains additional word embed-
dings in a form-context model. The form model
trains on a character basis, whereas the context
model trains on a context basis. The form model
trains character n-gram embeddings and con-
structs additional word embeddings from them.
The context model trains additional word embed-
dings by predicting masked additional words in a
sentence, which is similar to the method used by
the standard BERT model to train contextualized
word embeddings.

For the context model construction, Schick et
al. tried three methods: SHALLOW, REPLACE,
and ADD.
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(a) First step of the proposed method (b) Second step of the proposed method

(c) Third step of the proposed method (d) Final step of the proposed method

Figure 6: Schematic figure of the proposed method

In the SHALLOW method, the output of the
pre-trained BERT for the mask token is obtained
as the contextualized word embedding of the tar-
get word (see Figure 3).

In the REPLACE method, the embedding by
the form model is input to the pre-trained BERT
as a target word embedding. The output of the
BERT is then obtained as a contextualized word
embedding representation of the target word (see
Figure 4).

The ADD method is a combination of the
SHALLOW and REPLACE methods. First, the
target words are replaced with mask tokens.
Then, a word embedding using the form model
and the word “:” are added at the beginning of
the sentence. The resulting sentence is input to
the pre-trained BERT, and the embedding corre-
sponding to the mask token in the output is ob-
tained as a contextualized word embedding of the
target word (see Figure 5).

In the case that the context model method is
SHALLOW, the embeddings of the form-context
model are computed as:

v(w,C) = α·(A·vcontext(w,C) +b)+(1−α)·vform(w,C) (1)

where w is a target word, C is a sentence set, and
A ∈ Rd×d and b ∈ Rd are trainable parameters.

In the case that the context model method is
REPLACE or ADD, the embedding of the form
model output is an input to the context model.
Therefore, the embedding of the form-context
model is obtained by linear transformation of the

context model output:

v(w,C) = (A · vcontext(w,C) + b). (2)

The loss on training is computed as follows:

∥ew − v(w,C)∥ (3)

where ew is the BERT token embedding corre-
sponding to word w.

BERTRAM training is a three-step process.
When the context model method is ADD, the
training method involves the following steps:

1. Train only the context model using the
SHALLOW method.

2. Train only the form model.

3. Train the entire parameters of the
BERTRAM model constructed by the
context model using the ADD method.

When training BERTRAM with the ADD and
REPLACE methods, the SHALLOW method is
also used to trian the context model in the first
step.

The training parameters of the pretrained
BERT model are frozen during all training steps.

In the BERTRAM experiment, the additional
vocabulary “___” is added as a special token
denoted by “<BERTRAM:___>.” When using
word embeddings added by BERTRAM, the ad-
ditional vocabulary in the data is replaced with
“<BERTRAM:___>” representations.

382



Figure 7: Vocabulary Expansion Process

4 Proposed method

Domain adaptation to the downstream task do-
main enhances the performance of the pre-
learning model for downstream tasks. We expect
that when adapting the model to the domain us-
ing the method of Gururangan et al.(2020) even
though the additional word embeddings are ap-
proximate, the additional pretraining can learn the
appropriate embeddings.

Approximate embeddings of additional words
can be obtained from their synonyms. Addi-
tionally, the synonyms included in the pretrained
BERT vocabulary have their embedded represen-
tations already learned by BERT. Therefore, in
the proposed method, we add the synonym em-
beddings included in the pretrained BERT vocab-
ulary to the model as the additional word embed-
dings. Then, the model additionally pretrains on
the downstream task data.

We applied distributed representation mod-
els such as Word2Vec, for synonym estimation.
The distributed representation model is a model
trained on both the additional vocabulary and
BERT vocabulary.

At the vocabulary expansion stage, the syn-
onym embeddings and additional word embed-
dings are identical. By additionally pretraining
the entire training parameters, including BERT’s
token embeddings, the model trains the optimal
embedding for each model. Additional pretrain-
ing uses the downstream task domain as the train-
ing data, which fine-tuning the entire training pa-
rameters of the model with the MLM.

In the proposed method (see Figure 6), the
model fine-tunes the word embeddings with

MLMs based on the synonym embeddings of the
additional vocabulary.

The method involves the following steps:

1. A distributed representation model such as
Word2Vec, is trained with the additional vo-
cabulary.

2. The distributed representation model esti-
mates the synonyms for the additional vo-
cabulary.

3. The token embeddings of the estimated syn-
onyms in the BERT vocabulary are included
as additional word embeddings.

4. The BERT with the expanded vocabulary is
additionally pretrained with the MLM on a
corpus containing the additional vocabulary.

5 Experiments

5.1 Methodology
In this experiment, we extended the pretrained
Japanese BERT vocabulary(see Figure 7). In ad-
dition to the proposed method, we compared the
method using static word embedding, the method
of mean vectors of subwords, and BERTRAM.

The proposed method applies cosine similarity
to the similarity between additional vocabularies
and synonyms.

The experiments for all methods were con-
ducted under the following conditions:

• MeCab was applied for the morphological
analysis.

• The models added to the vocabulary by each
method were additionally pretrained on the
downstream task domain data by the MLM.
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Target words Synonyms Similarities
殺人事件 殺人 0.8607
社会科学 人文 0.8482
推理小説 ミステリ 0.8147
自分自身 自分 0.8105
彼女自身 彼女 0.8102
日本文学 国文学 0.8080
新聞記者 記者 0.8036
長編小説 小説 0.8006
短編小説 小説 0.7950
携帯電話 携帯 0.7866
近親相姦 レズ 0.7858
少年時代 幼少 0.7831
金融機関 銀行 0.7758
統合失調症 うつ病 0.7750
精神医学 臨床 0.7687
日常生活 日常 0.7675
成果主義 デフレ 0.5805
地球温暖化 エコ 0.5796
練習問題 文法 0.5764
人生経験 悩み 0.5706
自己満足 信念 0.5691
宣伝文句 キャッチフレーズ 0.5649
参考文献 文献 0.5636
古今東西 落語 0.5500
携帯小説 妄想 0.5477
行政書士 弁護士 0.5416
設定資料集 プラモデル 0.5342
成功法則 生き方 0.5338
日本語版 翻訳 0.5316
自己責任 考え方 0.5269
不完全燃焼 不発 0.5246
裁判員制度 陪審 0.5194

Table 1: Examples of synonyms and similarities

• The evaluation method estimated the new
vocabulary by replacing only the new vocab-
ulary with the MASK tokens.

• The evaluation index was the mean recipro-
cal rank (MRR).

• The evaluation value was the average of five
trials with different random seeds.

5.2 Japanese pretrained BERT model
We used the model named cl-tohoku/bert-base-
japanese published by the Inui Laboratory at To-
hoku University as the pretrained BERT. This

Figure 8: The experimental results

model is available in Hugging Face’s transform-
ers library. The model was pretrained using the
Japanese Wikipedia as the pretraining corpus.

5.3 Distributed representations
For static word embeddings, we used the
Japanese Wikipedia entity vectors available at
http://www.cl.ecei.tohoku.ac.jp/

˜m-suzuki/jawiki_vector/. This vector
was trained using the Word2Vec model.

5.4 BERTRAM
To learn BERTRAM, we applied the pro-
grams adapted to the Japanese language by
referring to the author-implemented pro-
grams of the BERTRAM paper available
at the following two websites: https:
//github.com/timoschick/bertram
and https://github.com/timoschick/
form-context-model . This BERTRAM
model was trained on the Japanese Wikipedia.

5.5 Datasets
The dataset for this experiment is sourced from
the Amazon Review Corpus. This corpus
is available at https://webis.de/data/
webis-cls-10.html.

This corpus was divided into three domains ac-
cording to the type of product: Books, DVDs and
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Figure 9: BERTRAM tokenization experiment

Music. In this experiment, we used the Books
domain. The corpus included unlabeled reviews
and reviews labeled with stars. We used unlabeled
data from the Books domain.

We defined the additional target words as hav-
ing four or more Kanji characters, which were de-
fined as general proper nouns in the Mecab Ipadic
NEologd dictionary. There were 149 such words
in the Amazon review corpus. These words were
divided into multiple tokens in the pretrained
BERT and into multiple morphemes in the stan-
dard MeCab. The dataset had 100 sentences of
the corpus for each word. For each word, 50
sentences were those of the training data and the
other 50 were the test data. The training and test
data had 7,450 sentences each.

6 Results and discussion

6.1 Experimental results

Examples of synonyms and similarities obtained
using the proposed method are shown in Table 1,
and this table presents the top 16 and bottom 16
similarities.

The experimental results for each method are
shown in Figure 8. This figure presents the MRR
in each word as a box-and-whisker plot. Al-
though the proposed method had relatively low
accuracy, its prediction accuracy was as good as

Figure 10: Similarity and accuracy for each word

that of other methods. There was no signifi-
cant difference between the static word represen-
tations and mean vector of the subwords. How-
ever, BERTRAM’s prediction accuracy was sig-
nificantly low.

6.2 Tokenization of BERTRAM

We identify the causes of BERTRAM’s experi-
mental results. Tokenization in BERTRAM is dif-
ferent from other methods used for additional vo-
cabulary. BERTRAM initially picks out the addi-
tional vocabulary in the sentence as special tokens
and splits the sentence before and after it. Then,
it tokenizes each of the split sentences.

This tokenization works in English, but it does
not work in Japanese. Japanese requires morpho-
logical analysis. When BERTRAM’s tokeniza-
tion is applied to Japanese, it morphologically an-
alyzes each segmented sentence. The morpho-
logical analyzer does not receive a complete sen-
tence, which results in low analytical accuracy.

We conducted an experiment to confirm this.
We let BERTRAM’ be the method of morpho-
logical analysis of complete sentences similar to
other methods. The results of this experiment are
shown in Figure 9. BERTRAM’ was as accurate
as the static word representations and mean vec-
tors of subwords. Therefore, the low accuracy of
BERTRAM resulted from tokenization.

385



6.3 Relationship between similarity and
prediction accuracy

To validate the effectiveness of the proposed
method for each word, we analyzed the relation-
ship between the similarities and accuracies of the
synonyms. A graph that plots the similarities and
accuracies for the words is shown in Figure 10.
The correlation coefficient between the similari-
ties and accuracies is −0.0815. Therefore, there
was no significant correlation between the simi-
larities and accuracies if synonyms.

Using the accuracy of each method for each
word, it was not possible to determine the most
effective method for all words. Futher analysis is
required to determine the specific word features
that would be effective for each method.

7 Conclusion

In this paper, we examined how to apply an effec-
tive vocabulary expansion method to compound
words. We proposed a method using synonyms by
assuming domain adaptation with additional pre-
training. An analysis of the relationship between
the prediction accuracy and similarity of the syn-
onyms to the target word revealed no significant
correlation between them. Furthermore, we im-
proved the tokenizer implemented in BERTRAM
to apply it to the Japanese language. Our future
work will include an analysis of the features of
compound words, and we will propose effective
methods for compound words. We also propose
to extend the method to sequence representations
longer than those used in this study.
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Swayamdipta, Kyle Lo, Iz Beltagy, Doug Downey,
and Noah A. Smith. 2020. Don’t stop pretraining:
Adapt language models to domains and tasks.
In Proceedings of the 58th Annual Meeting of
the Association for Computational Linguistics,
pages 8342–8360, Online, July. Association for
Computational Linguistics.

Jimin Hong, TaeHee Kim, Hyesu Lim, and Jaegul
Choo. 2021. AVocaDo: Strategy for adapting vo-
cabulary to downstream domain. In Proceedings of
the 2021 Conference on Empirical Methods in Nat-
ural Language Processing, pages 4692–4700, On-
line and Punta Cana, Dominican Republic, Novem-
ber. Association for Computational Linguistics.

Armand Joulin, Edouard Grave, Piotr Bojanowski,
and Tomas Mikolov. 2016. Bag of Tricks
for Efficient Text Classification. arXiv preprint
arXiv:1607.01759.

Tomás Mikolov, Quoc V. Le, and Ilya Sutskever. 2013.
Exploiting similarities among languages for ma-
chine translation. CoRR, abs/1309.4168.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. In Proceedings of the 2018 Confer-
ence of the North American Chapter of the Associ-
ation for Computational Linguistics: Human Lan-
guage Technologies, Volume 1 (Long Papers), pages
2227–2237, New Orleans, Louisiana, June. Associ-
ation for Computational Linguistics.

Alec Radford, Karthik Narasimhan, Tim Salimans,
and Ilya Sutskever. 2018. Improving language un-
derstanding by generative pre-training. Technical
report, OpenAI.

Timo Schick and Hinrich Schütze. 2020. BERTRAM:
Improved word embeddings have big impact on
contextualized model performance. In Proceedings
of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 3996–4007, On-
line, July. Association for Computational Linguis-
tics.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is
all you need. In Advances in neural information
processing systems, pages 5998–6008.

Ikuya Yamada, Akari Asai, Hiroyuki Shindo, Hideaki
Takeda, and Yuji Matsumoto. 2020. LUKE: Deep
contextualized entity representations with entity-
aware self-attention. In Proceedings of the 2020
Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 6442–6454,
Online, November. Association for Computational
Linguistics.

386



Yunzhi Yao, Shaohan Huang, Wenhui Wang, Li Dong,
and Furu Wei. 2021. Adapt-and-distill: Devel-
oping small, fast and effective pretrained language
models for domains. In Findings of the Associa-
tion for Computational Linguistics: ACL-IJCNLP
2021, pages 460–470, Online, August. Association
for Computational Linguistics.

387



A comparison of the validity of measurement methods of the general 

English proficiency by dictation and read-aloud performance 

 

 

Katsunori Kotani Takehiko Yoshimi 
Kansai Gaidai University Ryukokou University 

Osaka, Japan Shiga, Japan 
  

kkotani@kansaigaidai.ac.jp yoshimi@rins.ryukoku.ac.jp 

 

 
 

 

 

Abstract 

This paper compares three classroom-

based measurement methods of the 

general proficiency of English as a 

second language (GEP): one measures 

the GEP by dictation performance; 

another by read-aloud performance; and 

the other by both dictation performance 

and read-aloud performance. A learner’s 

GEP has been measured by commercially 

tests because the reliability and validity 

of the tests have been well-acknowledged, 

but the use of the tests has ineffective 

regarding test-administration cost and 

test materials. By contrast, measurement 

of dictation and/or read-aloud needs only 

a sound file or a text file, and a teacher of 

English as a second language can choose 

test materials according to the class 

contents. This study developed the three 

GEP-measurement methods using a 

learner corpus data involving GEP, 

dictation and read-aloud performance of 

50 learners of English as a second 

language. The experimental results 

suggested that the proficiency should be 

measured with both dictation and read-

aloud performance. 

1 Introduction 

In a class of English as a second language (ESL), 

a teacher should conduct test in a classroom, 

because classroom testing has benefits to grow 

students’ general English proficiency (GEP). 

Classroom testing provides a teacher with 

valuable feedback about students' learning 

outcome (Roediger et al. 2011). Thus, a teacher 

can understand how students’ GEP grows. In 

addition, frequent testing encourages students to 

study (Roediger et al. 2011). Thus, if a teacher 

provides a test in a classroom, students will 

increase learning motivation. 

A classroom testing method is necessary, 

because commercially available tests such as 

Test of English as a Foreign Language (TOEFL) 

or Test of English for International 

Communication (TOEIC) have three limitations. 

First, test fees are expensive for classroom 

testing, although it can be applicable once in an 

academic year for confirming learning outcome 

or using as a placement test to determine a class 

appropriate for students' proficiency. Second, test 

administration takes a couple of hours. It is 

longer than a university class period (90‒105 

minutes in Japan). Finally, the test material is 

irrelevant for the ESL classes being taken by 

students. 

A solution to these limitations is to introduce a 

computer-assisted language testing (Noijons 

1994, Suvorov 2013). Here, a learner’s GEP was 

measured by calculating scores for a learner’s 

reading aloud performance and dictation 

performance. Dictation and read-aloud 

performances were taken up in this study for four 

reasons.  

First, tests for dictation and read-aloud have 

been reported to demonstrate the reliability and 

validity as a GEP test (Kotani & Yoshimi 2018, 

Kotani & Yoshimi 2020). In addition, dictation 

and read-aloud tests have also been reported to 

demonstrate GEP (Irvine, Atai, and Oller, Jr. 

1974; Oller 1983; Coniam 1991; Lee 2004; Iino, 

Yabuta and Thomas 2011; Kazazoglu 2013; 

Wong and Leeming 2014; Leeming and Wong 

2016; Yazdinejad and Zeraatpishe 2019). Given 
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the close relation of GEP with dictation and read-

aloud performance, dictation and read-aloud tests 

are used in Duolingo, commercially available 

testing for GEP (Wanger 2020). 

Second, these tests save an ESL teacher's time 

and efforts to prepare and administer 

reading/listening comprehension questions. An 

ESL teacher only must prepare a sound/text file 

for dictation/read-aloud. Thus, an ESL teacher 

can use a dictation/read-aloud test as a quick 

check for GEP several times in a semester/in 

every class. In addition, a teacher can choose test 

materials according to the class contents. 

Third, a dictation/read-aloud test is low cost 

for evaluation. In a dictation test, students' 

answers can be evaluated by comparing with 

reference sentences manually by an ESL teacher 

or automatically by a natural language 

processing tool to measure edit distance. In read-

aloud test, the accuracy of pronunciation can also 

be evaluated by comparing with reference 

pronunciation manually by an ESL teacher or 

automatically by a sound recognition tool (Fu et 

al. 2020). 

Finally, both dictation and read-aloud tasks are 

also effective from the pedagogical viewpoint. 

Kojima and Ota (2012) investigated the effect of 

dictation, read-aloud and shadowing by 

comparing test results between a pre-test and a 

post test of a semester. The results indicated that 

dictation could improve listening ability than 

shadowing. 

Previous research can be classified into two 

categories. One examined the correlation of GEP 

with dictation or read-aloud performances (Irvine, 

Atai, and Oller, Jr. 1974; Iino, Yabuta, and 

Thomas 2011; Kanzaki 2015; Leeming and 

Wong 2016). The other developed a 

measurement method of GEP based on dictation 

or read-aloud performances (Kotani and Yoshimi 

2021a; Kotani and Yoshimi 2021b). Kotani and 

Yoshimi (2021a) and Kotani and Yoshimi 

(2021b) measured GEP by dictation performance 

and read-aloud performance, respectively. 

Therefore, it has not been examined to what 

extent the measurement performance can be 

improved by measuring GEP based both on 

dictation and read-aloud performances. 

The goal of this study is to find an effective 

GEP-measurement method by comparing 

different patterns of sub-proficiencies. Hence, the 

research question is as follows. 

 

• Which is the highest GEP-measurement 

performance among a dictation-based 

method, a read-aloud method, and a dictation 

and read-aloud-based method. 

 

These three methods are compared not only 

with respect to the measurement accuracy, but 

also with respect to the easiness of measurement, 

that is, cost for the development of a method and 

the administration of the method. 

The contribution of the present study includes 

(1) proposal of effective GEP-measurement 

method as a classroom-based assessment 

alternative to GEP tests, (2) empirical 

verification of GEP measurement methods, i.e., a 

dictation-based method, a read-aloud method, 

and a both dictation and read-aloud method, and 

(3) empirical verification of robustness of a GEP 

measurement method against English-language-

class size of training data. 

2 Related Research 

2.1 GEP Measurement based on Dictation 

or Read-Aloud Performance 

Kotani and Yoshimi (2021a) investigated the 

validity of dictation performance as an indicator 

of GEP by examining GEP measurement using 

non-linear regression analysis. The participants 

were 50 college students who dictated two texts 

that they were familiar with. The dependent 

variable was GEP in terms of TOEIC scores, and 

the independent variables included the dictation 

performance based on accuracy and the learners’ 

subjective judgment, and linguistic features of 

the dictation texts. The measured GEP had a 

strong correlation with the observed GEP. 

Kotani and Yoshimi (2021b) investigated the 

validity of read-aloud performance by examining 

GEP measurement using multiple linear 

regression analysis. The dependent variable was 

GEP in terms of TOEIC scores, and the 

independent variables included the read-aloud 

performance based on accuracy, speech rate, and 

the learners’ subjective judgment, and linguistic 

features of the read-aloud texts. The measured 

GEP had a moderate correlation with the 

observed GEP. 

2.2 Correlation Analysis between GEP and 

Dictation or Read-Aloud Performance 

Previous research (Irvine, Atai, and Oller, Jr. 

1974; Kazazoglu 2013; Wong and Leeming 

2014; Leeming and Wong 2016; Yazdinejad and 

Zeraatpishe 2019) presumed that dictation 

performance is a good indicator of GEP, and 
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compared learners’ dictation performance scores 

with GEP scores such as the TOEIC and the 

TOEFL. The results showed a strong correlation 

between the dictation performance scores and 

GEP test scores. Hence, previous research has 

succeeded in demonstrating that dictation 

performance indicates test scores for GEP.  

Coniam (1991) investigated the validity of 

speech rate in reading aloud as an indicator of 

GEP by examining the correlation between GEP 

and the speech rate. The participants were 83 

secondary school students who read a short 

dialogue aloud (the length was uncertain). The 

read-aloud performance was evaluated on a 

seven-point Likert scale and included accuracy 

and fluency. GEP scores constituted reading-

writing and speaking-listening scores. The 

speech rate was moderately correlated with read-

aloud performance (r = 0.66), reading-writing 

performance (r = 0.55), listening-speaking 

performance (r = 0.60), and GEP (r = 0.59). 

Iino, Yabuta and Thomas (2011) investigated 

the validity of read-aloud performance scores as 

an indicator of GEP by examining the correlation 

between GEP and read-aloud performance. In the 

read-aloud tests, 80 ESL learners read aloud four 

short texts. The results of the read-aloud tests 

were evaluated by three ESL teachers on a five-

point Likert scale based on accuracy of 

pronunciation and accent, intelligibility of 

meaning units, and fluency of speech rate. The 

read-aloud scores had moderate correlation with 

test scores of GEP. 

Lee (2014) investigated the validity of speech 

rate in reading aloud as an indicator of oral GEP 

by examining the correlation between oral GEP 

and speech rate. The participants were 46 college 

students who read aloud a short text. Oral GEP 

was evaluated by three ESL teachers and native 

English speakers. The oral GEP includes read-

aloud performance and picture-cued storytelling. 

The speech rate had a moderate correlation with 

the read-aloud-based GEP and strong correlation 

with storytelling-based GEP.  

3 Collection of Dictation and Read-

Aloud Data  

3.1 Participants 

The participants of this study were 50 English 

learners. This number was determined to mimic a 

large English class that includes learners at 

different proficiency levels. This is because this 

study placed more emphasis on the practical 

application of model building than on the 

theoretical perspective. In addition, the 

participants were not randomly chosen. The use 

of class-size training data reveals the possibility 

of an ESL teacher to develop GEP measurement 

using training data compiled in the class. 

Those who satisfied the following conditions 

participated in the experiment: their first 

language was Japanese; they were students of 

universities in the area where this study was 

carried out (28 men and 22 women; mean age, 

20.8 years; standard deviation (SD), 1.3). The 

participants were paid a fee for participation. 

3.2 Data Collection Procedures 

Data instances to determine GEP comprised 

sentences transcribed by a learner, two types of 

dictation performance scores, speech sound 

pronounced by a learner, three types of read-

aloud performance scores, five types of linguistic 

features extracted from reference sentences from 

a text material, and the learners’ English test 

scores. The dictation and read-aloud data 

included 750 instances gathered from 50 

learners’ attempts to complete the text material 

consisting of 15 sentences.  

The dictation task proceeded as follows: First, 

the 50 learners listened to sentences read aloud 

by a voice actor (woman, 35 years old) who was 

a native speaker of American English, and 

transcribed them sentence-by-sentence. 

Subsequently, the learners subjectively judged 

their ease of dictation (explained in Section 4.1).  

The read-aloud task was performed as follows: 

First, the learners listened to a reference speech 

sound by the native speaker. Subsequently, they 

read a sentence aloud and subjectively judged the 

ease of reading aloud (explained in Section 4.2). 

Recording durations were collected to calculate 

speech rates.  

Three instructions were given to the learners: 

1) Each sentence could be listened or read twice 

if necessary; 2) Each task should be completed at 

a speed natural for the learner; and 3) It was 

forbidden to read fast or slowly, or to return and 

revise a sentence after moving on to the next 

sentence. 

3.3 Text material 

Two types of texts were selected from those 

distributed by the International Phonetic 

Association (1999) and Deterding (2006). As 

these texts include basic English sounds, an 

analysis of the learners’ dictation and reading-

390



aloud of these texts would reveal what types of 

English sounds influenced their listening and 

pronunciation.  

These texts featured two of Aesop’s Fables: 

The North Wind and the Sun (Text I) and The 

Boy Who Cried Wolf (Text II). Texts I and II 

contained five and ten sentences, respectively. It 

should be noted that Text I failed to encompass 

certain sounds, such as initial and medial /z/ and 

syllable initial /θ/. However, Text II included 

these missing sounds. 

3.4 General English Proficiency 

Learners’ GEP was determined using their 

TOEIC Listening & Reading test scores, 

obtained in the current or previous year. The 

TOEIC Listening & Reading test was chosen, 

because the test scores had strongly correlated 

with GEP test results, that is, the Language 

Proficiency Interview developed at the Foreign 

Service Institute of U.S. Department of State 

(Educational Testing Service 1998), and this test 

has no dictation and read-aloud sections. 

4 Features for Regression  

This study measured GEP through regression 

based on dictation and/or read-aloud 

performance scores and the linguistic features of 

a sentence. 

4.1 Dictation performance 

The criteria for evaluating dictation performance 

comprised two indexes: learners’ subjective 

judgment of their ease with dictation (EASE-D) 

and dictation accuracy (ACC-D).  

EASE-D was scored using a five-point Likert 

scale for the learners’ subjective judgment (1: 

easy; 2: somewhat easy; 3: average; 4: somewhat 

difficult; and 5: difficult). A lower EASE-D 

indicated that the learners judged the dictation to 

be easier. 

ACC-D was calculated by dividing the 

Levenshtein edit distance between a given 

reference and a transcribed sentence with the 

number of characters in a longer sentence than 

the other. The Levenshtein edit distance reflects 

the differences between the two sentences due to 

the substitution, deletion, or insertion of 

characters. A lower ACC-D denoted that the 

learners completed the dictation more accurately. 

4.2 Read-Aloud Performance 

The criteria for evaluating read-aloud 

performance comprised three indices. They were 

learners’ subjective judgment of the ease of 

reading aloud (EASE-R), read-aloud accuracy 

(ACC-R), and speech rate in words per minute 

(RATE-R).  

EASE-R was determined by the learner’s 

subjective judgment on a five-point Likert scale.  

ACC-R was calculated by dividing the number 

of words correctly read aloud by the number of 

words in the corresponding sentence (0 indicated 

the absence of words correctly read aloud and 1 

indicated that the learner read aloud all words 

correctly). Learners’ reading aloud is evaluated 

word-by-word using a binary decision (correct or 

incorrect pronunciation) for constructing a naïve 

measurement method as a cost-effective method. 

The measurement accuracy might be improved if 

the reading aloud is evaluated phone-by-phone 

using the multiple decision for the 

appropriateness, but the development cost will 

increase. From the viewpoint of the cost-

effectiveness, the reading aloud should be 

evaluated manually by an ESL teacher or 

automatically by a speech recognition tool, but 

we chose an English transcriber as an evaluator. 

A transcriber is supposed to provide strict 

evaluation for learners’ reading aloud due to the 

unfamiliarity with learners’ pronunciation. When 

this method is practically used in an ESL class, 

an ESL teacher should evaluate learners’ reading 

aloud as strictly as possible to maintain the 

validity. 

RATE-R was calculated by dividing the 

number of words by the duration of reading 

aloud. 

4.3 Linguistic Features 

In this study, linguistic features included 

sentence length, mean word length, number of 

multiple-syllable words, and word difficulty. 

These linguistic features were automatically 

derived from sentences in the text material.  

Sentence length (Chall and Dial 1948) was 

defined as the number of words in a sentence. 

The mean word length (Chall and Dial 1948) 

was derived by dividing the number of syllables 

by the number of words in the sentence. The 

number of syllables in a word (Stenton 2013) 

was counted using the following steps: count the 

vowels in the word, subtract any silent vowels, 

and subtract one vowel from every diphthong. 

The number of multiple-syllable words in a 

sentence (Fang 1966) was derived using the 

formula , where N denotes the number 

of words in the sentence and Si denotes the 
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number of syllables in the i-th word. This 

subtraction derivation ignores the single-syllable 

words.  

Word difficulty (Kiyokawa 1990) was defined 

as the rate of words not listed in a basic 

vocabulary list in relation to the total number of 

words in the sentence. 

The speech rate was defined as the number of 

words read aloud by the native speaker in one 

minute. 

5 Measurement of GEP with Dictation 

and/or Read-Aloud Performances 

Measurement methods were developed using 

support vector regression, considering GEP as 

the dependent variable. The independent 

variables were the dictation performance scores 

(EASE-D, ACC-D), the read-aloud performance 

scores (EASE-R, ACC-R, RATE-R), and the 

linguistic features. 

GEP is measured by support vector regression. 

Support vector regression is less explainable but 

more accurate than multiple regression. Thus, an 

active feature of a learning model is not clearly 

described. Support vector regression was 

conducted using the function “svm()” defined in 

the “e1071” package of the software 

environment R (Meyer 2021). The radial basis 

function was set as a type of kernel function, and 

the other parameters of “svm()” were set as 

default. 

The measurement methods were evaluated 

using a leave-one-out cross-validation test, 

considering one instance as test data and n-1 

instances as training data. The training/test data 

included 750 instances. 

Correlation analysis using t-test was 

performed between the measured and observed 

GEPs, where the significant threshold was set to 

0.05. A statistically significant correlation was 

further examined using chi-square test for 

answering the research question, but a non-

significant correlation was left out. The 

significance threshold was adjusted for multiple 

testing based on the false discovery rate (FDR) 

(Benjamini and Hochberg 1995). 

To address the research question, three types 

of a measurement method were developed: one 

uses dictation performance scores, another read-

aloud performance scores, and the other both 

dictation and read-aloud performance scores. In 

addition to each type of test scores, these 

methods use linguistic features of dictation/read-

aloud materials. The research question was 

answered by testing the equality between the 

statistically significant correlation coefficients in 

the chi-square tests. 

6 Experimental Results 

6.1 Descriptive Statistics 

Figure 1 shows the distribution of GEP. GEP 

followed a normal distribution according to the 

Kolmogorov-Smirnov test (K = 0.82, p = 0.25). 

The mean, minimum, and maximum GEP were 

607.7, 295, and 900, respectively, and the SD 

was 184.45. 
 

Figure 1: GEP distribution 

 

Table 1 shows the means and SDs of the 

dictation and read-aloud performance scores, and 

Table 2 shows the means and SDs of the 

linguistic difficulty of sentences in the text 

material. 

 

Performance score n Mean SD 

EASE-D 750 4.22 0.77 

ACC-D 750 0.44 0.19 

EASE-R 750 3.03 0.91 

ACC-R 750 0.95 0.06 

RATE-R 750 100.66 27.39 

Table 1: Descriptive statistics of the dictation and 

read-aloud performances 
 

Linguistic features n Mean SD 

Sentence length 15 21.93  7.57 

Mean word length 15 1.26  0.11 

Number of multiple-

syllable words 
15 5.93  2.84 

Word difficulty 15 0.26  0.11 

Speech rate 15 178.44 17.41 

Table 2: Descriptive statistics of the linguistic 

difficulty of the sentences 
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6.2 Results and Discussion 

Table 3 shows the correlation coefficients r 

between the measured and observed GEPs in the 

cross-validation tests. Df refers to the degree of 

freedom. D&R refers to a measurement method 

using dictation and read-aloud, D, a method 

using dictation, and R, the one using read-aloud. 

When the correlation coefficient was 

significantly different from zero, the coefficient 

was marked with an asterisk seen in all of the 

three types of measurement methods. 
 

Measurement 

methods 

r t df p 

D&R 0.80* 36.13 748 < 0.05 

D 0.75* 31.17 748 < 0.05 

R 0.59* 19.78 748 < 0.05 

Table 3: Correlation coefficients of the three 

measurement methods 
 

The scatterplots in Figure 2–4 show the 

correlations between the observed GEP and 

measured GEP (D&R, D, and R). 

Figure 2: Scatter plot of GEP measured by D&R 

 

Figure 3: Scatter plot of GEP measured by D 

 

 
Figure 4: Scatter plot of GEP measured by R 

 

Table 4 shows the results of the chi-square 

tests for equality of correlation among the three 

measurement methods. FDR refers to the 

significance threshold adjusted for multiple 

testing based on the false discovery rate. The chi-

square value marked with an asterisk indicates 

significant differences between the correlation 

coefficients. The values of correlation 

coefficients are shown in a descending order: 

D&R > D > R. Table 4 indicated that statistically 

significance of pairs of correlation coefficients in 

the descending order: D&R > D, D&R > R, and 

D > R. The measurement method using D&R 

demonstrated the strongest correlation. That is, 

the result suggests that D and R are 

complementary to measure GEP. 

 

Measurement 

methods 

chi-square df P FDR 

D&R > D 4.89* 1 < 0.05 0.05 

D&R > R 65.79* 1 < 0.02 0.02 

D > R 34.78* 1 < 0.03 0.03 

Table 4: Chi-square tests for equality among the 

three measurement methods  

 

The significant difference in D > R can be 

explained in relation to association with TOEIC. 

Assuming that GEP can be measured with 

TOEIC scores, D > R indicated that TOEIC had 

stronger correlation with D than R. Both D and R 

share listening and reading comprehension skills, 

respectively. However, spelling in D and 

pronunciation in R are not examined in TOEIC. 

Hence, the correlation result, i.e., D > R, can be 

taken as a piece of evidence that spelling is more 

associated with TOEIC than pronunciation. 

Therefore, the present study suggested that 

GEP should be measured with a method using 

D&R because of the strength of correlation, i.e., 

D&R > D > R. However, if an ESL teacher needs 

to decrease time for test administration and/or to 

reduce preparation tasks for test materials, a 
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measurement can also be developed only with D 

instead of using D & R. 

7 Conclusion 

This study answered which of the GEP-

measurement methods achieved the best 

performance among a dictation-based method, a 

read-aloud method, and a dictation and read-

aloud-based method. Each method was 

developed by a non-linear regression analysis 

using dictation and/or read-aloud performance 

scores, and the linguistic features of the 

dictation/read-aloud materials. These methods 

were compared with respect to the measurement 

accuracy and the easiness of measurement. 

The experimental result suggested that GEP 

should be measured with the dictation and read-

aloud-based method, because the measured GEP 

had the strongest correlation with the observed 

GEP. However, if an ESL teacher needs to 

decrease testing time and/or preparation tasks for 

test materials, the diction-based method can also 

be utilized. 

Future research should examine what 

combinations of dictation performances (EASE-

D and ACC-D) and read-aloud performances 

(EASE-R, ACC-R, and RATE-R) can achieve 

the best measurement performance. It should also 

investigate how the measurement is dependent 

on learners’ GEP.  
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Abstract 

This study discusses the curve-fitting results of 

the frequency distributions of dependency 

distances in sentences from a multi-lingual 

parallel corpus. It assumes that these 

distributions fit a mathematically well-defined 

distribution (the right truncated modified Zipf-

Alekseev distribution) quite well, which 

indicates that these distributions of dependency 

distances reflect an aspect of the universal 

properties of natural language. However, the 

results of the curve-fitting of frequency 

distributions of the dependency distances of 

different dependency types do not demonstrate 

a suitable fit to the right truncated modified 

Zipf-Alekseev distribution, suggesting the 

necessity of further research. 

1 Introduction 

Dependency distance has been the center of focus 

of research on memory burden and syntactic 

complexity (Gibson, 1998, 2000; Gildea & 

Temperley, 2010; Grodner & Gibson, 2005; Li & 

Yan, 2021; Liu, 2007, 2008; Liu et al., 2017; Oya, 

2013, 2021). The dependency distance between 

words in a dependency relation can be easily 

calculated; for example, in the sentence “Sarah has 

written an article in two months,” the noun Sarah 

depends on the auxiliary verb has as the subject, 

and the dependency distance between them is one. 

The noun article depends on written as its object, 

and the dependency distance between them is two. 

Dependency distance has been argued as an 

aspect of the universal properties of natural 

languages; more specifically, shorter dependency 

distances are preferred to longer ones, possibly due 

to the upper bound of the short-term memory of 

humans (Gibson, 2000). It has been found out that 

the threshold of dependency distance is four across 

different natural languages (Liu, 2008; Oya, 2021). 

This means that the frequencies of dependency 

distances one, two, or three are much higher than 

the frequencies of dependency distances four or 

larger. When we plot the frequency distributions of 

dependency distances on an x-y plane with the x 

axis being the dependency distance and the y axis 

its frequency, then the graph has a long tail to the 

right.  

In this context, frequency distributions of 

dependency distances have been discovered to fit 

the right truncated modified Zipf-Alekseev 

distribution (henceforth ZA distribution) quite well 

(Jiang & Liu, 2015; Liu, 2009; Ouyang & Jiang, 

2017). The ZA distribution formula is illustrated 

below (Ouyang & Jiang, 2017; Popescu et al., 

2014; Li and Yan, 2021): 
 

 
 

In the formula above, x is a dependency distance, y 

is its frequency, c is a constant, and the parameters 

a and b vary along with the fitness of the 

distributions of the frequencies. According to Li 

and Yan (2021), when the ZA distribution was 

fitted to the frequency distribution of dependency 

distances across essays written by Japanese EFL 
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learners of different proficiencies, the results of 

good fitness were obtained. 

 

 

Figure 1. Frequency distributions of the dependency distances of Lower, Middle and High groups (Li & 

Yan, 2021, p.180) 

 

Li and Yan (2021) also found out that learner 

proficiencies are reflected in the different 

parameters of the ZA distribution. That is, 

parameter a increases, and parameter b decreases, 

from the lower (L in the table below), the 

intermediate (M), and to the higher proficiency 

learner groups (H). 

 

Group a b n α Χ
2

P(Χ
2
) DF C R

2

L 0.66 0.4634 45 0.4646 366.69 0 40 0.0112 0.9969

M 0.6982 0.4056 85 0.4605 611.47 0 60 0.0201 0.9944

H 0.7206 0.3898 63 0.4608 805 0 55 0.0261 0.9929

Table 1. Fitting ZA distribution to the frequency distributions of dependency distances of different groups 

(Li & Yan, 2021, p.181) 

2. Background of this study 

 

This study follows Li and Yan’s (2021) research, 

attempts to fit the ZA distribution to the frequency 

distribution of dependency distances in sentences 

taken from a multi-lingual parallel corpus, and 

hopes to find aspects of properties that are 

universal across different languages. More 

specifically, we focus on the 

similarities/differences of parameters a and b 

across different languages in a multi-lingual 

parallel corpus, with the assumption that such 

comparisons can indicate the 

similarities/differences of these languages 

mathematically, with reference to the ZA 

distribution. If the parameters a and b of one 

language are found to be close to those of another 

language, it will indicate their similarity as far as 

their fitness to the ZA distribution is concerned. If, 

on the other hand, these parameters are widely 

different across the two languages, it will be 

indicative of their difference in terms of the ZA 

distribution. 

Along with this distribution-fitting of individual 

languages, we also focus on the distributions of 

dependency distances of different dependency 

types, e.g., the distribution of dependency 

distances between a verb and its subject, and its 

attempt to fit to the ZA distribution. Similar to the 

curve-fitting of the distributions of dependency 

distances across all dependency types, we focus on 

the similarities/differences of parameters a and b 

of different languages in the same multi-lingual 

parallel corpus. This fitting is expected to reveal 

the behaviors of the dependency distances of 

different types, and to open up the possibility of 

the investigation of a certain aspect of the universal 

properties of natural languages from a more fine-

grained perspective. 

  

This study poses the following research questions: 
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1. Will the frequency distribution of the 

dependency distances in a multi-lingual parallel 

corpus fit suitably to the ZA distribution? 

2. Will similarities/differences of languages be 

reflected on the parameters of the ZA distribution? 

3. Will the frequency distribution of the 

dependency distances of different dependency 

types be reflected in the parameters of ZA 

distribution? 

 

2.1 Data 

This study uses Parallel Universal Dependencies 

Treebanks 2.7 (henceforth PUD) to answer the 

abovementioned research questions. These 

treebanks were created for the purpose of the 

shared task on Multilingual Parsing from Raw Text 

to Universal Dependencies at CoNLL 2017 

(http://universaldependencies.org/conll17/). PUD 

is a parallel corpus consisting of 20,000 sentences 

with aligned translation pairs across 20 languages.  

(Arabic, Chinese, Czech, English, Finnish, French, 

German, Hindi, Indonesian, Icelandic, Italian, 

Japanese, Korean, Polish, Portuguese, Russian, 

Spanish, Swedish, Thai, and Turkish). Of the 1,000 

sentences of each language, 750 were those which 

had been translated directly from English texts, and 

the remaining 250 were translated from German, 

French, Italian, or Spanish; these sentences had 

been first translated into English, and then further 

translated into each of these languages. The 

translation of these sentences was conducted 

manually by professional translators, and these 

sentences were further annotated with 

morphological and syntactic tags by Google. These 

annotations are converted into UD (Universal 

Dependencies) by UD community members, 

according to UD Ver. 2 guidelines. The UD 

website elucidates further details 

(https://universaldependencies.org/).  

2.2 Procedure  

We can calculate the dependency distance between 

two words in dependency relationship. We can 

obtain the dependency distance of each 

dependency relation in PUD through the 

dependency tag on every word in a sentence. It is 

conducted by an original Ruby script which was 

the same used in Oya (2021).  On the basis of the 

output of the script, we obtained the frequencies of 

the dependency distances of all the dependencies 

in the sentences in each of the languages in PUD, 

as well as the frequencies of dependency distances 

of different dependency types. This study focuses 

on the frequencies of the dependency distances of 

the dependency types nsubj (dependency between 

a verb and its nominal subject), obj (dependency 

between a transitive verb and its direct object), 

amod (dependency between a noun and an 

adjective modifying the noun), and advmod 

(dependency between an adverb and a noun 

modified by the adverb). Then, the frequency 

distributions of dependency distances are 

calculated, and fitted to the ZA distribution by 

means of the Altmann-fitter v.3.1.0 

(http://www.ram-verlag.biz/altmann-fitter/), which 

is the same application that Lin and Yan (2021) 

used to curve-fit their data. 

2.3 Results  

The table below illustrates the results of the curve-

fitting of the dependency distances’ frequency 

distributions in the 20 PUD languages to the ZA 

distribution. The R2 values of all these languages 

(except for French) are above 0.98, which indicates 

that they all fit the ZA distribution quite well. 

398



a b n α X² P(X²) C DF R²

Arabic 0.9274 0.2634 51 0.5214 244.27 0 0.0118 46 0.9985

Czech 0.3531 0.4618 45 0.4061 211.4 0 0.0114 40 0.9971

German 0.2154 0.4234 51 0.3583 411.76 0 0.0193 46 0.9925

English 0.206 0.5165 56 0.3638 490.23 0 0.0232 48 0.9924

Spanish 0.4536 0.4437 59 0.407 995.06 0 0.0427 52 0.9853

Finnish 0.3764 0.4738 44 0.4245 96.4 0 0.0061 39 0.9998

French 0.1188 0.5258 52 0.4063 1491.42 0 0.0603 47 0.9787

Hindi 0.5507 0.2748 53 0.4605 1050.47 0 0.0441 48 0.9915

Indonesian 0.6206 0.3706 46 0.4825 224.7 0 0.0116 41 0.9976

Icelandic 0.3406 0.4987 49 0.4317 290.77 0 0.0154 42 0.9957

Italian 0.2291 0.5015 63 0.4047 1263.5 0 0.0532 52 0.9816

Japanese 1.4917 0.1277 72 0.4327 1486.15 0 0.0516 67 0.9894

Korean 0.8252 0.2137 46 0.5528 527.16 0 0.0318 41 0.9967

Polish 0.5594 0.3939 42 0.4628 194.13 0 0.0106 37 0.9976

Portuguese 0.2558 0.4947 61 0.4058 1097.69 0 0.0469 51 0.9836

Russian 0.5218 0.4262 46 0.4259 384.96 0 0.0199 41 0.9936

Swedish 0.1053 0.5602 50 0.3888 537.5 0 0.0282 42 0.9903

Thai 0.5959 0.4327 42 0.5327 101.95 0 0.0046 37 0.9994

Turkish 0.7389 0.2438 40 0.5198 552.58 0 0.0327 35 0.9954

Chinese 0.7587 0.2628 47 0.4085 181.6 0 0.0085 42 0.9995

Table 2. The results of the curve-fitting of the frequency distributions of the dependency distances in the 

20 languages in the PUD, to the ZA distribution. 

 

The figure below illustrates that, when these 

languages are plotted according to their parameters 

a and b, they demonstrate a linear distribution; R2 

= .82, p < .01. In this linear distribution, we can 

notice that languages of the Indo-European family 

seem to form one cluster in which the parameter a 

is less than 0.6 and the parameter b is within the 

range of 0.4 and 0.6 (except for Hindi), while non-

Indo-European languages form another cluster in 

which the parameter a lies within the range of 0.6 

and 1 and the parameter b is less than 0.4 (except 

for Finnish and Thai). Japanese stands out from 

these two clusters. 
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Figure 3. The plots of parameters a and b of the languages in the PUD, when the frequency 

distributions of the dependency distances of all dependency types in the PUD are fitted to the ZA 

distribution 

 

 

Unlike the case of the plot above which takes all 

the dependency types into consideration, when the 

dependency distances of nsubj in the PUD are 

fitted to the ZA distribution, there is a weak linear 

distribution of the languages in the PUD in terms 

of their a and b parameters of the ZA distribution; 

R2 = .27, p < .02.   

Figure 4. The plots of the parameters a and b of the languages in the PUD, when the frequency 

distributions of the dependency distances of nsubj in the PUD are fitted to the ZA distribution 

 

When the dependency distances of obj in the 

PUD are fitted to the ZA distribution, there is no 

linear distribution of the languages in the PUD in 

terms of their parameters a and b of the ZA 

distribution; R2 = .13, p < .12. 
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Figure 5. The plots of the parameters a and b of the languages in the PUD, when the frequency 

distributions of the dependency distances of obj in the PUD are fitted to the ZA distribution 

 

When the dependency distances of amod in the 

PUD are fitted to the ZA distribution, there is no 

linear distribution of the languages in the PUD in 

terms of their parameters a and b of the ZA 

distribution; R2 = .08, p < .21. This non-linear 

distribution is partly due to the fact that the 

frequencies of amod in Arabic, Indonesian and 

Japanese do not fit the ZA distribution. When these 

frequencies are excluded, the distribution turns out 

to be linear; R2 = .67, p < .01. 

Figure 6. The plots of the parameters a and b of the languages in the PUD, when the frequency 

distributions of the dependency distances of amod in the PUD are fitted to the ZA distribution 

 

When the dependency distances of advmod in 

the PUD are fitted to the ZA distribution, there is a 

weak linear distribution of the languages in the 

PUD in terms of their parameters a and b of the 

ZA distribution; R2 = .46, p < .01.  
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Figure 7. The plots of the parameters a and b of the languages in the PUD, when the frequency 

distributions of the dependency distances of advmod in the PUD are fitted to the ZA distribution 

 

3. Discussion 

The results answer R.Q.1 and R.Q.2, and indicate 

that the frequency distribution of dependency 

distances in a multi-lingual parallel corpus fit well 

to the ZA distribution (R.Q.1), and that differences 

between languages are reflected in the different 

parameters of the ZA distribution (R.Q. 2). The 

clusters of parameters seem to reflect the 

differences of language families they belong to; 

however, further investigations that include more 

languages which have not been included in PUD 

are necessary. 

The aforementioned results do not seem to 

answer R.Q.3 positively. The frequency 

distributions of the dependency distances of 

different dependency types in the multi-lingual 

parallel corpus do not necessarily fit well with the 

ZA distribution. These results may be due to the 

fact that the same dependency type (e.g., obj) can 

be used differently in different languages, even in a 

parallel corpus in which sentences of different 

languages are aligned according to their semantic 

parallelism; for example, the direct object of a verb 

in one sentence of a language can be expressed not 

as the direct object of the sentence’s translation in 

another language, and vice versa. The same is true 

for other dependency types. This may result in 

more random distribution of dependency distances, 

and less linear distribution of the parameters a and 

b. 

We can notice different degrees of linear 

distributions of the parameters a and b across 

different dependency types. For example, the 

parameters a and b of the dependency type nsubj 

seems to have relatively higher degree of linear 

distribution than other dependency types. This may 

reflect the fact that what is expressed as the subject 

of a verb in one language is often expressed as the 

subject of a verb in other languages, and also their 

dependency distances (and their frequencies) are 

similar with each other. As such, we still need 

further investigation into different distributions of 

dependency distances of different dependency 

types across different languages, and finding 

language-(in)dependent patterns across these 

differences remains to be one of the goals in future 

research. 

 

4. Conclusion  

This study reported the results of the curve-fitting 

of frequency distributions of dependency distances 

in sentences within a multi-lingual parallel corpus. 

It was found that these distributions fit the ZA 

distribution fairly well. This indicates that these 

402



distributions of dependency distances can reflect a 

certain aspect of the universal properties of natural 

language. However, the results of the curve-fitting 

of frequency distributions of the dependency 

distances of different dependency types do not 

demonstrate a suitable fit to the ZA distribution. 

Thus, these results require us to further investigate 

the behaviors of different types of dependencies in 

terms of their distances and their frequencies, both 

within the same parallel corpus and other types of 

corpus data. 
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Abstract 

As the import of pork with ractopamine from 
the United States (US) has stimulated a heated 
discussion on social media, the purpose of this 
exploratory study is to assess public opinion on 
the import of US pork by examining the 
interplay between the two sub-issues, namely 
food security (FS) and political economy (PE), 
at the word, sentence, and time series levels. 
First, we collect comments related to the US 
pork issue on PTT, the largest online discussion 
forum in Taiwan, throughout the year 2021. 
Second, at the word level, we apply Latent 
Dirichlet Allocation (LDA) to extract the main 
topics. Third, at the sentence level, we sample a 
subset of data for manual annotation. Taking 
the annotated subset as the gold standard, we 
use the pretrained BERT-base-Chinese model 
for the downstream topic classification task to 
predict the whole dataset. Fourth, at the time 
series level, we employ Detrended Fluctuation 
Analysis (DFA) to evaluate the predicted 
number of comments for FS and PE sub-issues. 
Two main results are obtained: (1) the theme of 
political economy interweaves with the concept 
of food safety at both word and sentence levels; 
(2) DFA shows the absence of a more salient 
perspective between the FS and PE sub-issues 
at the time series level. 

1 Introduction 

In Taiwan, social issues are typically divided into 
different discursive dimensions according to 
political ideology. Take the US pork issue as an 
example, the Democratic Progressive Party’s (DPP) 
decision to lift the restriction on the import of pork 

with ractopamine was made to strengthen Taiwan’s 
economic ties with the US, while the Kuomintang 
Party’s (KMT) opposition to this policy heightens 
the potential risk to food safety and facilitates the 
holding of a national referendum banning the US 
pork importation. As the referendum is intended to 
represent the views of citizens for involvement in 
the policy-making process, the question then arises 
as to which perspective the political parties attempt 
to shape public opinion from. As social media 
mining has become a powerful tool to investigate 
the formation and change of public opinion 
(Anstead & O’Loughlin, 2015), this study 
evaluates the evolution of public views via the 
Professional Technology Temple (PTT), Taiwan’s 
largest online bulletin board where the issue of US 
pork has been extensively discussed.  

In their study of stance detection of comments 
posted on PTT, Chuang and Hsieh (2015) examine 
the cross-fertilization of ideas between netizens 
participating in online discussions and audiences 
reading the comments. Indirect participation in the 
conversations notwithstanding, the audiences still 
receive the messages conveyed by the interlocutors. 
Hence, discussion on PTT represents a dominant 
force shaping public attitudes toward a particular 
issue. However, studies to date on stance detection 
have frequently drawn on social media data at a 
document-level where each text was written by a 
single author (e.g., Faulkner, 2014; Walker et al., 
2012). In fact, short comments posted below these 
articles are opinion-rich resources which influence 
the attitudes of netizens. This paper engages with 
the tendency of public opinion reflected in short 
comments provided by multiple authors.   

Tu et al. (2021) analyze the issue of US pork 
from a media and communication perspective, 
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exploring the behavioral patterns of netizens, such 
as posting time and posting frequency. However, 
they (2021) neglect the linguistic aspects in media 
discourse and mention without further elaboration 
that the US pork issue is recognized as both a food 
safety concern and a politico-economic issue. 
Building on Tu et al.’s (2021) study and taking it 
as a point of departure, the current research aims to 
examine public attitudes toward the US pork issue 
from a linguistic standpoint and measure the extent 
to which the two sub-issues, i.e., food security (FS) 
and political economy (PE), intersect and interact 
with each other through a quantitative lens.   

In this study, topic modeling is conducted to 
retrieve linguistic information about the US pork 
issue at three different levels: word, sentence, and 
time series. First, at the word level, we adopt 
Latent Dirichlet Allocation (LDA), a topic model 
which has been extensively used to build clusters 
of documents, to extract the main topics. While 
LDA provides a useful lens for topic modeling, the 
topics extracted by LDA only model correlations 
among words without explicitly representing 
correlations among the topics (Li & McCallum, 
2006). Therefore, at the sentence level, a semi-
supervised transfer learning method based on the 
pretrained BERT model is applied to characterize 
the interaction between the FS and PE sub-issues 
by incorporating contextual information. Finally, at 
the time series level, we take the time axis into 
account by using Detrended Fluctuation Analysis 
(DFA) to evaluate the evolution of public views. 
The proposed method seeks to contribute to 
research on social media mining by assessing the 
interplay between sub-issues of a specific social 
issue at the word, sentence, and time series levels.   

The remainder of this paper is organized as 
follows. It first reviews existing literature on topic 
modeling and time series data analysis (section 2). 
Then it presents data collection, the annotation 
scheme, and the use of LDA, the pretrained BERT 
model, and DFA (section 3). After that, it not only 
illustrates the word clouds generated by LDA and 
presents the predicted results obtained by the 
BERT model but also reveals the dynamics of 
public opinion on the US pork importation and 
demonstrates the DFA results (section 4). This 
paper concludes with a brief discussion of the 
significance of our results and implications for 
understanding the chronological development of 

public concern over a particular social issue 
(section 6).  

2 Related Work 

Prior studies pertaining to topic classification have 
typically utilized machine learning algorithms. One 
line of research has focused on unsupervised 
learning techniques in which words are clustered 
into a set of topics, such as LDA (e.g., Hong & 
Davison, 2010) and Latent Semantic Analysis (e.g., 
Valdez et al., 2018). Another line of research has 
concentrated on supervised learning algorithms, 
such as Naive Bayes, Support Vector Machine, 
Logistic Regression, and Decision Tree (e.g., Lee 
et al., 2011; Wang & Manning, 2012). In addition 
to traditional machine learning models, deep 
learning models, such as LSTM (Hochreiter & 
Schmidhuber, 1997) and BERT (Devlin et al., 
2018), have received considerable attention in the 
field of natural language processing in recent years. 
However, due to high computation cost for training 
large models with numerous parameters, a transfer 
learning method using pre-trained models is widely 
employed to perform text classification, such as 
topic detection (e.g., Houlsby et al., 2019; Yin et 
al., 2019). In the current study, we present a 
complementary approach using both unsupervised 
and semi-supervised transfer learning for the 
investigation of public opinion on the import of US 
pork. 

2.1 Latent Dirichlet Allocation 

One promising approach to unsupervised topic 
modeling is the implementation of Latent Dirichlet 
Allocation (LDA) (Blei et al., 2003), a valuable 
tool for automated text summarization and 
visualization. On the basis of the Bag-of-Words 
paradigm, LDA is a generative probabilistic model 
that describes each document as a distribution of 
topics and each topic as a distribution of words. To 
generate a document, LDA first samples a per-
document multinomial distribution over topics 
from a Dirichlet distribution. Then it repeatedly 
samples words in each document from the 
corresponding multinomial distribution; the 
procedure is repeated for all the words in each 
document. 
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2.2 Topic classification using BERT 

As Devlin et al. (2018) elaborate, during the pre-
training stage, the BERT-base-Chinese model is 
trained on two tasks, masked language modelling 
and next sentence prediction, to learn from the 
surrounding contextual information in the Chinese 
Wikipedia corpus. In the fine-tuning stage, the 
⟨CLS⟩ token at the beginning of each sequence, 
whose embeddings are used as the representation 
of each input sequence, is fine-tuned for task-
specific objectives. In this study, we annotate a 
subset of data and employ a transfer learning 
paradigm based on the pretrained BERT-base-
Chinese model to solve the downstream topic 
classification task. After BERT makes predictions 
on the whole dataset, we obtain the predicted 
number of comments throughout the year 2021. 

2.3 Detrended Fluctuation Analysis 

Since the concept of timeline is integrated into the 
trend of public opinion, we apply the DFA to the 
time series analysis of the predicted number of 
comments in order to evaluate the changes in 
topics over time. More specifically, we quantify 
the scaling properties of time series movements in 
public opinion. The DFA is a useful technique for 
the detection of long-range correlations embedded 
in non-stationary time series (Peng et al., 1995; 
Kantelhardt, 2011). It is composed of the following 
steps: First, generate an integrated time series of N 
data points : 
 

 
 
where  is the mean of the above series. 

Second, divide the integrated time series into 
non-overlapping windows of equal 

length, each consisting of  number of samples. 
Third, calculate the least square fit of preferred 

order to the data points in each window. This 
represents the local trend . Next, subtract the 
local trend from the corresponding window to 
calculate the detrended series for windows of size . 
 

 
 
where is the fitting polynomial in window , 
for each window . 

 
Fourth, determine the variance of the detrended 

series in each window  by averaging over all data 
points: 
 

 
 
then, average over all segments and take the square 
root to compute the fluctuation function : 
 

 
 

 increases with the growing value of . If the 
data are long-range power-law correlated, then 

 will show in the form of a power-law: 
 

 
 
where  is the scaling exponent of the time series. 
The case  for all scales s confirms the 
presence of long-range correlations in a time series 
(Kantelhardt, 2011). The greater the value  is, 
the higher the correlations in the signal are. 

To the best of our knowledge, the literature on 
time-series measurement of public opinion is rather 
sparse, particularly Chinese textual data, in that 
previous relevant studies are predominantly from 
English-speaking countries (e.g., Brulle et al., 2012; 
Stimson, 1999). This study is expected to pave the 
way for a novel data-driven analytical framework 
for applying machine learning and time-series 
analysis to social media content. 

3 Methodology 

The methodology is made up of four phases. First, 
we collect comments related to the US pork 
controversy posted on PTT. Second, at the word 
level, we perform topic modeling using LDA and 
text visualization using word clouds. Third, at the 
sentence level, we annotate the dataset and then 
present a transfer learning method using the 
pretrained BERT model for the downstream topic 
classification task. Fourth, at the time series level, 
we take the results predicted by the BERT model 
and conduct the DFA to assess the public 
perceptions of the US pork importation.  
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3.1 Data collection 

We collect a total of 74,040 comments posted in 
the year 2021 regarding the US pork importation 
from the Gossiping Board1 and HatePolitics Board2  
on PTT according to Tu et al.’s (2021) finding that 
articles relevant to the import of US pork are 
constantly posted on these two boards to stimulate 
discussion. Each comment is required to satisfy 
two criteria in order to be included. First, the data 
are collected between January 1 and December 31, 
2021. Moreover, to conduct time-series analysis of 
the evolution of public views, each comment is 
matched with its corresponding date. Second, on 
the basis of Tu et al.’s (2021) study, each comment 
must contain at least one of the six keywords listed 
below: 美豬 (US pork), 美國豬肉 (pork from the 
US), 萊豬 (pork containing ractopamine), 萊克多
巴胺 (ractopamine), 萊劑 (ractopamine), and 瘦肉
精  (leanness-enhancing feed additive). This data 
extraction method confirms all selected comments 
are relevant to the US pork issue. 

Subsequent to data preprocessing, a proportion 
of the whole dataset is randomly sampled to 
construct a subset of 15,190 comments for manual 
annotation. Table 1 demonstrates the size of the 
corpus used in this research. 
 

 Subset All 
# Comments 15,190 74,040 
# Tokens 137,007 662,487 
# Word types 14,806 47,666 

 
Table 1. Corpus information. 

3.2 Procedure 

Firstly, at the word level, we set the number of 
clusters to be 2 based on a preliminary analysis of 
the top 200 keywords extracted by the TF-IDF 
method. Despite the problem of selecting the 
optimal number of topics, from the examination of 
the FS and PE sub-issues, we seek to investigate 
whether the topic keywords extracted by LDA are 
clustered together according to the relation 
between a food security standpoint and a politico-
economic point of view. 

 
1https://www.ptt.cc/bbs/Gossiping/inde
x.html 
2https://www.ptt.cc/bbs/HatePolitics/i
ndex.html 

Then, we exploit LDA to cluster comments on 
PTT into two topics and obtain 300 extracted 
keywords to represent each topic after removing 
stop words and expressions referring to the import 
of US pork into Taiwan (e.g., 美豬 US pork, 美國
豬肉 pork from the US, 萊克多巴胺 ractopamine, 
萊豬 pork with ractopamine, 台灣 Taiwan, and 進
口 import). Through an analysis of the extracted 
topic keywords, we note that the FS and PE sub-
issues are difficult to separate because the 
keywords representing the two sub-issues intersect 
with one another; thus, during manual labeling, we 
divide the comments into four categories by 
including two more categories (Both and Other). 

Secondly, at the sentence level, we manually 
annotate the subset by classifying each comment 
into four categories: FS, PE, Both, and Other. To 
reduce the burden of manual annotation, we 
present a semi-automatic corpus-based approach 
inspired by Liu (2012), in which TF-IDF, syntactic 
rules, and co-occurrence patterns are applied to 
produce the keyword lists. Nonetheless, due to the 
inevitability of errors caused by semi-automatic 
methods, a subsequent manual editing process is 
implemented by two well-trained annotators with 
linguistic background to ensure annotation quality. 

Next, we adopt a transfer learning method in 
which the annotated subset is taken as the input to 
fine-tune the pretrained BERT-base-Chinese model 
(with 12-layer, 768-hidden, 12-heads, and 110M 
parameters) for the downstream topic classification 
task. During this phase, we divide the annotated 
subset into 80% training set and 20% test set. Then, 
our BERT model is trained for 20 epochs with a 
batch size of 64 and a learning rate of 5e-5. After 
the fine-tuning stage, our BERT model makes 
predictions on the whole dataset. Then, we count 
the predicted results to estimate the frequency 
distribution of the number of comments classified 
into the four categories per day in the year 2021, 
plotting the frequency distribution to show the 
evolution of public attitudes toward the US pork 
importation. 

Finally, at the time series level, we apply DFA 
to the predicted frequency distribution so as to 
confirm the existence of long-range correlations in 
time series data. 
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3.3 Annotation scheme 

The annotation guidelines, listed in Table 2, are 
formulated to ensure accuracy and consistency of 
manual annotation. Chief among the annotation 
scheme is the target of the opinion as a mechanism 
to determine whether a comment is categorized as 
Food Safety or Political Economy; a comment is 
classified as FS if the target of the opinion is either 
the US pork or ractopamine, whereas a comment is 
classified as PE if the target of the opinion is the 
issue of US pork. However, there are a sizeable 
proportion of vague comments posted on PTT 
which express ambiguous meanings (Chuang & 
Hsieh, 2015) and are thus grouped into the Other 
category, including (1) vague expressions, such as 
the phrase 塔綠班 (tǎlyùban), a near homophonic 
pun on 塔利班 (Taliban); (2) truncated comments 
resulting from the word count limit of 27 Chinese 
characters; (3) vague messages which can only be 
interpreted as meaningful when processed together 
with the contextual information given by previous 
comments. 

 
Category Definition and example 
Food Safety The target of the opinion is 

either the US pork or 
ractopamine 
(e.g.) 有安全的豬肉為什
麼要吃萊豬 
‘Why bother eating pork 
with ractopamine at all 
when we have safe pork to 
eat?’ 

Political  
Economy 

The target of the opinion is 
the US pork issue 
(e.g.) 萊豬本來就是外交
和國際政治的議題啊 
‘Pork with ractopamine has 
been a diplomatic and 
international political 
issue.’ 

Both The comment satisfies the 
criteria of both Food 
Safety and Political 
Economy 
(e.g.) 進萊豬卻又不准賣
場標示萊豬，有事嗎  
‘(The government allowed) 
the import of pork with 

ractopamine but banned 
the market from labeling it, 
is there a problem?’ 

Other The topic of the comment 
is (1) related neither to 
Food Safety nor to 
Political Economy or (2) 
vague and ambiguous 
(e.g.) 把萊豬加個 i就變
潮啦 i萊豬 
‘If we add an “i” before 
pork with ractopamine, it 
will become popular! iPork 
with ractopamine!’ 

 
Table 2. Annotation guidelines. 

 
Besides the vagueness of language categorized 

into Other, we discuss the challenges annotators 
experience during the coding process. First, 
annotators have difficulties when deciding whether 
a comment that contains the word 吃 (eat) can be 
directly labeled as FS. In example (1), the phrase 
吃虧 (being shortchanged) includes the word 吃 
(eat), a keyword in the FS list. Considering this 
phrase along with 貿易組織 (trade organization), 
our semi-automated approach assign this comment 
with the Both pre-defined label; however, this 
comment does not convey the meaning of eating 
US pork, so the annotators made a correction by 
changing the label to PE. As for example (2), the 
phrase 進入校園  (introducing into the campus) 
implies that the author of the comment regards the 
US pork issue as a food security concern, because 
the author questions the safety of US pork with 
ractopamine. In example (3), “eating the US pork 
containing ractopamine” is interpreted as FS, 
whereas “breathing polluted air” is labeled as an 
issue of PE because of the author’s ironic tone 
against the government’s failure to address the 
problem of air pollution. Therefore, considering 
the whole sentence, example (3) is annotated as 
Both. Finally, example (4) is originally classified 
as FS through our semi-automated method due to 
the presence of the verb 吃 (eat), yet the agent of 
the verb is Taiwanese pigs rather than Taiwanese 
people. Since the food safety issue focuses on 
whether the importation of US pork has a harmful 
effect on the health of Taiwanese people rather 
than Taiwanese pigs, example (4) is neither related 
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to the politico-economic dimension issue nor to the 
food security crisis and is thus categorized as Other. 
 
(1) 欸進萊豬是我們吃虧 怎不先讓我們進貿易
組織 
We are shortchanged on the import of US pork 
containing ractopamine, so why not first allow us 
to join the trade organization. [Political Economy] 
 
(2) 那幹嘛不讓萊豬進入校園 
Then why not introduce US pork with ractopamine 
into the campus? [Food Safety] 
 
(3) 過的很好 讓我吃到萊豬跟渣米 吸到空污 
I live a good life. Let me eat US pork containing 
ractopamine along with rice dregs and breathe 
polluted air. [Both] 
 
(4) ㄚ反正把萊豬給台豬吃就好辣 
Anyway, just feed US pork with ractopamine to 
Taiwanese pigs. [Other] 

4 Results 

This study not only provides the topic modeling 
results through the LDA-based word clouds and 
reports on the predicted results obtained by our 
fine-tuned BERT model but also demonstrates the 
evolution of public attitudes toward the US pork 
issue and analyzes the time series data via DFA. 

First and foremost, the word clouds of FS and 
PE comments created by LDA are shown in 
Figures 1 and 2 to visualize the lexical semantic 
information and word frequency via font size. As 
listed in Table 3, we observe that the keywords 
extracted by LDA appear to be clustered based on 
the correlation between a food safety perspective 
and a politico-economic standpoint. However, we 
argue that there is no clear-cut between the two 
sub-issues. Taking a closer look at the overlapping 
keywords which appear in both word clouds, we 
observe the politico-economic standpoint seems to 
be interwoven with the food safety perspective on 
the US pork issue. More precisely, analyzing the 
top 25 keywords, we find that the overlapping 
keywords are mostly associated with PE and that 
only the phrase 核食 (radiated food) is related to 
FS; hence, we can derive that FS-related keywords 
are more representative features than PE-related 
keywords. 

 
Figure 1. LDA topic model for Food Safety 
comments. 
 

 
Figure 2. LDA topic model for Political Economy 
comments. 
 

Category Keyword 
Food Safety 吃萊豬 eat the US pork 

containing ractopamine, 萊
劑 ractopamine, 瘦肉精 a 
leanness-enhancing feed 
additive, 不吃 never eat, 好吃
delicious, 用萊劑 use 
ractopamine, 豬肉 pork, 標準 
standard, 標示 label, 美國 USA 

Political 
Economy 

反萊豬 oppose the US pork 
with ractopamine, 反美
oppose the US,  公投
referendum, 支持 support,     
同意 agree 

Overlapping 反美豬 oppose the US pork, 
政府 government, 民進黨 
DPP, 國民黨 KMT, 開放
lift a ban, 疫苗 vaccine, 高
端MVC COVID-19 
vaccine, 中國 China, 塔綠班
tǎlyùban, 核食 radiated food 

 
Table 3. List of top 25 LDA topic keywords. 

 
Secondly, Table 4 indicates that our fine-tuned 

BERT model achieves an overall performance of 
0.96 in F1-score. A possible explanation for the 
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success of our BERT model in topic classification 
is the repetitive nature of data. This inference is 
compatible with Tu et al.’s (2021) finding that key 
opinion leaders regularly post and repost articles 
regarding the US pork issue on PTT to stimulate 
discussion among netizens. Furthermore, Table 5 
gives a comparison of the number of comments for 
each category between the annotated subset and 
the whole dataset. Since the comments predicted as 
FS and PE by our BERT model account for more 
than half of the total comments, we can confirm 
that the large majority of netizens look at the US 
pork issue either from a food safety perspective or 
from a politico-economic point of view. 
 
Category Precision Recall F1-score Support 
FS 0.95 0.97 0.96 824 
PE 0.98 0.97 0.98 1058 
Both 0.95 0.96 0.96 503 
Other 0.95 0.94 0.95 654 
Macro avg. 0.96 0.96 0.96 3039 
 

Table 4. BERT classification results. 
 

Category # Comments 
Subset All 

Food Safety 4,168 24,018 
Political Economy 5,187 20,454 
Both 2,584 11,941 
Other 3,251 17,627 
Total 15,190 74,040 

 

Table 5. Dataset information. 
 

After the fine-tuned BERT model predicts the 
whole dataset, the predicted results are given to 
illustrate the evolution of public opinion over time 
as can be seen in Figure 3. It is worthy of note that 
the growth in the number of comments is 
consistent with the corresponding social events and 
situations. Setting the number of 100 comments as 
the benchmark value, we observe four periods of 
time when a heated discussion among netizens 
took place, as marked in Figure 3. First, the US 
pork issue went viral between January and 
February as the administrative orders concerning 
the ban lift on US pork came into effect on January 
1, 2021. Second, considering the appearance of the 
high-frequency keyword 疫 苗  (vaccine), we 
maintain that since both the COVID-19 pandemic 
and the import of US pork are associated with 
public health, the US pork issue was frequently 
raised and discussed on PTT between May and 
June due to a surge in the number of COVID-19 
cases and a COVID-19 vaccine shortage at that 
time. Third, given the high-frequency keyword 高
端 (MVC COVID-19 vaccine), a sudden increase 
in late August may relate to the vaccination of the 
first dose of the MVC COVID-19 vaccine in 
Taiwan on August 23. Fourth, since the 
referendum against the US pork importation took 
place on December 18, 2021, netizens on PTT 
were engaged in a heated discussion over the US 
pork issue as the end of 2021 approached. 
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Figure 3. Evolution of public opinion.

As illustrated in Figures 4, 5, and 6, the notable 
finding based on DFA is a significant rising trend 
in the number of FS, PE, and Both comments over 
time in the year 2021 without any downward trend. 
The estimation of the scaling exponent , 

, and  for the FS, PE, and Both 
comments, respectively, demonstrates the long-
range correlations in the number of comments per 
day. Though the overall number of FS comments 
per day surpasses that of PE comments, the 
proximity of the exponents obtained by the DFA 
method infers the absence of a more salient 
perspective between the FS and PE sub-issues. 
This finding is in accordance with the fact that the 
pork import referendum failed to pass but only by 
a narrow margin. While 51.21 percent of voters 
rejected the opposition against the import of US 
pork, there were still 48.79 percent of voters 
advocating a ban on the US pork importation. The 
referendum result implies that the potential 
disadvantage of food safety hazard does not 
outweigh the politico-economic benefits despite a 
larger volume of online discussion on the FS sub-
issue throughout the year 2021. 
 

 
Figure 4. Detrended fluctuation analysis of  
Food Safety comments. 
 

 
Figure 5. Detrended fluctuation analysis of  
Political Economy comments. 
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Figure 6. Detrended fluctuation analysis of  
Both comments. 

5 Conclusion 

This study investigates how netizens on PTT 
perceive the US pork importation by examining the 
interaction between the FS and PE two sub-issues 
through the combination of machine learning and 
quantitative analysis. In order to retrieve useful 
information from a large number of comments on 
PTT related to the import of US pork, we adopt a 
complementary approach using both unsupervised 
and semi-supervised transfer learning. First, at the 
word level, we incorporate LDA into word clouds 
to identify the main topics and assess whether the 
extracted keywords are clustered according to the 
correlation between the two sub-issues. Second, at 
the sentence level, we annotate the subset extracted 
from the whole dataset. Then, we treat the 
annotated subset as the gold standard to fine-tune a 
BERT model extended to make predictions on the 
whole dataset. Finally, at the time series level, we 
use the DFA to analyze the number of FS and PE 
comments per day.  

Our main results are the following: (1) the 
finding that the FS sub-issue interweaves with the 
PE sub-issue in terms of the US pork importation 
at both word and sentence levels; (2) the absence 
of a more prominent perspective between the two 
sub-issues at the time series level; (3) the 
development of a semi-automated annotation 
approach and annotation guidelines for a domain-
specific topic model; (4) the performance of 95% 
in F1-score for topic detection achieved by our 
fine-tuned BERT model; (5) a chronological view 
of public opinion predicted by the application of 
our fine-tuned BERT model to the downstream 
topic classification task; (6) the observation of a 
steady increase in the number of FS and PE 
comments over time in the year 2021 based on the 
DFA.   

One potential limitation of this study is the 
inevitability of prediction error when applying the 
predicted results obtained by the fine-tuned BERT 
model to the DFA procedure. Accordingly, we 
manually label as much data as possible and make 
our BERT model as accurate as possible during the 
fine-tuning process in order to minimize errors. 
Despite possible errors predicted by the model, our 
proposed approach still offers a data-driven 
method for quantifying public perceptions of a 
particular issue and provides new insights into 
public opinion on the US pork issue based on the 
integration of machine learning and quantitative 
analysis. 

This paper has contributed to the growing body 
of studies on social media mining by probing the 
dynamics of public opinion from a linguistic 
perspective and examining the interplay between 
sub-issues of a specific social issue at the word, 
sentence, and time series levels. It would be useful 
to conduct more research on the evolution of 
public attitudes toward different social issues to 
add further depth, richness, and insights to the 
findings of this study and provide a further 
development of topic classification and time series 
analysis of textual data on social media. 
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Abstract

This paper introduces the Forgotten Realms
Wiki (FRW) data set and domain specific natu-
ral language generation using FRW along with
related analyses. Forgotten Realms is the de-
facto default setting of the popular open ended
tabletop fantasy role playing game, Dungeons
& Dragons. The data set was extracted from
the Forgotten Realms Fandom wiki consisting
of more than over 45,200 articles. The FRW
data set is constituted of 11 sub-data sets in a
number of formats: raw plain text, plain text
annotated by article title, directed link graphs,
wiki info-boxes annotated by the wiki article
title, Poincaré embedding of first link graph,
multiple Word2Vec and Doc2Vec models of
the corpus. This is the first data set of this size
for the Dungeons & Dragons domain. We then
present a pairwise similarity comparison bench-
mark which utilizes similarity measures. In ad-
dition, we perform D&D domain specific nat-
ural language generation using the corpus and
evaluate the named entity classification with
respect to the lore of Forgotten Realms.

1 Introduction

Specialized and domain specific data sets are useful
for a number of advanced tasks in the domain of
Natural Language Processing (NLP). For example,
recent studies have shown that the domain speci-
ficity significantly impacts vital NLP tasks such as
measuring semantic similarity (Sugathadasa et al.,
2017) and domain specific text generation (Lebret
et al., 2016). Further, it has been shown that mod-
els developed using data from a generic domain
do not seamlessly transfer to tasks in a specific do-
main (Rajapaksha et al., 2020). Fantasy domains
could be considered an extreme case of domain
specific data, as it is possible to observe the full
spectrum of deviations from the non-domain spe-
cific (general domain) usage, both in the lexical
and semantic perspectives. An example for lexical
differences is the usage of dwarves as the plural

form of dwarf in the fantasy genre1 in place of
the general domain spelling dwarfs. An example
for semantic differences can be seen in the words
Ghost2 and Wraith3. In the Merriam-Webster dic-
tionary, they are given as synonyms in the generic
domain4 while in the domain of the fantasy role
playing game Dungeons & Dragons, they are de-
fined as two distinct creatures. In this paper, we
present the FRW data set, specific to the Forgotten
Realms setting of Dungeons & Dragons. We expect
our data set to be useful for in-domain tasks such
as text generation (Zhang et al., 2019), information
extraction (de Silva and Dou, 2021), and informa-
tion retrieval (Sugathadasa et al., 2018). We also
anticipate our data set being vital for cross domain
tasks such as text alignment (Sanchez-Perez et al.,
2014), style transfer (Fu et al., 2018), and summa-
rizing (El-Kassas et al., 2020). As a primer for
these usages, we introduce a pairwise similarity
comparison benchmark and evaluate the domain-
specific free text generation task.

1.1 Dungeons & Dragons
Dungeons & Dragons (D&D or DnD), is an open-
ended pen and paper tabletop role playing game
(RPG) which has been commercially available
since Gygax and Arneson (1974) published the first
version. The games are primarily based on fantasy
genre. However, there is a plethora of other settings
ranging from science fiction, post-apocalyptic to
hollow world and much more. Even within a se-
lected genre, it is highly customizable, for example,
a fantasy setting might be in high or low fantasy.
D&D has a predefined set of rules governing al-
most every aspect of the gameplay including the
setting. A setting has a lore, species and artifacts
among other components; which can be dissimilar

1This is inherited from the spelling used in the Lord of the
Rings and other relevant publications by J. R. R. Tolkien

2https://bit.ly/DnDGhost
3https://bit.ly/DnDwraith
4https://bit.ly/3Z2YsHC
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between settings. There are also several editions
of D&D, with 5 (Crawford et al., 2014) being the
latest. It is the version that our FRW data sets are
predominantly based on. However, it does contain
some information from earlier editions in cases
where there have been changes to the lore between
versions or in cases where information have been
consistently brought forward.

1.2 Forgotten Realms Wiki
Forgotten Realms as mentioned, is a setting which
is categorized under high fantasy, set in an alternate
world filled with magical elements combined with
larger than life themes, plots, and characters. It
originated as a medieval European setting but over
the years, has been influenced by other cultures
including Middle Eastern and Asian. Forgotten
Realms became the most utilized of all the official
D&D settings after it became the de-facto default
setting of the immensely popular (Whitten, 2021)
5th edition. Almost all of the official material pub-
lished for D&D is based on this setting. Due to this,
Forgotten Realms now has the most resources and
information available from all the settings in D&D.

However, this massive amount of information is
distributed among hundreds of official books and
magazines making it intractable for a casual enthu-
siast of D&D. To remedy this problem and to curate
and consolidate the information, the community of
D&D enthusiasts voluntarily contribute and main-
tain the Forgotten Realms wikia 5. A Wikia or a
Fandom Wiki is a Wikipedia 6-esque website (uses
the same MediaWiki 7 collaborative documenta-
tion platform) hosted by Fandom, Inc. 8. This is
typically dedicated to a particular domain (e.g.,
Star Wars 9, Marvel 10, Harry Potter 11, Formula
One Racing 12). The Forgotten Realms Wikia has
over 45,200 articlesas of September 2022 and keeps
growing at a rapid pace.

1.3 Wikipedia and other Wikis as Data
Sources

Wikipedia and other Wikia, maintained by a com-
munity of volunteers, are treasure troves of domain
specific knowledge (Ferrari et al., 2017). While

5https://forgottenrealms.fandom.com
6https://en.wikipedia.org
7https://bit.ly/3YHpG6K
8https://www.fandom.com
9https://starwars.fandom.com/

10https://marvel.fandom.com/
11https://harrypotter.fandom.com/
12https://f1.fandom.com/wiki/

there are endless debates regarding the validity of
such community maintained knowledge-bases in
scientific context (Cozza et al., 2016; Ferschke,
2014), there are still a number of ways they can be
used to further the scientific frontiers (Ponzetto and
Strube, 2007; Zesch and Gurevych, 2007; Zesch
et al., 2008). One such usage in the field of Natural
Language Processing is to use them as data sources
which not only provide corpora of the relevant do-
mains but also provides insight into community-
based collaborative text maintenance (Ferschke
et al., 2013).

The possibility of accessing as a freely available
source in multiple languages (Nastase and Strube,
2013) (human translated), being extensive, and hav-
ing special information content such as infoboxes13

make Wikipedia and similar wikia rich resources
for data. An infobox is the table-like structure typ-
ically found at the top-right side of a wiki article.
It is a human annotated, tabular summary of the
article, arranged in a key-value structure according
to a template. According to Lange et al. (2010)
about one third of all Wikipedia articles contain
an infobox. While this is indeed a rich source
of information, they are known to be noisy and
sparse(Hoffmann et al., 2010). The wiki page itself
only renders the pairs that contain values.

Another special information content is found
in the first paragraph/ (lead section 14) of a wiki
article. According to the guideline, this is typically
formatted as an abstractive summary to the entire
page. In their study on wikipedia, Lange et al.
(2010) report that there is a 92% chance to find
any of the information summarized in the infobox
within the first paragraph.

1.4 Domain Specific Text Generation
Domain specific text generation is an emerging
area in NLP (Liu et al., 2018; Chen et al., 2021;
Zhang et al., 2022; Amin-Nejad et al., 2020). The
objective in this is to generate text which adheres
to a given domain, in the sense that the content gen-
erated should be semantically and pragmatically
truthful to the said domain. One of the reasons why
domain specific text generation is difficult com-
pared to generic text generation is that, in most
cases this requires copious amounts of linguistic
resources based on the domain in question. This
hurdle is true even for fine-tuning a pre-trained

13https://bit.ly/3lLcqiOen.wikipedia.
org/wiki/Help:Infobox

14https://bit.ly/3IAzHNx
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model which relatively demands less amount of
data than training a model from ground-up (Zhang
et al., 2021).

2 Related Work

2.1 Wikipedia and Other Wiki Data Sets
In recent times the availability of linguistic data
sources have increased significantly. Especially
Wikipedia based data sets such as Wit (Srinivasan
et al., 2021), WCEP (Ghalandari et al., 2020), and
SQuAD (Rajpurkar et al., 2016). Tools such as
LUCHS (Hoffmann et al., 2010) and WOE (Wu
and Weld, 2010) are capable of extracting infor-
mation from Wikipedia pages to create such data
sets. Both systems rely on the key-value structure
of the infoboxes to guide the information extrac-
tion process from the natural language text. This
guided process is akin to the widely used Ontology-
Based Information Extraction (OBIE) (de Silva
et al., 2017).

As mentioned, Fandom, Inc. is an organiza-
tion which hosts wikis for a large number of en-
tertainment media franchises and other areas as
the general populace may desire. The Fandom
wikis operate on the same technology and guide-
lines15 as Wikipedia. They are good sources of
domain specific data for different media franchises
as they are written in the desired domain and of-
fers a clear demarcation from in-domain and out-
domain data as opposed to obtaining data from
sources such as the common crawl (Kreutzer et al.,
2022). The Critical Role Dungeons & Dragons
Data set (CRD3) (Rameshkumar and Bailey, 2020)
is a D&D domain-specific, narrative driven, multi
speaker dialog data set that has been extracted from
a similar Fandom Wiki16. This particular wiki is
dedicated to the web series, Critical Role, a live
D&D gameplay series. The data set consists of
multi-speaker dialogue that form a narrative, paired
with their abstractive summaries.

2.2 Domain Specific Text Generation
Text generation methodologies fall into three cate-
gories (Stent et al., 2004). Template based meth-
ods (Busemann and Horacek, 1998; Reiter and
Dale, 1997; McRoy et al., 2003) are the most com-
mon variant. It uses pre-defined text templates
applicable to different scenarios to generate text. It
is a tedious and non-salable approach. Secondly,

15https://www.mediawiki.org/
16https://criticalrole.fandom.com

there is Rule based generation (Dale et al., 2003;
Turner et al., 2009; Reiter et al., 2005). This has
three inter-dependent phases: (1) text planning -
governs the process of meaning representation re-
trieval from a knowledge base, (2) sentence plan-
ning - governs the words and their order to produce
coherent sentences, and (3) surface realization -
converts the sentence plan into actual sentences.
Thirdly, the Data driven approach (Barzilay and
Lapata, 2005; Liang et al., 2009). Unlike rule based
approaches, data driven ones require more data.
This burden is alleviated using pre-trained language
models and transfer learning techniques. Open AI’s
Generative Pre-trained Transformer models GPT-
2 (Radford et al., 2019), GPT-3 (Brown et al., 2020)
as well as the open source reproductions of these,
the GPT-Neo models (Gao et al., 2020; Black et al.,
2022) are such large pre-trained language models.
In addition to having been trained on very large
data sets, they are also large networks. These mod-
els are capable of generating highly sophisticated
texts. With some fine-tuning, they can be adapted
to do the same for specific domains.

3 Forgotten Realms Wiki (FRW) Data set

We introduce the Forgotten Realms Wiki (FRW)
data set17, extracted from the Forgotten Realms
Fandom wikia. We have extracted multiple data
sets from this textual resource and present them in
multiple formats for different linguistic use cases.
We also present several different embeddings for
this data set including Poincaré hierarchical em-
bedding and multiple word and document level
embeddings. A summary of the data sets is shown
in Table 1 and the individual statistics for each data
set can be found listed under Table 2.

The plain text corpora (FRW-P, FRW-J) are de-
void of special data structures and other markings.
As for the links, the MediaWiki allows having an
alternative text to display for the links instead of the
exact page title for aesthetics of the writing, hence
we extract that part for the plain text corpus when
available. The FRW-FJ data set is composed of
mainly the lead sections. Because of this, we can
consider this as an abstractive summary of FRW-J.
The FRW-CL links pages with categories. The cat-
egories themselves have rendered pages which ag-
gregate the pages under each category. The infobox
data in FRW-I are converted from markdown to

17https://huggingface.co/datasets/
Akila/ForgottenRealmsWikiDataset
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JSON before being embedded in the overall JSON
structure indexed by the page title. Each of the
word and document embedding data sets (FRW-W,
FRW-D, FRW-FD) have 2 different embeddings
used. For word level embeddings CBOW and Skip-
gram (Mikolov et al., 2013) are used. While PV-
DBOW and PV-DM (Le and Mikolov, 2014) are
used in document embeddings. Figure 1 shows the
convergence of the Poincaré embedding data set,
FRW-PE.

All of the data sets that use a JSON structure
(FRW-J, FRW-FJ, FRW-I) use the same high level
JSON schema. The pages are organized in a JSON
array with page and content being the only two
attributes in each element. The page attribute con-
tains the article title while the content attribute con-
tains the corresponding information extracted from
the page. This information is in plain text format
for FRW-J and FRW-FJ. In the case of FRW-I, it is
a JSON dictionary containing the infobox content
as the key-value pairs. Code 1 shows the top level
JSON schema.

Code 1: JSON top level structure
[

{
"page": "page_title",
"content": "page_content"

},
...

]

Name Description
FRW-P Raw plain text corpus (no Markdown text

markings)
FRW-J A JSON structure with plain text indexed by

article title
FRW-FJ A JSON structure with only the first para-

graph (plain text) of the articles indexed by
article title

FRW-L A directed graph indicating all the references
in the articles to other articles

FRW-FL A directed graph indicating the first refer-
ences in the articles to other articles

FRW-CL A directed graph indicating the category ref-
erences in the articles to category pages.

FRW-I A JSON structure for the Wikipedia infobox
substructures indexed by article title

FRW-PE Poincaré embedding of FRW-FL
FRW-W 2 Word2Vec models for FRW-P (CBOW and

Skip-gram)
FRW-D 2 Doc2Vec models for FRW-P (PV-DBOW

and PV-DM)
FRW-FD 2 Doc2Vec models for FRW-FJ (PV-DBOW

and PV-DM)

Table 1: FRW data set

4 Use Case Analysis 1: Semantic
Similarity Comparison

To illustrate both the consistency as well as the non-
trivial nature of data sets we have collected, we
have performed similarity calculations for a set of
text pairs extracted from the data set using multiple
different similarity metrics. By the high alignment
of semantic similarity in similar perspective data
sets, we show the consistency in our data sets. By
the low alignment of the differing perspective data
sets, we show that the individual data sets are not
redundant and that they carry unique information
that may not have overlaps with other data sets that
we present in this work.

4.1 Text Pairs for Evaluation

To ensure that these different metrics are compara-
ble, we have used the same set of text pairs for all of
the similarity calculations. Hierarchical similarities
are measured using article titles and the embedded
vector distance based similarities are calculated us-
ing article contents. We use the FRW-FJ data set
to generate the text pairs. Since the FRW-FJ data
set is a subset of FRW-J, it ensures that a) all the
pairs correspond to actual wiki articles b) has valid
text content c) full document and first paragraph
only data sets are available for different similarity
calculations, and d) almost all nodes (page titles)
are significant/“worthy of notice”18 to the domain
as per the Wikipedia guidelines.

4.1.1 First Link
First link is the first internal reference link (refers
to another article in the same wikia) found in an
article that is not a broken link or a miscellaneous
link such as the pronunciation guide. According
to the wikimedia guidelines, the lead section of a
typical Wikipedia article contains links to other ar-
ticles that provide context to the article in question
i.e., the references in lead section point towards
more generalized concepts and/or any other con-
cepts related to the context of that article. We use
this arrangement to measure the similarity or re-
latedness of topics. This leads to an interesting
pattern where clicking the the first link of a ran-
dom Wikipedia page and doing so repeatedly on
the subsequent pages will 97% of the time (Lam-
precht et al., 2016) lead to a cycle containing the
article “Philosophy”19 . The rest of these first link

18https://bit.ly/3S9HHbc
19https://bit.ly/3xyBnRf
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(a) Initial (0 epochs) (b) After 50 epochs

Figure 1: Poincaré Embedding convergence Figure 2: First link traversal graph

Statistic Value
Total number of tokens (excluding titles) 9,189,536
Total number of tokens (including titles) 9,287,670
Total number of unique tokens 145,624
Total number of sentences 517,248

(a) FRW-P

Statistic Value
Total number of articles 48,892
Average number of tokens per sentence 17.77
Average number of tokens per article 187.96
Average number of sentences per article 10.58

(b) FRW-J
Statistic Value
Total number of articles 41,204
Total number of tokens 980,047
Total number of sentences 98,244
Average number of tokens per sentence 9.98
Average number of tokens per article 23.78
Average number of sentences per article 2.38

(c) FRW-FJ

Statistic Value
Average number of attributes per infobox 40.54
Average number of completed (filled)
attributes per infobox

10.40

Total number of articles containing
infoboxes

35,923

(d) FRW-I

Statistic Value
Total number of nodes 46,910
Total number of edges 570,857
Average number of edges per node 12.16

(e) FRW-L

Statistic Value
Total number of nodes 43,329
Total number of edges 41,213
Number of nodes not referenced by others 34,881
Number of nodes with no references 2151

(f) FRW-FL

Table 2: Statistics of different sub data sets of the FRWdataset

traversals exhibit one of the following shortfalls:
1) contain no internal links, 2) contains a self loop,
3) ends up in an isolated tree, 4) form a cycle with
a few other pages. The Forgotten Realms wiki also
abide by the same principle. The center of the For-
gotten Realms wiki universe is a cycle composed of
the articles, “Toril”, “Realmspace” and “The Sun”.
However, unlike in the case of Wikipedia, in Forgot-
ten Realms wiki, this only applies to around 30.2%
of the articles. Figure 2 lists the 10 most commonly
traversed articles using this method. The ones en-
closed in “[ ]” refer to cycles, for example [’toril’,
’realmsphere’, ’the sun’] refers to a first link cycle
between the three corresponding articles.

4.1.2 Issues with Category Links for Semantic
Similarity Evaluation

Even though it is the de-facto categorical hierarchy,
there are many issues with using category links
as a measure for semantic similarity. The most
prominent bottleneck of FRW-CL data set is that

it is mostly a flat hierarchy. So any set of node
pairs would have almost identical distance mea-
sures no matter how different they are semantically.
Secondly, the Categories are not consistent across
all articles, i.e,. while some articles may have an
abundance of Categories, others may have have
little to none. Finally, Category pages do not nec-
essarily have article content as a typical page does,
hindering the ability to perform effective word and
document embedding.

4.1.3 Generating Text Pairs for Evaluation
We created 1,000,000 unique text pairs using
41,000 nodes from FRW-FL. We have also ensured
that there are no interchangeable duplicates. To
ensure that the selected pairs have better represen-
tation, we have used a weighted random sampling
technique with dynamically updated weights. The
sampling was done with replacement. The proba-
bility of an item i getting selected for the sample
pair set is given in Equation 1, where N is the total
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number of pairs we generate and kj is the number
of times the jth item has already been selected.

4.2 Hierarchical Similarity Measures
We have used the FRW-FL data set as the base for
similarity measures using hierarchical similarity
evaluation methods. Although the FRW-FL is al-
ready devoid of any self-loops, there are cycles and
isolated trees while also lacking a common root
node. We process this and convert into a directed
cyclic graph.

Let G be a graph in the set of disconnected
graphs G = (V,E) ∈ G1, G2, ..., Gn where
E ∈ E′ and V ∈ V ′. Gc represent a subgraph of
a given graph Gc = (Vc, Ec) ∈ G where e1, ..., en
is a trail with vertex sequence a1, ..., an (cyclic
graph). Then ∀G ∈ G1, ..., Gn apply Equation 2
to obtain the final unified graph, G′ = (V ′, E′).

For the intermediate node v′, we use a comma
separated combination of the names of the nodes
forming the cycle. Using an intermediate node
helps us retain the relatedness they had with one an-
other up to a certain degree before reaching the root
node. We use algorithmic measures such as Wu and
Palmer (1994) similarity metric and Jiang and Con-
rath (1997) distance measure, both of which use
the Least Common Ancestor (LCA) as the basis
for the calculations. Apart from this, we have also
evaluated with the hierarchical embedding using
Poincaré (Nickel and Kiela, 2017) method. While
other embedding methods such as ones using meta-
data (Xing and Paul, 2017; Zhou et al., 2015) can be
experimented with, we have chosen the Poincaré
embedding since we are measuring hierarchical
similarities. This allows us increase the compara-
bility between the different types of measurements
in our experiment.

It should be noted that, for the sake of this com-
parative analysis, we have converted the Jiang-
Conrath distance measure (Jiang and Conrath,
1997) into a similarity measure ranging from 0 to
1 as shown in the Equation 3 where the LCA(a, b)
function returns the least common ancestor of the
nodes a and b, the IC(d) function returns the In-
formation Content of the node d, and ci is the node
in the hierarchy representing the term ti.

4.3 Embedding Based Similarity Measures
We have performed both word embedding on FRW-
P corpus and document embedding for the FRW-J
data set to create FRW-W and FRW-D data sets.
Both of these data sets contain essentially the same

content albeit the format. In addition, we have
created FRW-FD data set using FRW-FJ which
only contains the first paragraph of each page to
evaluate the effectiveness of the first paragraph
in comparison to the whole text. For embedding
vector distance based similarity, we have used
the FRW-W data set containing CBOW and Skip-
gram (Mikolov et al., 2013) model embeddings.
For word embedding, when a title is given the cor-
responding article is retrieved from FRW-J. Then
for all the words in the article, the word vectors
are fetched from the FRW-W data set and a single
vector is obtained via average pooling. Cosine sim-
ilarity is defined as shown in Equation 4, where ti
is a string in the domain and vi is the corresponding
vector in the embedded vector space.

P (i) =

√
N − ki

N
√
N − ∑N

j=1 kj

(1)

E
′
=





E ∪ (root, v) if deg−(v) = 0 and v ̸= root

E ∪ (root, v′) ∪ (v′, v) if v ∈ Gc

E otherwise
(2)

JC_s(t1, t2) =
1

1 + |2 × IC(LCA(c1, c2)) − (IC(c1) + IC(c2))|
(3)

cosine_similarity(t1, t2) =
v1 · v2

||v1||||v2||
(4)

For Doc2vec (Le and Mikolov, 2014), we have
used both FRW-D and FRW-FD data sets with each
having a PV-DBOW and a PV-DM model (Le and
Mikolov, 2014) resulting in four embedded models
altogether. The four models are trained with the
article title as the tag for the content of the article.
Hence the document vector itself can be fetched
directly from the model using the article title (text
phrase).

We have briefly mentioned at the start of this
section, we specifically used the first paragraph
only text to assert for its goodness compared to the
whole text. The rationalé for this as follows: as
discussed in subsection 4.1.1, the first paragraph or
the lead section of a wiki article is an abstractive
summary of the entire article. Hence, if this showed
comparable results to full text, the full text docu-
ment embedding can be substituted by this. Which
requires less computational resources due to its
much smaller size. For comparison, the word count
on data sets FRW-J and FRW-FJ are 9,189,536 and
980,047 respectively, which is a 10:1 compression
ratio. Further, this would open the door to future
in-domain text summarizing research.
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Hierarchical Embedding

WP JC P
Word2Vec Doc2Vec
(FRW-J) (FRW-FJ) (FRW-J)

CBOW SG DM DBOW DM DBOW

H
ie

ra
rc

hi
ca

l WP 1.0000

JC 0.6346 1.0000

P 0.0097 0.0624 1.0000

E
m

be
dd

in
g

W
or

d2
V

ec

(F
RW

-J
)

CBOW 0.0581 0.0212 0.0013 1.0000

SG 0.0553 0.0188 -0.0043 0.9412 1.0000

D
oc

2V
ec

(F
RW

-F
J) DM 0.0040 -0.0298 0.0548 -0.0626 -0.0791 1.0000

DBOW 0.0466 0.0155 0.0359 0.0362 0.0222 0.5691 1.0000

(F
RW

-J
)

DM 0.0259 0.0186 0.0175 -0.1865 -0.2593 0.1724 0.1484 1.0000

DBOW 0.0361 0.0287 0.0453 -0.0896 -0.1601 0.1511 0.1825 0.5493 1.0000

Table 3: Pearson Correlation for the pairwise text similarities across multiple similarity metrics: 1) WP – Wu &
Palmer similarity 2) JC – Jiang-Conrath Similarity 3) P – Poincaré metric 4) CBOW – Continuous Bag of Words 5)
SG – Skip-gram 6) DM – Distributed Memory 7) DBOW – Distributed Bag of Words

5 Use Case Analysis 2: Forgotten Realms
Free Text Generator

Our work on free text generation20 is divided into
two phases. In the first phase, we try to train a
GPT-Neo (Gao et al., 2020) model capable of gen-
erating text in the Dungeons & Dragons (Forgotten
Realms) domain. Once the text generator was in
place, the second phase of the work involves clas-
sifying in-domain named entities present in the
generated text. We used the trained model from
step 1 and fine-tuned it using data from the For-
gotten Realms Wiki JSON (FRW-J) database. We
tokenized each of the the documents in the FRW-
J data set separately. The model that was used
contained 1.3 billion parameters. Using this fine-
tuned model, we were able to generate texts that
are grounded in the D&D domain.

5.1 Generated Text

An example text generated using the Forgotten
Realms Free Text Generator we have trained us-
ing the FRW data set is shown in Figure 3. To
make comparisons as to the effect of training on
the FRW data set (fine-tuning, we have also listed
some text samples generated using the unmodified
(vanilla) version of the same language model (Fig-
ure 4). All of these samples were generated based
on the same input prompt “A Bard, a Wizard, and
a Paladin walk into a tavern”.

We can observe, that the vanilla model refers to

20https://huggingface.co/Akila/
ForgottenRealmsFreeTextGenerator

A Bard, a Wizard, and a Paladin walk into a tavern, and debrief
the group on their travels. The trio discuss their lives and lives. Bard:
“In actuality, the only things I have gained in my life that I truly value
are knowledge and comradeship, both of which seem more valuable
than wealth.” Wizard: “Clan Bloodforge was once my clan; I guess
I’m considering it my clan after death to boot.”. Paladin: “There are
two separate communities of people living in this land, one in the North
and another in the South, and the northern people came to the west to
the Sword Coast about five centuries ago.” One of Bloodforge’s leaders
meets with the leaders of Clan K’yorlhan, the tribe from Tethyr that
fights the bard raider bandit leader Korgh, and discovers that most of
the members of Clan Bloodforge do not want to join Clan K’yorlhan.
In the end, he leads them to the hidden Bloodforge, and joins them
in battle. Monk: “Korgh is a madman, but he’s got a point about the
invaders.”. Bard: “That’s true; otherwise, why’d he attack all across
Tethyr? That’s something Clan Bloodforge are going to have to consider.”
During the homecoming party, Bard, Wizard, and Paladin trade news
of their adventures with each other. Bard: “Clan Bloodforge and Clan
K’yorlhan, now that’s something I’m going to have to watch carefully.”.
Wizard: “I’d better keep in mind that Clan K’yorlhan is already taken.”.
Paladin: “We were also allied with the tanarukks of Norland, but I hope
I’m wrong, because they keep countless spies hidden around here.”.
Paladin - Son of Blackstaff - joins Bloodforge as a young man. Bard:
“Artemis Entreri is not the most forward-thinking of consorts, but still,
he’s a good man.” Paladin - A young warrior from the north. Bard:
“Welcome to Bloodforge.” Paladin - A young man from the west. Bard:
“The Wyrmskull Thron is a noble house in Calimshan.”. Wizard: “I’d
have to say that the War Wizard of Calimshan is a good man.”

Figure 3: Sample text generated from the Forgotten
Realms Free Text Generator (trained on FRW data set)

real world entities such as Northumberland, Emer-
ald Tablet, and Alderney. It is also worth noting
that the vanilla model refers to other works of liter-
ature as can be observed in Figure 4a where Order
of the Phoenix21 was mentioned. Here, the entity
was correctly identified as a group or a society in
accordance with its literature and has been used
appropriately in the generated text.

In comparison, the text samples generated from

21https://bit.ly/3Z4vOFI
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A Bard, a Wizard, and a Paladin walk into a tavern, It was the middle
of the night, and - like the rest of the town - Bard, Wizard, and Paladin
had already found a place that they could call their own. It was a place
where they could help young minds and provide a positive role model for
young people. "Do you mind if I sit?" a BaldDwarf asked. "The kids love
your games," the Bard replied. The Bard was an active member of the
Order of the Phoenix, the Order of the Emerald Tablet, an Amity Group,
the Viscount of Ce’s Guild, and anointed as a Paladin by a bard named
D’Cel. He was also a Wilderness Shield Master and a beardless man. He
couldn’t wear any clothing he didn’t own, because - to him - the Wilds
were his home. The Wizard and Paladin should never have come into a
tavern, but the Bard was a musketeer, and a Tourney-member. He was
just trying to get a look at the other two.

(a) Sample 1

A Bard, a Wizard, and a Paladin walk into a tavern, in rural Northum-
berland. The Bard and the Wizard pay and are received in the company of
a Salmon, and the Paladin is greeted as a traveling merchant by merchants
and peasants alike. The Bard is either still in his role as an entertainer,
or has passed into the service of some people who know what they are
doing. The Wizard has given up his peddling. He is now performing
services as an entertainer, singing and dancing and acting as peacemaker
or mediator. The Paladin has come here to seek the largess of the Bard,
to borrow from him with interest, and to bestow upon him the reward of
his protection and the services of his wizardry. The Bard has accepted
his terms, and has given his lodgings - a mansion built in a ruined mill,
called Cinann House, on the banks of the River Barrow, once belonging
to the Earl of Northumberland, who was the brother of stood as guardian
of the booth of Alderney who came to trade with Scandinavia to the east.

(b) Sample 2

Figure 4: Sample text generated from the vanilla text
generator

the Forgotten Realms Free Text Generator show
more D&D domain specific characteristics. It uses
established entities from the D&D lore such as
Bloodforge, Norland, and Calimshan. It also identi-
fies and uses Norland as a location which is part of
Sword Coast in accordance with the domain data.
Another thing to note is that the model even gen-
erates fake names and characters that are not men-
tioned in the data set such as Korgh and K’yorlhan
that fit in well with the fantasy genre and build
narratives around those characters. Despite, some
minor issues with cohesion, overall, it generates
satisfactory results.

5.2 Named entity classifier

Although the Forgotten Realms Free Text Genera-
tor managed to create text based on D&D domain,
when observed carefully by domain experts, there
were some inconsistencies with the established lore
of the domain. For example, according to the For-
gotten Realms lore, Artemis Entreri is an assassin
and not a consort while the Wyrmskull Throne is
a physical object, not the name of a house. To as-
sess the categorical validity of the named entities
generated in the text, we have trained the same
model on a data set where each row contains a
full text generated by the Forgotten Realms Free

Text Generator, a named entity in that text, and the
matching category extracted from the FRW-I. By
performing 5-fold cross validation, we were able
to train our model to identify the category for a
named entity in a generated text. For this basic
analysis, we created 100 instances each containing
on average 351.4 words and 19.07 sentences. The
model was capable of predicting the correct cate-
gory with 99.3% accuracy on average, attesting to
the power of GPT-Neo (Gao et al., 2020) as well
as the potential in domain specific text generation.
Since the correct classifications are a set of rules
declared by the FRW-I data set, and the GPT-Neo
model uses a data driven training approach, this can
be the first step towards creating a conditional text
generator that will bridge the traditional rule-based
text generation methods and the novel data-driven
methods.

As for the vanilla model, we were unable to
perform any meaningful entity classification in re-
lation to the D&D domain, as there were no D&D
specific entities that were mentioned in the gener-
ated text.

6 Conclusion and Future Work

When performing domain specific text generation,
it is important that the output stays true to source
material. For this, sufficient data from the domain
is required. Other than the raw corpora, additional
supplementary data structures such as tabular sum-
maries can help ease the process of evaluating the
consistency of generated text in context to the do-
main. In this paper we present a data set based
on the D&D domain and a system that is capable
of generating free text that stays consistent to the
domain. Apart from this, the named entity clas-
sifier model shows promising results as part of a
guided text generation system. We hope that the
FRW offers a convenient unique data set for the
D&D domain. We hope that the data set can also
be enhanced in the future including an improved
linked list to measure evaluation.
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Abstract
This paper explores semantic change simply
using the Ngram information, with the intu-
ition that Ngrams as the direct neighbors offer
collocation cues that further signal meaning
changes. We specifically investigate the case
of ‘炒’ in Mandarin Chinese on the basis of un-
igrams extracted from Google Books Ngrams
Corpus and reconstruct the meaning develop-
ment of ‘炒’ with specific stages. The results
indicated that the major meaning changes that
occurred to ‘炒’ is from ‘frying’ to ‘speculat-
ing’, which roughly started in the 1970s. The
attested word types related to the latter sense
denote economic events, such as stocks, for-
eign currencies, and speculators. It further re-
flects that social context plays an essential role
in the process of semantic change.

1 Introduction

The availability of large historical digital corpora
and the recent advance in natural language pro-
cessing have greatly facilitated empirical stud-
ies on semantic change nowadays (Michel et al.,
2011; Hamilton et al., 2016a,b; Tahmasebi et al.,
2019). Beyond the world of historical linguistics,
the computational community has shown a grow-
ing interest in exploiting statistical and compu-
tational models to automatically detect semantic
change over the past two decades, from monitor-
ing the fluctuation in the frequency of target words
in historical texts (Michel et al., 2011; Hilpert
and Gries, 2009; Kulkarni et al., 2014) to measur-
ing their context differences using the state-of-art
distributional models(Kim et al., 2014; Hamilton
et al., 2016b; Giulianelli et al., 2020).

Building off of the distributional hypothesis in
linguistics, ‘You shall know a word by its com-
pany’ (Firth, 1957), the distribution-based ap-
proach has taken up the predominant position in

the recent lexical semantic change detection task
(Schlechtweg et al., 2020; Tahmasebi et al., 2019).
In general, distributional differences over a period
of time could be quantified by constructing and
evaluating historical word embeddings (Hamilton
et al., 2016a,b). However, this novel trend is still
in its youth. Most existing studies focus on evalu-
ating how much the overall distribution of a word
form deviated over two or three intervals but tell
little about how the meaning of a word devel-
oped as a continuous process (Kutuzov and Pivo-
varova, 2021; Rodina and Kutuzov, 2020; Tah-
masebi et al., 2019; Kutuzov et al., 2018). More
importantly, the popular word-type models, also
known as static word embeddings, may not be sen-
sitive to less contrastive usage drifts (Tahmasebi
et al., 2019; Schlechtweg et al., 2020).

In this paper, we present a simple and inter-
pretable way to track the meaning development
by collecting evidence directly from N-grams data
extracted from Google Books Ngram dataset(the
Chinese subpart) and manually checking the di-
rect neighbours of target words over times. The
intuition here is that N-grams provide collocation
information and its changes may signal semantic
changes. Besides, the collocations are also more
linguistically informative in the sense of interpret-
ing the specific stages of meaning development.
Based on this intuition, we discuss the meaning
development of ‘炒’ in Mandarin Chinese as a
case study and find that it develops a sense of
‘speculating’ from the original ‘frying’ sense over
the observed period, which coincides but supple-
ments existing observations with empirical data
(Diao, 1995; Shen, 2009).

The remainder of this paper is organized as fol-
lows. Section 2 summarizes related work and then
situates our study. In Section 3, we introduce how
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the Ngrams data for this study have been collected.
Section 4 presents the distribution information of
‘炒’ in the collected data, and Section 5 discusses
the possible changing path of ‘炒’ and its possible
reasons.

2 Related work

Semantic change generally refers to ‘a form histor-
ically acquires a new function to replace or aug-
ment its old ones’ (Sweetser, 1990). Studies an-
chored in the distributional hypothesis where ‘dif-
ference of meaning correlates with difference of
distribution’ (Harris, 1954) assume that meaning
change could be quantified by its neighboring in-
formation over time. For example, broadening
and narrowing, regarded as two fundamental cat-
egories of meaning change, could be further in-
terpreted as extending or contracting context vari-
eties for target words (Campbell, 2013).

Following this working hypothesis, most re-
cent studies use computational methods to monitor
the change of context varieties to detect meaning
change. Sagi et al. (2009, 2011) performed seman-
tic density analysis by measuring the average co-
sine similarities of context vectors to identify the
increase and decrease of context dispersions. The
density information would be further interpreted
as the general gain or loss of senses.

Tang et al. (2013, 2016) and Schlechtweg et al.
(2017) exploited the entropy concept in Informa-
tion theory to measure the gain or loss of informa-
tion for target words. For example, Schlechtweg
et al. (2017) specifically detected the metaphor-
ical changes in German, an analogical mapping
process from a more ‘concrete’ source domain
onto a more ‘abstract’ target domain (Traugott and
Dasher, 2001). They made use of entropy as an in-
dicator to quantify the semantic generality of tar-
get words, which further calculate the meaning
change.

With the very recent development in compu-
tational science, contextualized word embeddings
have also been exploited in the detection task (De-
vlin et al., 2019; Hu et al., 2019; Giulianelli et al.,
2020). For example, Giulianelli et al. (2020) first
used K-Means clustering to group word token rep-
resentations derived from BERT models into dif-
ferent word usage types and then applied the En-
tropy difference and the Jensen-Shannon diver-
gence metrics to measure variations in the relative
prominence of coexisting usage types.

The above proposals showed inspiring future
directions for automatically detecting semantic
change. However, training historical word embed-
dings, and especially clustering token embeddings
have requirements on the computing capacity. The
cumulative nature of meaning development and
sophisticated relations among senses pose huge
challenges for both statistical and neural language
models. More crucially, distributional represen-
tations have a notorious bias on the frequency of
target words. For example, a lower frequency of
a novel sense may not be salient enough to be de-
tected.

In this paper, we investigate the meaning devel-
opment of ‘炒’ by checking its direct neighbors
in the Google Ngram corpus. N-grams refer to
an n-word sequence (Jurafsky and Martin, 2009),
which provides neighboring information for the
target words. To some extent, N-grams also reflect
collocation preferences. It is clear that the change
of collocation preferences would be a more pre-
cise and interpretable indicator for meaning devel-
opment.

3 Method

Google Books Ngram Corpus is a collection of
digitized books with over 500 billion words in 7
languages, which is publicly accessible 1. The
data in the corpus is stored in the n-grams format(n
is with a maximum to 5) in order to protect intel-
lectual property, containing ngrams with its fre-
quency information in each specific year (Michel
et al., 2011; Lin et al., 2012).

For our investigation, we used the Chinese (sim-
plified) subcorpus(version 2), with texts spanning
from 1990 to 2012. We first exploit python to
crawl all 1-gram and 2-grams (together with their
frequencies in each specific year) that occurred
larger than two times in the corpus and then filter
in words containing the ‘炒’ character in 1-gram
and 2-grams for further analysis.

After manually checking all 1-gram data and 2-
grams data containing ‘炒’, we found that unigram
data actually provide sufficient cues for depicting
the meaning development of the case ‘炒’. Highly
frequent collocations with the sense of ‘speculat-
ing’, such as ‘炒股’(speculate in stocks) and ‘炒
汇’(speculate in foreign currencies) and have been
segmented as one unit, that is, 1-gram, over the

1Google Books Ngram dataset could be accessed via:
https://storage.googleapis.com/books/ngrams/books/datasetsv3.html
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whole observed period. Likely, highly frequent
expressions with the sense of ‘frying’, such as ‘炒
米’ (fried rice), ‘炒面’(fried noodles), are also
segmented as unigrams.

According to Modern Chinese Dictionary(the
7th edition) (Department of Chinese Lexicogra-
phy, 2019)，‘炒’ has four senses: 1) to fry; 2-3)
used as ‘炒作’, to speculate or hype; 4) get fired.
As mentioned above, highly frequent collocations
associated with senses 2-4 have been convention-
alized as one unit, such as ‘炒作’, ‘炒鱿鱼’. We
thus assume that 1-gram for ‘炒’ containing col-
location and temporal information provides possi-
bilities for meaning reconstruction.

4 The meaning distribution of ‘炒’

In the 1-gram data, there are 10 word types
containing the character ‘炒’(frying, speculating):
‘炒米’ (fried rice), ‘炒鱿鱼’ (get fired), ‘炒
家’(speculator), ‘炒汇’(to speculate in foreign
currency), ‘炒面’(fried noodles), ‘炒货’(fried
snacks), ‘炒股’(to speculate in stocks), ‘炒冷
饭’(to heat leftover, to repeat without any new
content), ‘炒作’(speculating, hype).

Among these words, ‘炒作’ refers to ‘specu-
late’ and ‘hype’, which could be further regarded
as less specific action compared with ‘炒股’ etc.
We first surveyed ‘炒’ and ‘炒作’ in the Google
Ngram Viewer. As Figure 1 below shows, ‘炒’ ap-
peared at least before 1900, while ‘炒作’ was first
attested in 1979. A sharp increase of ‘炒作’ oc-
curred in the 1990s.

Figure 1: ‘炒’ and ‘炒作’ in Google Ngram Viewer

We plotted the remaining 8 word types using
the raw data extracted from the corpus to discuss
their distributions over time (see Figure 2 below).
Among these words, ‘炒鱿鱼’, ‘炒家’, and ‘炒
股’ demonstrated a significant rise after the 1980s
approximately. In contrast, ‘炒面’, ‘炒米’, ‘炒冷
饭’, and ‘炒货’ stay relatively stable during the
period from 1900 to 2012.

We also acquired their distributions in Google
Books Ngram Viewer, which are plotted after nor-

Figure 2: ‘炒’ in 1gram: word type, raw frequency, and
temporal information

malization and smoothing. As illustrated in Fig-
ure 3, frequencies of ‘炒股’, ‘炒家’, ‘炒汇’ have
surged around the 1990s, while ‘炒货’, ‘炒面’,
‘炒冷饭’ are much stable 2.

Figure 3: ‘炒面’, ‘炒货’, ‘炒冷饭’, ‘炒股’, ‘炒汇’, ‘炒
家’, ‘炒鱿鱼’ in Google Books Ngram Viewer

5 Reconstructing the meaning
development of ‘炒’

The frequency and its temporal information re-
garding the distributions over time provide evi-
dence to trace the meaning development. Data
derived from Google Books Ngram indicates the
general path of meaning development of ‘炒’,
from frying to speculating. As seen from the above
figures, ‘炒’ denoting cooking-related action ap-
peared much earlier than the one representing ab-
stract action (such as speculating in stocks and
foreign currencies). The latter sense was first at-
tested in the late 19th century. These two senses
are closely related, such as having common char-
acteristics of‘ fast stirring’.

One interesting case ‘炒作’ have senses of ‘to
speculate’ and ‘to hype’, frequently collocated as
‘炒作股票’(to speculate in stocks) and ‘炒作新
闻’(to hype). We search these collocations in

2The google Ngram viewer uses normalized data for plot-
ting. The low raw frequency of ‘炒米’ made it invisible in
the plot.
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Google Ngram Viewer (see Figure 4). ‘炒作’ was
first attested in the late 1970s, ‘炒作股票’ was first
attested in the late 1980s, and ‘炒作新闻’ or ‘新
闻炒作’ was in the early 1990s.

Figure 4: ‘炒作’, ‘炒股’, ‘炒作新闻’, ‘炒作股票’ in
Google Books Ngram Viewer

Compound verbs such as ‘炒米’, ‘炒面’, ‘炒冷
饭’, and ‘炒鱿鱼’ all have a basic sense of ‘fry-
ing’. ‘炒鱿鱼’ and ‘炒冷饭’ later acquired extra
extended meanings, respectively. For ‘炒冷饭’,
‘to repeat without new content’ was metaphori-
cally developed based on the specific event ‘to heat
leftovers’. Similarly, ‘炒鱿鱼’, primarily denot-
ing ‘get fired’ now, also got developed based on
the original sense ‘fried squid’. In contrast, ‘炒
股’, ‘炒汇’, and ‘炒家’ are closely related to ‘to
speculate’, much deviated from the basic sense of
‘frying’.

According to the above analysis, we roughly re-
construct the meaning evolution of ‘炒’ (see Fig-
ure 5). The main changing path of ‘炒’ is from fry-
ing to speculating, and this change approximately
started in the 1970s as witnessed that related com-
pound words with a sense of speculating had a
surge in terms of frequencies. The rising tendency
even becomes more salient around the 1990s. The
latter sense is closely related to economic events,
such as stocks, foreign currencies, and specula-
tors, in our data. The development of the ‘spec-
ulating’ sense roughly coincides with the timeline
of the Reform and Opening-up, one of the most in-
fluential milestones in the recent history of modern
China. It is generally assumed that this remark-
able social change brought significant changes to
the lexicon of Modern Chinese (Diao, 1995; Lin,
2021). In this case, we would assume that pro-
found social change is one of the most fundamen-
tal driving forces behind the meaning development
of ‘炒’.

6 Conclusion

In this paper, we reconstructed the meaning de-
velopment for ‘炒’ in Mandarin Chinese, using

Figure 5: A possible changing path for the meaning of
‘炒’

Google Ngrams data, with the intuition that collo-
cation information in Ngrams helps detect mean-
ing change. Our results also provided more spe-
cific time information for the stages when ‘炒’
acquired the sense of ‘to speculate’. The mean-
ing development of ‘炒’, from denoting the con-
crete cooking-related action to a relatively abstract
economics-related action, further reflected that the
social context plays an essential role in semantic
change.

This paper showcased that Ngrams provide pos-
sibilities to depict the changing path of meaning
directly. However, there are also some limitations
in this study. For example, given the nature of
Ngrams, a sliding window for a given sentence
or sequence, there are ngrams that are less infor-
mative in terms of collocation. A question here
is about how to evaluate ngrams in terms of its
collocational weights. Another related question is
about which types of target words would be suit-
able for such detection. These questions are served
as research directions in the near future.
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Abstract

Saji et al. (2021) integrated a neural-based NLI
model and a symbolic one into a framework to
get the best of both worlds. This framework
is based on a tableau method, which is a proof
system for formal logic; however, it has a re-
maining issue that its theoretical limitations
have not been clarified. To solve this issue,
this paper formalizes the framework model-
theoretically. On the basis of the formalization,
we demonstrate that a certain kind of sound-
ness holds for this framework, while the com-
pleteness does not.

1 Introduction

The natural language inference (NLI) (Dagan et al.,
2013) is the task of identifying the inferential re-
lation between a text pair: a premise and hypothe-
sis. If a hypothesis can be inferred from a premise
using logical and commonsense knowledge, it is
judged as entailment. If a premise and hypothe-
sis are incompatible, it is judged as contradiction,
and if neither of these cases hold, it is judged as
neutral. NLI systems are expected to be applied
to a wide range of fields, e.g., question answering,
information retrieval, and text summarization.

In recent years, neural-based approaches (Parikh
et al., 2016; Chen et al., 2017; Devlin et al., 2019;
Lan et al., 2019; Tai et al., 2020; Wang et al., 2021)
have achieved high accuracy in experiments with
many NLI datasets, e.g., the SNLI corpus (Bowman
et al., 2015), MultiNLI (MNLI) corpus (Williams
et al., 2018), Adversarial NLI (ANLI) dataset (Nie
et al., 2020), and QNLI dataset (Wang et al., 2018).
However, neural-based models have the limitation
that they cannot explain the reasoning processes
by which inferential relations are derived. Such
models represented a black box, and it is difficult
to analyze what kind of inference was performed.1

Yanaka et al. (2020) proposed a method to evaluate
1One of the exceptions is the NLI system, which gener-

ates explanations by Kumar and Talukdar (2020); however,

whether neural models learn the systematicity of
monotonicity inference in natural language, and
they demonstrated that the generalization ability
of current neural models is limited. Gururangan
et al. (2018) and Tsuchiya (2018) showed that NLI
datasets such as the SNLI corpus and MNLI corpus
have a hidden bias in that only a hypothesis is suf-
ficient to determine inferential relations, and there
is a risk that neural models are simply identifying
inferential relations based on such biases.

From a different perspective, symbolic ap-
proaches to the NLI task have been proposed (Bar-
Haim et al., 2007; MacCartney and Manning, 2007,
2008, 2009; Mineshima et al., 2015; Abzianidze,
2015, 2017; Hu et al., 2020). These approaches
have the advantage that the reasoning process de-
riving the relation is understandable to humans,
unlike neural-based approaches. In addition, sym-
bolic approaches are generally founded on formal
logic or linguistic analyses, which allows us to un-
derstand the reasoning processes. However, these
approaches require inference rules that are created
by humans; thus, it is difficult to handle synonyms,
hypernyms, and hyponyms exhaustively. In addi-
tion, commonsense knowledge, e.g., “when it rains,
the ground gets wet” must be expressed as infer-
ence rules; however, it is unlikely that such rules
can be created exhaustively. Currently, these ap-
proaches have only been tested for the controlled
NLI datasets such as the FraCaS test suite (Cooper
et al., 1996) and SICK dataset (Marelli et al., 2014).

Saji et al. (2021) integrated these two approaches
into a unified framework that can make the infer-
ence process explicit for certain linguistic phenom-
ena while maintaining the applicability of neural-
based approaches to relatively freely created (non-
controlled) datasets. This method is based on the
tableau method, which is one of the proof meth-
ods of formal logic; however, to the best of our

since they are generated by the neural model, the process of
generating explanations is a black box.
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knowledge, its theoretical limitations have not been
clarified.

Thus, in this paper, we formalize the method
proposed by Saji et al. model-theoretically to clar-
ify the theoretical limitations of the method. We
demonstrate that a certain kind of soundness holds
for this method, while completeness does not.

2 Natural Language Inference using
Neural Network and Tableau Method

This section provides an overview of the method
proposed by Saji et al. For a premise p ∈ L and
hypothesis h ∈ L,2 the method takes the following
steps:

1. Construct the tableaux to prove entailment
and contradiction relations.

2. Judge the closedness of the tableaux using a
neural-based NLI system.

3. Determine the relation between the premise
and hypothesis based on the constructed
tableaux.

Below, we explain each step.

2.1 Tableaux Construction

The tableau method constructs a tree structure, re-
ferred to as a tableau, for a given set, each element
of which is a pair of a sentence s and truth value
v. Each node in a tableau is labeled with a tuple
e = (s, v, a, o) called an entry. Here, the entry e
represents the constraint that s must take v as its
truth value. a is the flag indicating whether the
tableau rule (described below) has been applied
to e, and o denotes the entry from which e was
derived. The truth value v is either T or F, rep-
resenting true or false, respectively. The flag a is
either 0 or 1, where 0 means that no tableau rule
has been applied and 1 means that some rule has
been applied. The initial tableau consists of entries
for a given pair of natural language sentence and
truth value, with a = 0. Each entry in the initial
tableau is assumed to be derived from itself. That
is, for each entry e in the initial tableau, e is in
the form of (s, v, 0, e). The tableau is created by
repeatedly applying tableau rules to the entries. By
applying a tableau rule to an entry, the constraint
expressed by the entry is decomposed into several
constraints. The decomposed constraints are added

2L is the set of natural language sentences.

to the tableau as new entries. This decomposition
makes the reasoning process explicit. In the fol-
lowing, when a tableau t′ is derived by applying a

tableau rule r ∈ R to a tableau t, we write t
R
� t′,

and we refer to a tableau t which has no tableau t′

such that t
R
� t′ as a complete tableau.

Branches in a tableau indicate that there are mul-
tiple cases for possible valuation. A complete
tableau to prove entailment relation whose ini-
tial tableau consists of {e1 = (p,T, 0, e1), e2 =
(h,F, 0, e2)} is referred to as an entailment tableau
and that for contradiction whose initial tableau con-
sists of {e1 = (p,T, 0, e1), e2 = (h,T, 0, e2)} is
referred to as a contradiction tableau.

A tableau rule takes the following form:3

r = (c1,1∧· · ·∧c1,n1)∨· · ·∨(cm,1∧· · ·∧cm,nm),

where c1,1, . . . , c1,n1 , . . . , cm,1, . . . , cm,nm are
functions that take (s, v, 0, o) as input and return
(s′, v′, 0, o). Here, if ci,ji(e) is defined for all ci,ji a
tableau rule r is applicable to e. If a tableau has an
entry e to which r is applicable, new m branches
〈c1,1(e),· · ·, c1,n1(e)〉,· · ·, 〈cm,1(e),· · ·, cm,nm(e)〉
are added as their children to all leaves dominated
by the entry e. A tableau rule converts the
constraint expressed in the source entry into the
equivalent one.4 There is no need to apply an
operation to the entry e to which the tableau rule
has been applied, because the constraint is already
expressed by the entries derived from the entry
e. The flag a in an entry (s, v, a, o) controls the
application of such operations and is changed to 1
when a tableau rule is applied. An entry (s, v, 1, o)
is neither applied any tableau rules nor used in
judging the closedness of the tableau as described
below. Figure 1 (left) shows an entailment tableau
for the following example:

Premise Either Smith or Anderson signed the con-
tract.

Hypotheses If Smith did not sign the contract An-
derson made an agreement.

Label Entailment

The initial tableau of this example consists of
e1 = (Either Smith or Anderson signed the con-
tract, T, 0, e1) and e2 = (If Smith did not sign

3For a specific implementation of the tableau rules, see
(Saji et al., 2021).

4Although tableau rules that derive weak constraints are
also possible, such rules are not considered in the method
proposed by Saji et al.
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: (Either Smith or Anderson signed the contract, T, 1, )

: (If Smith did not sign the contract Anderson made an agreement, F, 1, )

: (Smith did not sign the contract, T, 1, )

: (Anderson made an agreement, F, 0, )

: (Smith signed the contract, F, 0, )

: (Smith signed the contract, T, 0, )
: (Anderson signed the contract, T, 0, )

× ×

from and 
from and 

(C1 C2 … or   Cm V, T)

: (C1 V, T) : (Cm V , T)

(2.c) Rule for disjunction

(2.b) Rule for negation

(not V, T)

: (V, F)

: (C2 V, T) …

(2.a) Rule for conditional

(if V1 V2, F)

: (V1, T)

: (V2, F)

(1) Example of entailment tableau (2) Examples of tableau rules

Figure 1: Example of entailment tableau in Saji et al.’s method

the contract Anderson made an agreement, F, 0,
e2). First, applying the rule (2.a) of Figure 1 to e2
adds two new entries at the end of the path (the
tableau leaf): e3 = (Smith did not sign the contract,
T, 0, e2) and e4 = (Anderson made an agreement,
F, 0, e2), and the flag of e2 is changed to 1. Sec-
ond, applying the rule (2.b) to e3 adds a new entry:
e5 = (Smith signed the contract, F, 0, e2) and the
flag of e3 is changed. Finally, applying the rule
(2.c) to e1 adds two new entries: e6 = (Smith
signed the contract, T, 0, e1) and e7 = (Anderson
signed the contract, T, 0, e1), and the flag of e1 is
changed.

2.2 The Closedness of Tableaux
Saji et al. defined a branch b is closed, if and
only if two entries e1 = (s1, v1, 0, o1) and e2 =
(s2, v2, 0, o2) (o1 6= o2) on b satisfy one of the
following three conditions, which we refer to as
closedness conditions:

1. v1 = T ∧ v2 = F ∧ s1 = s2

2. v1 = T ∧ v2 = T ∧NLI(s1, s2) = C

3. v1 = T ∧ v2 = F ∧NLI(s1, s2) = E

Here, NLI(s1, s2) is any NLI system that takes
premise s1 ∈ L and hypotheses s2 ∈ L as inputs
and returns one of the following classes: entail-
ment (E), neutral (N), or contradiction (C). The first
condition is similar to that of conventional tableau
method, and the other two conditions are based
on the NLI system. If all branches in a tableau are
closed, the tableau is closed. The condition o1 6= o2
excludes entries derived from only a premise or a
hypothesis from the judging of the closedness; how-
ever, this is not a problem if a premise or hypothesis
is neither tautology nor contradictory sentence.

Entailment Contradiction
Output

tableau tableau
Closed Not closed Entailment

Not closed Closed Contradiction
Not closed Not closed Neutral

Closed Closed Error

Table 1: Correspondence between closedness of
tableaux and the inferential relation

As an example, let us consider the
tableau shown in Figure 1 (left) and assume
that NLI

(
sen(e7), sen(e4)

)
= E.5 The

tableau has two branches. The left branch
〈e1, e2, e3, e4, e5, e6〉 is closed because e5 and e6
satisfy the first closedness condition. The right
branch 〈e1, e2, e3, e4, e5, e7〉 is also closed because
e4 and e7 satisfy the third closedness condition.

2.3 Determining the Inferential Relation
The inferential relation between a premise and a
hypothesis is predicted based on the closedness of
entailment and contradiction tableaux. This is iden-
tical to that of Abzianidze (2015) and summarized
in Table 1.6

3 Model-Theoretic Formalization

3.1 Model
To discuss the method proposed by Saji et al. for-
mally, we first define a model-theoretic interpre-
tation of sentences. We then characterize tableau
rules and NLI systems based on such interpretation,
and define some properties of their proof system.

5Here, sen
(
(s, v, a, o)

)
= s.

6The “error” class is for an uninterpretable situation where
both entailment and contradiction relations hold.
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A model is defined as follows:

Definition 1 (Model). A model is a function from
L to {T,F}. LetM be the set of all models. For a
set of models M ⊆M, we define M(s) = {m ∈
M | m(s) = T}.

Intuitively, a set of models M(s) can be con-
sidered a set of situations where s is true. In the
following, we define what NLI systems and tableau
rules are consistent with a given set of models M ,7

and we clarify the theoretical limitations of the
tableau methods of Saji et al. under the condition
where the NLI system and tableau rules are consis-
tent with the model set.

Definition 2. An NLI system is said to be consis-
tent with a model set M if and only if all of the
following conditions hold.

• M(p) ⊆M(h)⇔ NLI(p, h) = E

• ¬(M(p) ⊆ M(h)) ∧ ¬(M(p) ∩ M(h) =
∅)⇔ NLI(p, h) = N

• M(p) ∩M(h) = ∅ ⇔ NLI(p, h) = C

In this definition, the entailment relation corre-
sponds to the inclusion relation of the model set,
and the contradiction relation as the relation that
the model sets are mutually disjoint.

In the following, we characterize the tableau
methods based on the model-theoretic interpreta-
tion. In preparation, we define the model set for
an entry, a branch of the tableau and a tableau by
extending M(s).

Definition 3 (Model set for an entry). For a tableau
entry e = (s, v, a, o), we define M(e) as follows:

M(e) =

{
M(s) (v = T)

M −M(s) (v = F)

Definition 4 (Model set for a branch). For a branch
b of a tableau, we define M(b) as follows:

M(b) = ∩e∈bM(e).

Definition 5 (Model set for a tableau). Let B be a
set of all branches in a tableau t. We define M(t)
as follows:

M(t) = ∪b∈BM(b).
7The reason why we consider a subset M of M is that M

contains logically unnatural models such as models that return
T for every natural language sentence. We assume that the
set of logically natural models is given as M . No conditions
are required for M ; thus, the following discussion is valid no
matter what kind of M is.

Definition 6. Let r = (c1,1 ∧ · · · ∧ c1,n1) ∨ · · · ∨
(cm,1 ∧ · · · ∧ c1,nm), E be the set of all entries, and
Er = {e ∈ E | r is applicable to e}. A tableau
rule r is said to be consistent with a model set M
if and only if the following condition is satisfied
for all e ∈ Er:

M(e) =

(
M
(
c1,1(e)

)
∩ · · · ∩ M

(
c1,n1(e)

))
∪

· · · ∪
(
M
(
cm,1(e)

)
∩ · · · ∩M

(
c1,nm(e)

))
.

In this equation, the left-hand side corresponds
to the constraint of the entry e. The right-hand side
represents the constraint derived by applying the
tableau rule r to the entry e.

In addition, a tableau rule set R is said to be
consistent with M if and only if all r ∈ R are
consistent with M .

3.2 Soundness and Completeness

The main components of the method proposed by
Saji et al. are a tableau rule set R and NLI system
NLI . We call a pair (R,NLI) a proof system and
define the soundness and completeness of the proof
system based on the model-theoretic interpretation.
Furthermore, we prove any proof systems are sound
and give a counterexample for the completeness.
The soundness defined in this paper is the prop-
erty that if the entailment (contradiction) tableau
is closed, then the model sets for the premises and
hypotheses are in an inclusion (mutually disjoint)
relation. The completeness is the converse of the
soundness. We define the soundness of a proof
system as follows:

Definition 7 (Soundness). Let M be a model set,
R be a set of tableau rules consistent with M , and
NLI be an NLI system consistent with M . We
say that the proof system (R,NLI) is sound with
respect to M if and only if the following condition
holds for all premise p and hypothesis h:

• If the entailment tableau constructed by R is
closed by NLI , then M(p) ⊆M(h).

• If the contradiction tableau constructed by R
is closed by NLI , then M(p) ∩M(h) = ∅.

On the other hand, the completeness is defined
as follows:

Definition 8 (Completeness). Let M be a model
set, R be a set of tableau rules consistent with M ,
and NLI be an NLI system consistent with M .
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We say that the proof system (R,NLI) is com-
plete with respect to M if and only if the following
condition holds for all premise p and hypothesis h:

• If M(p) ⊆M(h), then the entailment tableau
constructed by R is closed by NLI .

• If M(p) ∩M(h) = ∅, then the contradiction
tableau constructed by R is closed by NLI .

3.2.1 Proof of Soundness
In this section, we prove the following theorem:

Theorem 1 (Soundness Theorem). Let M be a
model set. Any proof systems (R,NLI) consistent
with M are sound with respect to M .

First, we introduce two lemmas to prove the
theorem.

Lemma 2. Let M be a model set and R be a
tableau rule set consistent with M . The follow-
ing equation holds for any tableaux t and t′ such

that t
R
� t′:

M(t) =M(t′).

From Definition 6, Lemma 2 is trivial.

Lemma 3. Let t and t′ be tableaux such that t
R
�
∗
t′.

If R is consistent with M , M(t) =M(t′).

Lemma 3 is trivial from Lemma 2.
The proof of Theorem 1 is as follows:

Proof. Assume that the entailment tableau tent con-
structed by R is closed by NLI . This implies
that, two entries (s1, v1, 0, o1) and (s2, v2, 0, o2)
(o1 6= o2) satisfy one of the closedness conditions
in all branches b of tent.

• If the first closedness condition is satis-
fied, v1 = T ∧ v2 = F ∧ s1 = s2.
Thus, from Definition 3, M(e1) ∩M(e2) =
M
(
(s1,T, 0, o1)

)
∩ M

(
(s1,F, 0, o2)

)
=

M(s1) ∩
(
M −M(s1)

)
= ∅.

• If the second closedness condition is sat-
isfied, we obtain v1 = T ∧ v2 = T ∧
NLI(s1, s2) = C. NLI is consistent
with M ; thus, from Definition 2, M(s1) ∩
M(s2) = ∅. Therefore, from Definition
3, M(s1) ∩ M(s2) = M

(
(s1,T, 0, o1)

)
∩

M
(
(s2,T, 0, o2)

)
=M(e1) ∩M(e2) = ∅.

• If the third closedness condition is satisfied,
we obtain v1 = T∧ v2 = F∧NLI(s1, s2) =
E. NLI is consistent with M ; therefore, from

Definition 2, M(s1) ⊆ M(s2). Thus, from
Definition 3, M(e1) = M(s1), M(e2) =
M − M(s2). Since M(s1) ⊆ M(s2),
M(e1) ∩M(e2) = ∅.

From the above, M(e1) ∩ M(e2) = ∅. Thus,
from Definition 4, M(b) = ∅. Here, M(b) =
∅ for all branches b ∈ tent; thus, from Defi-
nition 5, M(tent) = ∅. Let tinit be the initial

tableau. By tinit
R
�
∗
tent and Lemma 3, M(tinit) =

∅. Since tinit consists of ep = (p,T, 0, ep) and
eh = (h,F, 0, eh), from Definition 4 and 5,
M
(
(p,T, 0, ep)

)
∩ M

(
(h,F, 0, eh)

)
= ∅. Thus,

M
(
(p,T, 0, ep)

)
⊆ M

(
(h,T, 0, eh)

)
. From Defi-

nition 3, M(p) ⊆ M(h). The above satisfies the
first condition of Definition 7. The second condi-
tion (for the contradiction tableau) can be proved
in a similar way.

3.2.2 Counterexample of Completeness
In this section, we present a counterexample such
that a proof system is not complete. Let us consider
the following example:

Premise Smith and Anderson did not go out.

Hypothesis Smith and Anderson were home.

Label Entailment

The entailment tableau shown in Figure 2 is for
the premise and hypothesis. The truth values of
entries e4, e5, e6 and e7 to which the tableau rule
has not yet been applied, are all F. In the closedness
conditions, the truth value of one of the entries
must be T; thus, this entailment tableau cannot
be closed with any NLI . As an example of the
model set M , let us consider the models shown in
Table 2. In this model set M , M(e1) =M(e3) =
M(e4) ∩M(e5) = {m1} and M(e2) =M(e6) ∪
M(e7) = {m2,m3,m4}; thus, these tableau rules
are consistent with M . Note that M(p) ⊆ M(h)
since M(p) = M(h) = {m1}. This means that
the first condition of Definition 8 does not hold.
Thus, the completeness does not hold.

3.3 Example of Complete Proof System

Generally, the completeness does not hold; how-
ever, we can prove that a certain proof system is
complete. In this section, we present an example
of such proof system.

Let M be a model set, NLI be an NLI system
that is consistent with M and R be a tableau rule
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: (Smith and Anderson did not go out, T, 1, )

: (Smith and Anderson were home, F, 1, )

: (Smith or Anderson went out, F, 1, )

: (Smith went out, F, 0, )

: (Anderson went out, F, 0, )

: (Smith was home, F, 0, ) : (Anderson was home, F, 0, )

Figure 2: Counterexample of completeness

m1 m2 m3 m4 M

Smith and Anderson did not go out ¬(¬S ∨ ¬A) T F F F {m1}
Smith and Anderson were home S ∧A T F F F {m1}
Smith or Anderson went out ¬S ∨ ¬A F T T T {m2,m3,m4}
Smith went out ¬S F F T T {m3,m4}
Anderson went out ¬A F T F T {m2,m4}
Smith was home S T T F F {m1,m2}
Anderson was home A T F T F {m1,m3}

Table 2: Models for counterexample of completeness

set consistent with M such that for all r ∈ R, the
following conditions hold:8

1. r is in the form of c1,1.

2. If c1,1
(
(s, v, 0, o)

)
is defined, the returned

value is in the form of (s′, v, 0, o).

In this proof system, entailment tableaux con-
structed by R are always closed by NLI if
M(p) ⊆ M(h). The proof of its completeness
is as follows:

Proof. Assume that M(p) ⊆ M(h). Here, let
tinit be the initial tableau constructed from ep =
(p,T, 0, ep) and eh = (h,F, 0, eh). For all tableaux

t such that tinit
R
�
∗
t, the following statements hold:

• t has only one branch.

• t has only two entries whose flag is 0: the one
is in the form of (p′,T, 0, ep) and the other is
in the form of (h′,F, 0, eh).

• M(p) =M(p′)

• M(h) =M(h′)

8We can consider that the tableau rules simply paraphrase
sentences.

The first statement holds from the first condition
about R. The second statement holds from the con-
ditions about R. From the conditions about R, Def-
inition 3 and 6, the last two statements hold. The
entailment tableau tent derived from tinit also satis-

fies the above statements, since tinit
R
�
∗
tent. Because

M(p′) = M(p) ⊆ M(h) = M(h′) and NLI is
consistent with M , NLI(p′, h′) = E. Thus, the
branch of tent satisfies the second closedness con-
dition, that is, tent is closed by NLI . The second
condition (for the contradiction tableau) of the com-
pleteness also can be proved in the similar way.
Thus, this proof system is complete with respect to
M .

4 Conclusion

In this paper, we have formalized the method pro-
posed by Saji et al. based on a model-theoretic
interpretation and have clarified the theoretical lim-
itations of this method. We have proved the sound-
ness theorem and provided an example of complete
proof system. In future work, we will explore what
kind of proof systems are complete.
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Abstract 

Diachronic adaptation for word sense 
disambiguation (WSD) in Historical Japanese 
is known as a difficult problem because the 
most frequent sense (MFS) baseline is hard to 
beat. However, this paper reports that the 
model using BERT trained with contemporary 
texts significantly outperforms the MFS 
baseline. We also showed the effectiveness of 
multitask learning of WSD and document 
classification. We conducted the experiments 
using two sets of a sense-tagged corpus, 
Corpus of Historical Japanese sense-tagged 
with Word List by Semantic Principles: the 
datasets developed until 2019 and 2022. 
Finally, we discuss the reason why the 
diachronic adaptation for WSD of historical 
Japanese using BERT trained with 
contemporary Japanese is effective. 

Introduction 

Word sense disambiguation (WSD) involves the 
task of identifying the senses of words in 
documents. There have been a number of studies 

on WSD of Contemporary Japanese using sense-
tagged corpora. However, due to the limitation of 
the sense-tagged corpora, it was difficult to 
achieve high performance for WSD of historical 
Japanese. To alleviate this problem, diachronic 
adaptation using contemporary Japanese has been 
tried for WSD of historical Japanese. However, 
the prior work shows that the most frequent sense 
(MFS) baseline is hard to beat for conventional 
methods that used examples from contemporary 
corpora and/or word embeddings trained with 
contemporary texts in addition to historical texts 
(Tanabe, 2020).  

Meanwhile, Bidirectional Encoder 
Representations from Transformers (BERT) 
Devlin et al., (2019) substantially improved the 
state of the art of tasks of natural language 
processing, including WSD (Blevins and 
Zettlemoyer, 2020; Loureiro and Camacho-
Collados, 2020).  First, in this paper, we will show 
that WSD of historical Japanese using BERT 
significantly outperforms the MFS baseline and 
conventional methods. As BERT is trained mostly 
with contemporary Japanese texts (Japanese 
Wikipedia), WSD of historical Japanese using 
BERT is considered as a form of diachronic 
adaptation. Next, we tried multitask learning of 
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WSD and document classification using a sense-
tagged corpus, Corpus of Historical Japanese 
(CHJ) 1(see Section 3).  

We conducted the experiments using two sets 
of CHJ, the datasets developed until 2019 and 
2022 (see Sections 4 and 5).  Finally, we discuss 
why BERT is effective for WSD of historical 
Japanese in Sections 6 and 7.  

The contributions of this paper are listed as 
follows: 

 (1) We show that the diachronic adaptation 
using BERT trained with contemporary Japanese 
substantially outperformed the MFS baseline and 
conventional methods for WSD of historical 
Japanese,  

(2) We show that multitask learning of WSD 
and document classification of the text where the 
target word of WSD was taken from is effective 

when large amounts of training data was used, 

and 
(3) We discuss what kind of information 

contributed to the diachronic adaptation for WSD 
of historical Japanese. 
   

Related Work 

WSD has two categories: lexical sample task and 
all-words WSD. Lexical sample task targets 
frequent words in a dataset (Iacobacci et al., 2016;  
Okumura et al., 2010; Komiya and Okumura, 
2011) and all-word WSD disambiguates all words 
in a corpus (Raganato et al., 2017a; Shinnou et al., 
2017; Iacobacci et al., 2016; Suzuki et al., 2018; 
Raganato et al., 2017b; Blevins and Zettlemoyer, 
2020; Loureiro and Camacho-Collados, 2020). 
There have been a number of studies on WSD of 
contemporary Japanese of both categories. This 
paper focuses on the lexical sample task.  

In addition, there have been some studies on 
historical Japanese texts. Hoshino et al. (2014) 
proposed translating historical Japanese to 
contemporary Japanese using a statistical machine 
translation system trained with a corpus obtained 
by their method using sentence alignment. Takaku 
et al. (2020) employed neural machine translation 
for translation from historical Japanese to 
contemporary Japanese. They used word 
embeddings diachronically fine-tuned with 

 
1 https://clrd.ninjal.ac.jp/chj/overview-en.html 

historical corpora, including word embeddings 
gradually fine-tuned in the order of time, which is 
proposed in Kim et al. (2014), for the input to 
their system and showed the fine-tuned word 
embeddings improved the translation 
performances. 
Tanabe (2020) used the diachronically fine-tuned 
word embeddings for the WSD task including 
those trained following methods used by Takaku 
et al. (2020). According to (Daumé III et al., 2010; 
Daumé III, 2007), there are three types of 
approaches for domain adaptation depending on 
the information to be learned, namely, supervised, 
semi-supervised and unsupervised approaches. 
Tanabe (2020) used not only sense-tagged corpora 
but also unlabeled texts for diachronic adaptation, 
in three scenarios including all three types of 
domain adaptation approaches.  

Related to WSD of historical Japanese, Tanabe 
et al. (2018) proposed a system to classify the 
word senses of words in a Japanese historical 
corpus to determine the word senses that are not 
listed in a dictionary of contemporary Japanese. 
However, they did not perform the WSD of 
historical Japanese itself.  

This research is also related to the methods to 
capture the change of meanings. Kulkarni et al. 
(2015), Hamilton et al. (2016b), and Hamilton 
et al. (2016a) have shown the effectiveness of  
distributional semantics for this task. Kobayashi 
et al. (2021) used the BERT model and Aida et al. 
(2021) used PMI and SVD joint learning to 
capture the change of meaning of modern and 
contemporary Japanese. 

Diachronic Adaptation Using BERT 
Trained with Contemporary Japanese 
Texts 

As mentioned above, WSD of historical Japanese 
using BERT trained with contemporary Japanese 
texts is considered as a form of diachronic 
adaptation. We show that the method using the 
BERT model outperforms the MFS baseline and 
the conventional methods using word embeddings 
proposed by Tanabe (2020).  
In addition, we attempted multitask learning of 

WSD and document classification. For the 
multitask learning of WSD and document 
classification, we simultaneously predicted not 
only word senses but also the literature the input 
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sentence was taken from. The motivation behind 
this method is to capture the diversity of the 
periods when each literature was written. We 
process all the historical Japanese texts at one 
time but the word sense in very old literature, say 
the work written in the 900s, should be different 
from that in relatively new literature like the work 
written in the 1600s. We also anticipated that the 
frequent senses vary depending on the literature 
work the input sentence was taken from. 

Data 

We used Corpus of Historical Japanese sense-
tagged with Word List by Semantic Principles 
(CHJ-WLSP) (Asahara et al., 2022). Word List by 
Semantic Principles (WLSP) (National Institute 
for Japanese Language and Linguistics, 1964) is a 
Japanese thesaurus. In the WLSP, the article 
numbers or concept numbers indicate shared 
synonyms. In the WLSP thesaurus, words are 
classified and organized by their meanings. We 
can use the article numbers in WLSP with words 
as word senses. For example, the word “犬” 
(inu, meaning spy or dog) has two records in the 
WLSP, and therefore has two article numbers, 
1.2410 and 1.5501, indicating that the word is 
polysemous. We can also use the historical 
version of WLSP  (Miyajima et al., 2014).  

We conducted the experiments using two sets 
of CHJ-WLSP, the datasets developed until 2019 
and 2022. First, for comparison, we used the same 

data as (Tanabe, 2020), CHJ-WLSP developed 
until 2019. We refer to this data as CHJ-WLSP 
2019. The literature was 5 works, that is, Taketori-
monogatari (The Tale of the Bamboo Cutter), 
Tosa Nikki (Tosa Diary), Hōjōki (Square-jō 
record), Tsurezuregusa (Essays in Idleness), and 
Toraakira-bon Kyogen. Following (Tanabe, 2020), 
we used 58 words for the target words of WSD. 
They were selected because they appeared 50 
times or more in CHJ and the Balanced Corpus of 
Contemporary Written Japanese (BCCWJ) 
(Maekawa et al., 2014).  

For the second experiments, we used data from 
10 works, CHJ-WLSP developed until 2022 for 
this experiment. We refer to this data as CHJ-
WLSP 2022. The additional literature was 
Konjaku Monogatarishū (Anthology of Tales from 
the Past), Jikkinsyo, Uji Shūi Monogatari, Taiyo 
magazine, and Kokutei textbook. We used 33 
words, which are the words appeared more than 
1,000 times in CHJ, for the target words of WSD. 
Table 1 displays the book title, number of word 
tokens, period, style of sub-corpora from CHJ we 
used for the experiments. Table 2 shown as an 
appendix lists the words, pronunciation, 
translation, and developed year of the data (2019 
or 2022). Both in the table means the words are 
used for both experiments of CHJ-WLSP 2019 
and CHJ-WLSP 2022. The translations shown in 
the table are just examples because the words are 
polysemous.  

 
Book Title Word Tokens Period Style 
Taketori Monogatari  
(The Tale of the Bamboo Cutter) 

12,757 Around 900 Fictional prose narrative  

Tosa Nikki (Tosa Diary) 8,208 934 Poetic diary  
Hōjōki (Square-jō record) 5,402 1212 Essay  
Tsurezuregusa (Essays in Idleness) 40,834 1336 Essay   
Toraakira-bon Kyogen 5,448 1642 Kyogen (Traditional theater) 

Konjaku Monogatarishū  
(Anthology of Tales from the Past)  

175,598 1100

Uji Shūi Monogatari 120,705 1220
Jikkinsyo  90,177 1252
Taiyo Magazine 46,394 1895-1925

Kokutei Textbook 154,955 1910

Table 1 Book Titles, Number of Word Tokens, 
Period, Style of Books in CHJ of 5 works (CHJ-
WLSP 2019) and 10 works (CHJ-WLSP 2022) 
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Experiments 

We used bert-base-japanese-whole-word-
masking, Japanese BERT mostly trained with 
contemporary Japanese texts (Japanese 
Wikipedia)2, from transformers library.  

For the simple BERT model, we used fine-

tuning of BERT model added one layer. The 
input of the final layer is the output vector of the 
BERT model for the target word of WSD. We 
used softmax and cross entropy loss for the last 
layer. Stochastic Gradient Descent was used for 
the optimization function. 

For the multitask learning, two final layers 
were added in parallel to the BERT model. One 
is for WSD, and another is for document 
classification. The input of the final layers is the 
same for the two final layers: the output vector 
of the BERT model for the target word of WSD.  

Because we adopted the lexical sample task, a 
model is trained for each target word type of 
WSD. In other words, we prepared 58 models or 
33 models for each method. The input of the 
system is sentence-based, and an example 
includes a target word token. Because of the 
length limitation of the BERT input, a sentence 
beyond 512 tokens is shorted to 512 tokens. In 
addition, if the target word of WSD was 
appeared in the omitted part of the sentence, we 
did not use the example for the experiments. 

Mostly, we used Japanese period marks for 
dividing the sentences, but only for Toraakira-
bon Kyoken, we used blank marks and 
boundary marks in CHJ to divide the sentences 
because it included no period marks. Tables 3 
summarizes the maximum, minimum, and 
average number of data points for each target 
word of WSD. 
 
  CHJ-WLSP 2019 CHJ-WLSP 2022 
Max 419 7,072 
Min 50 1,009 
Avg. 167.83 2,255.15 

Tables 3 The maximum, minimum, and average 
number of data points for each WSD target 

word 
 

For fair comparison with Tanabe (2020) in 
terms of the number of training data points, we 
conducted experiments without development 
data using CHJ-WLSP 2019. Here, the ratio of 

 
2 https://huggingface.co/cl-tohoku/bert-base-japanese-
whole-word-masking 

the training and test data was set to 4:1. The data 
split was performed using random sampling. We 
set epoch number as 20 and learning rate as 
0.00005 according to the preliminary 
experiments. The results are an average of three 
trials. 

In addition, for CHJ-WLSP 2019 and 2022, 
we used grid search for the hyper-parameters, 
i.e., the epoch number and learning rate using 
five-fold cross validation with development data. 
The options of the epoch number were from 1 to 
30 and those of the learning rate were 0.00001, 
0.0001, and 0.001. Here, the ratio of the training, 
test, and development data was set to 3:1:1. 
Please note that, when we performed cross 
validation, because we used a development set 
and Tanabe (2020) did not, the amount of 
training data of the BERT model is smaller than 
that of the model of the prior work.  
  Table 4 shows the number of training data 
points according to the experiment. Random 
sampling 2019 in the table means data split with 
random sampling for CHJ-WLSP 2019, and 
cross validation 2019 and 2022 indicate the 
cross validation using CHJ-WLSP 2019 and 
CHJ-WLSP 2022. 
 

Experiments Num of data 
Random sampling 2019 134.26 
Cross validation 2019 100.70 
Cross validation 2022 1,353.09 

Table 4 the number of test data points according 
to the experiment 

1.1 Baseline 

We used the method of Tanabe (2020) for the 
baseline. The best method in Tanabe (2020) is 
the method using fine-tuning contemporary 
features with a historical corpus in the Target 
Only scenario, i.e., the scenario where no 
example from contemporary corpus was used. 
She used NWJC2VEC, the word embeddings 
generated from the NWJC-2014-4Q dataset 
(Asahara et al., 2014) as pretrained word 
embeddings of contemporary Japanese texts. 
She used plain texts of CHJ to fine-tune word 
embeddings. She also used BCCWJ for fine-
tuning and BCCWJ-WLPS for a sense-tagged 
contemporary corpus. BCCWJ is tokenized with 
contemporary UniDic (Den et al., 2010) and 
CHJ is tokenized with historical UniDic (Ogiso 
et al., 2012).  

Tanabe (2020) used a scikit-learn library of 
support vector machine using NWJC2VEC fine-
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tuned with CHJ. When generating the word 
embeddings of historical texts for a comparison, 
she used word2vec and the dimensionality was 
set to 200 and the window size was set to 2. The 
other parameters were the same as the default 
settings of the Gensim toolkit. She used five-
fold cross validation without a development set. 
Please note that our MFS of the test data is 
slightly different from that of Tanabe (2020). 
We believe that is because the data split of cross 
validation is different.  

Results 

Table 5 shows the WSD accuracies of the 
models trained with CHJ-WLSP 2019. 
Hereinafter, Micro and Macro in the tables are 
micro- and macro averaged accuracies. 

 
Model Micro Macro 
Simple BERT model 77.50% 72.82% 
Multitask learning 77.24% 72.55% 
MFS of random sample 73.79% 69.81% 
Tanabe (2020) 74.83% 70.80% 
MFS of Tanabe (2020) 75.54% 70.00% 
Table 5 WSD accuracies of the models trained 

with CHJ-WLSP 2019 
 
This table shows that we substantially 
outperformed the MFS baseline. In addition, 
although our MFS of the test data is lower than 
that of the prior work (They are 75.54% and 
73.79% when the micro-averaged MFS is 
compared), our BERT model significantly 
outperforms the result of the prior work 
according to the chi square test. The level of the 
significance in the test was 0.01. Additionally, 
the difference between our MFS and the BERT 
model was also significant. 
  In addition, Table 6 displays the WSD 
accuracies of the models trained with CHJ-
WLSP 2019 using cross validation. Tables 5 and 
6 indicate that multitask learning of WSD and 
document classification was not effective for 
CHJ-WLSP 2019. The differences between the 
simple BERT model and multitask learning 
were not significant. However, the two models 
using BERT outperformed the MFS baseline 
again.  

 
Model Micro Macro 
Simple BERT model 76.85% 69.81% 
Multitask learning 76.70% 69.64% 
Our MFS 74.20% 69.09% 

Table 6 WSD accuracies of the models trained 
with CHJ-WLSP 2019 using cross validation 

 
Table 7 shows the WSD accuracies of the 
models trained with CHJ-WLSP 2022 using 
cross validation. The table shows that multitask 
learning of WSD and document classification 
surpassed the simple BERT model. It was 
significant according to the chi square test.  The 
level of the significance in the test was 0.01. In 
addition, the differences between the MFS and 
two BERT based models were also significant.  
 

 
Model Micro Macro 
Simple BERT model 84.68% 84.25% 
Multitask learning 85.17% 84.45% 
MFS 78.29% 78.20% 
Table 7 WSD accuracies of the models trained 
with CHJ-WLSP 2022 using cross validation 

Discussion  

According to the three tables in Section 6, we 
can see that BERT trained from contemporary 
Japanese texts is effective for WSD of historical 
Japanese texts.  

We believe that the reason why the BERT 
model outperformed the prior work that used 
word2vec is not the amount of training data that 
trained the BERT model or word2vec, because 
Tanabe (2020) used NWJC2VEC, the word 
embeddings generated from the NWJC-2014-4Q 
dataset, which included more than a billion 
sentences.  

As Japanese BERT is trained with Japanese 
Wikipedia, which consists of approximately 
17M sentences, the training data cannot be the 
reason. Therefore, even if we cannot know the 
concrete information that provided the 
improvement of the WSD performances, the 
network architecture could be the reason. In 
addition, as some studies reported BERT can 
capture various language information including 
syntactic structures (Jawahar et al. 2019), this 
property of BERT could be the reason of the 
success of the diachronic adaptation of historical 
Japanese.  

We feared that the unknown words of the 
BERT model adversely affected the WSD 
accuracies, but they were at least not serious. 
Table 8 shows the percentage of unknown word 
tokens ([UNK]) and subword tokens that begins 
with a sharp mark (#) in the input tokens of the 
system. It means the tokens of input sentences 
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are counted, excluding tokens beyond 512 
tokens per an input. [UNK] and subword # in 
the table mean the percentage of unknown word 
tokens and that of the subword tokens that begin 
with a sharp mark, respectively. 

 
Data [UNK] Subword # 
CHJ-WLSP 2019 0.60% 11.71% 
CHJ-WLSP 2022 1.52% 9.58% 

Table 8 The percentage of unknown word 
tokens ([UNK]) and subword tokens that begin 

with a sharp mark (#) 

 
According to Table 8, we can see that the 

unknown word tokens are very rare in CHJ-
WLSP 2019 and CHJ-WLSP 2022 Because of 
subword tokens, most of input tokens could be 
interpreted by the BERT model trained with 
contemporary texts. 

Next, let us discuss the multitask learning of 
WSD and document classification. When we 
used CHJ-WLSP 2019, this method did not 
work but when we used CHJ-WSLP 2022, it 
was significantly effective. The first reason to 
explain this fact that we can think of is the 
amount of the training data points, as shown in 
Table 4. The second reason could be the 
difference of the variety of the literature of two 
datasets. Tables 9 and 10 display the average 
number of test data in CHJ-WLSP 2019 and 
CHJ-WLSP 2022, respectively.  

 
Literature Num of test data 
Taketori Monogatari 350.6 
Tosa Nikki 264.8 
Hōjōki 134.8 
Tsurezuregusa 1,104 
Toraakira-bon Kyogen 92.6 

Table 9 Average number of test data in CHJ-
WLSP 2019 disaggregated by the literature 
 

 

 

 

Literature Num of test data 
Taketori Monogatari 312.2 
Tosa Nikki 224.4 
Hōjōki 120.6 
Tsurezuregusa 1,011.2 
Toraakira-bon Kyogen 22.8 
Konjaku Monogatarishū 4,796 
Uji Shūi Monogatari 3,167 
Jikkinsyo 1,848.8 

Taiyo Magazine 1,013.2 
Kokutei Textbook 2,375.2 

Table 10 Average number of test data in CHJ-
WLSP 2022 disaggregated by the literature 
 
According to Table 9, in CHJ-WLSP 2019, 

more than half of the test data came from only 
one literature, Tsurezuregusa. On the other hand, 
as shown in Table 10, the data balance is more 
balanced compared to CHJ-WLSP 2019. 

Moreover, Tables 11 and 12 show the 
accuracies of document classification of CHJ-
WLSP 2019 and CHJ-WLSP 2022. The 
improvement of the accuracy, that is the 
difference between accuracies of multitask 
learning and most frequent document in CHJ-
WSLP 2022 was considerably higher than that 
in CHJ-WSLP 2019. This fact indicates that the 
document classification task was learned better 
using CHJ-WLSP 2022.  

 

Model Micro Macro 
Multitask learning 66.17% 63.95% 
Most frequent document 58.15% 55.69% 

Table 11 Accuracies of document 
classification of CHJ-WLSP 2019 

 

Model Micro Macro 
Multitask learning 63.90% 69.22% 
Most frequent document 35.08% 36.53% 

Table 12 Accuracies of document 
classification of CHJ-WLSP 2019 

 
Finally, comparing the experiments using 

CHJ-WLSP 2019 and CHJ-WLSP  2022, we 
can see that the obvious factor to improve the 
WSD accuracies is the amount of in-domain 
labeled data. The amount of training data points 
of CHJ-WLSP 2022 was approximately 13 
times more than that of CHJ-WLSP 2019 as 
shown in Table 4. This research showed that, 
when we use more than 1,000 data points for 
training data, the WSD accuracy is around 85%, 
which is considerably higher than the MFS 
baseline.  

In the future, we plan to develop an all-words 
WSD system for historical Japanese texts. In 
addition, we plan to explore properties other 
than data amount to improve the performance of 
WSD.  

Conclusions 

We reported that BERT trained with 
contemporary Japanese texts considerably 
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improved the WSD accuracies of historical 
Japanese texts. This method can be considered 
as a form of diachronic adaptation. Because the 
amount of training data of BERT model cannot 
account for the improvement of WSD 
accuracies, the network architecture of the 
BERT itself could be the reason why diachronic 
adaptation using BERT trained with 
contemporary text worked. In addition, because 
of the subword tokens, unknown word tokens 
are rare in historical texts. We performed 
experiments using two sets of a corpus, which 
are CHJ-WLSP 2019 and CHJ-WLSP 2022. We 
also showed the effectiveness of the multitask 
learning of WSD and classification of the 
sentence that was included the target word taken 
from, when we used CHJ-WLSP 2022. We also 
showed that the WSD accuracies substantially 
improved as the in-domain labeled data for 
training increased. 
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Appendix A. Target Words 

 

Word Pronunciation Translation Year 

為る  Suru  do Both 

一  Ichi  one Both 

居る  Iru  stay Both 

見る  Miru  look Both 

言う  Iu  say Both 

行く  Iku  go Both 

此れ  Kore  this Both 

今  Ima  now  Both 
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思う  Omou  think Both 

事  Koto  thing Both 

時  Toki  time Both 

取る  Toru  get Both 

所  Tokoro  place Both 

心  Kokoro  heart Both 

人  Hito  human Both 

成る  Naru  become Both 

知る  Shiru  know Both 

日  Hi  day Both 

物  Mono  object Both 

聞く  Kiku  listen Both 

又  Mata  and Both 

有る  Aru  there is Both 

様  Sama  appearance Both 

来る  Kuru  come Both 

或る  Aru  a certain 2019 

下  Shita  under 2019 

何  Nani  what 2019 

家  Ie  house 2019 

皆  Mina  every 2019 

間  Aida  between 2019 

共  Tomo  together 2019 

月  Tsuki  moon 2019 

見える  Mieru  see 2019 

後  Ato  after 2019 

国  Kuni  country 2019 

作る  Tsukuru  make 2019 

持つ  Motsu  hold 2019 

書く  Kaku  write 2019 

女  Onna  woman 2019 

上  Ue  up 2019 

身  Mi  body 2019 

他  Hoka  other 2019 

男  Otoko  man 2019 

置く  Oku  put on 2019 

中  Naka  inside 2019 

道  Michi  way 2019 

読む  Yomu  read 2019 

内  Uchi  inside 2019 

入る  Hairu  enter 2019 

年  Toshi  year 2019 

彼  Kare  he 2019 

付ける  Tsukeru  put onand  2019 

返る  Kaeru  return 2019 

方  Hou  direction 2019 

万  Man  
ten 
thousand 

2019 

唯  Tada  only 2019 

立つ  Tatsu  stand 2019 

良い  Yoi  good 2019 

我 Ware I 2022 

者 Mono person 2022 

出でる Ideru go out 2022 

申す Mousu say 2022 

是 Kore this 2022 

然る Saru like that 2022 

其 Sore that 2022 

程 Hodo level 2022 

無い Nai no 2022 
Table 2 Target words of WSD in CHJ-WLSP 

2019 and CHJ-WLSP 2022 
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Abstract

While prospect theory (Kahneman and Tver-
sky, 1979) has been widely used as a de-
scriptive theory to explain various phenom-
ena such as insurance and the relation be-
tween spending and saving, no studies have
been found to look at prospect theory from
linguistic prospective to investigate near syn-
onymous verbs. This study investigates near-
synonymous verbs in Mandarin Chinese under
the framework of prospect theory.

Using the large-scale Gigaword2 Corpus, we
examined how verbal transaction reflects gain
and loss frame in terms of human decision. It
is observed that mai3 ‘buy’, mai4 ‘sell’ and
zu1 ‘rent’ have default gain-loss frame en-
coded in the lexical meaning. Because of the
topic-prominent typological feature of Man-
darin, gain and loss frame have close relation
with information structure. By using high-
lighting and omission of argument, the gain-
loss frame can be emphasized. Our current
study focuses on near synonymous verbs in
Mandarin Chinese. It is hoped that more near
synonymous verbs in Mandarin Chinese and
in other languages can be investigated under
the framework of prospect theory.

1 Introduction

According to Cruse (2022; 1986), near-synonyms
can be defined as words that one or more of their
senses have a sufficiently close similarity. In Chi-
nese, mai3 ‘buy’ and mai4 ‘sell’ is one of the op-
posites pairs in Ding (2018)’s analysis of the large-
scale corpus-based study on comparing the semantic

use. In fact, extensive research have shown the se-
mantic difference of the pair of ‘buy’ and ‘sell’ in
English. They can be considered to be synonym or
directional opposites because they can be expressed
in two ways: A buys something from B or B sells
something to A (Lyons, 1977). Cruse (2000) pro-
posed that ’buy’ and ’sell’ may be four-place con-
verses as the relational predicate they denote can
have 4 arguments:

John sold the car to Bill for £5,000.
Bill bought the car from John for £5,000.

Mai3 ‘buy’, mai4 ‘sell’ and zu1 ‘rent’, actually
have the same eventive structure involving move-
ment of money and merchandise. So far, however,
no research has been found that investigate near syn-
onymous verbs in the domain of gain-loss framing,
especially based on natural language data in corpus.

Stemmed by Bernoulli (1954), expected utility is
used as a criterion to explain the choice between
gambles. This work was further developed into a
descriptive theory of choice called prospect theory
(Kahneman and Tversky, 1979) to evaluate the de-
cision making under risk. Under this framework, it
is observed that people tend to risk-averse with re-
spect to gain and risk-seeking with respect to loss in
different domains including financial decision and
risky gambles. For example, the computerised lab-
oratory experiments conducted by Powell and An-
sic (1997) found that males are more risk preference
whereas females are more risk-aversion in the finan-
cial decision making. From linguistics prospective,
Zeng et al. (2022a) found that WAR metaphors were
constantly sued with gain framing effects whereas
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loss-framed WAR metaphors were less frequently
used. In terms of effectiveness of vaccination advo-
cacy messages. Zeng et al. (2022b)’s experimental
studies showed that gain-framed messages are more
effective than loss-framed messages. To provide fur-
ther investigation of prospect theory from linguis-
tic prospective, the current study will attempt to ex-
amine whether near-synonymous verbs mai3 ‘buy’,
mai4 ‘sell’ and zu1 ‘rent’ can reflect the gain and
loss frame and how the gain and loss can be reflected
on lexical choice and syntactic structure in decision-
making problems.

2 Literature review

2.1 Prospect theory

Prospect theory (Kahneman and Tversky, 1979) is
an alternative model of expected utility theory (von
Neumann et al., 1944) to describe individual deci-
sion making under risk. This classic work with enor-
mous influence and has been used as a descriptive
theory to explain various phenomena such as insur-
ance and the relation between spending and saving.

The gain and loss in prospect theory is measured
by the outcomes. In other words, whether buying
and selling are expressed positive or negative devia-
tions (gains or losses) depends on the evaluation to-
wards a reference point (neutral reference outcome).
Notably, the variation of the reference point can de-
termine whether an outcome is evaluated as a gain
(positive) or a loss (negative) as shown in the S-
shaped value function in Figure 1. An example given
by Tversky and Kahneman (1981) is the cost of the
purchase of a car. The transaction of the whole pur-
chase is evaluated as positive, negative or neutral de-
pending on various factors such as the performance
of the car and the price of similar cars in the market.

Under the framework of prospect theory, Mather
et al. (2012)’s experimental study examined the re-
lationship of risk preferences and aging in domains
of certain and risky gambles and Hameleers (2021)
assessed the effect of gain-loss framing on risky
choices and emotional response in times of the pan-
demic. While many of the experimental studies en-
rich the analysis in this field from different angles,
the experiments are mainly based on survey and pre-
designed tasks but rarely based on natural linguis-
tic data. Furthermore, many of the current studies

Figure 1: A hypothetical value function.

are conducted in western countries but not in China.
Several others are in health domain (Kim, 2012) but
not in decision-making problems.

From the linguistic perspective, there is default
gain-loss frame encoded in the language which is
similar to the valence of emotion words. For ex-
ample, 喜歡 ‘like’ is the positive emotion word
whereas 愁 ‘worry’ is the negative emotion word.
Mai3 generally refers to the acquiring of something,
it is encoded in a gain frame from linguistic perspec-
tive. For mai4 and zu1, they are directional because
they involve giving away something and acquiring
the money at the same time. They, therefore, can
be in either gain or loss frame. When individual
choose to make decision of buying rather than sell-
ing, the whole transaction is encoded in the default
gain frame.

2.2 Thematic structure in Mandarin Chinese

Thematic structure which views the clause as
message is made up of two distinct parts,
Theme and Rheme. According to Halliday and
Matthiessen (2014), the thematic structure is ex-
pressed by a Theme accompanied by a Rheme. The
Theme appear in the sentence-initial position which
serves as ‘the point of departure of the message’ and
followed by Rheme, ‘the part in which the Theme
is developed’. The sentence-initial Theme high-
lights the thematic prominence information for the
addressee (Halliday and Matthiessen, 2014). Some
scholars have used the term Topic and Comment in-
stead of Theme and Rheme (e.g., Li and Thomp-
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son, 1981). In this study, we follow Li and Thomp-
son (1981) and retain the terminology of Topic and
Comment.

In Mandarin, topic-prominent sentence structure
is a significant typological feature of Mandarin. In
the topic-prominent sentence structure, word order
is governed by meaning rather than grammatical
function. This means that sentence with omitted
subject, sentence with object at the beginning can
be found in Mandarin. Topic, information known to
both the speaker and the hearer, occurs in the prever-
bal position whereas comment, the new information
occurs in the postverbal position. Take the short nar-
rative from (Shyu, 2016) as an example.

[1]
a. 我特別喜歡讀...賈平凹的書。
wo3 te4bie2 xi3huan1 du2 jia3ping2wa4 de0 shu1
‘I especially like to read books by JIA Pingwa.’

b. 這兩本書我都看爛了。
zhe4 liang3 ben3 shu1 wo3 dou1yao4 kan4 lan4

le0
‘These two books are worn and torn because I

have read them so often.’

The first sentence [1a] is in canonical senten-
tial order of SVO. The underlined post-veral object,
books written by JIA Pingwa, is the new informa-
tion and also the focus of the sentence. When addi-
tional information is added to the two books in [1b],
the definite nominal 這兩本書 ‘these two books’
becomes the shared/old information at the sentence-
initial position with remaining comment clause to
elaborate on.

3 Methodology and research questions

This study adopts a corpus-based approach to inves-
tigate the usage of three transitive verbs mai3 ‘buy’,
mai4 ‘sell’ and zu1 ‘rent’ from a linguistic point of
view under the framework of prospect theory. The
data are extracted from the large-scale corpus of Gi-
gaword2 in Chinese Word Sketch (CWS) (Huang,
2009) which is one of the largest balanced corpora of
collected news texts from Taiwan, Mainland China
and Singapore. As a topic-prominent language, the
‘topic’ which is the given information usually occur
in the pre-verbal position and followed by new in-

formation in Mandarin Chinese. Based on the topic-
prominent feature in Mandarin Chinese, we exam-
ined how verbal transaction reflect gain and loss
frame in terms of human decision.

4 Findings and Discussion

The following sessions present the findings and dis-
cussion of the results. From the search results in
Chinese WordNet in Figure 2, these transitive verbs
have the same eventive structure but in different di-
rections. The default gain-loss frame encoded in the
verbal transaction can be observed in general defini-
tion of the words. The linguistic encoding of mai3
‘buy’ is a default gain frame because people gain the
merchandise. However, mai4 ‘sell’ and zu1 ‘rent’
are directional because they involve movement of
money and merchandise. Therefore, mai4 ‘sell’ and
zu1 ‘rent’ can be in gain or loss frame.

Table 1 shows the PoS of mai3 ‘buy’, mai4 ‘sell’
and zu1 ‘rent’ and their frequency in Gigaword 2
Corpus. Mai3 ‘buy’ has the highest frequency of
45,553 in Gigaword 2, followed by mai4 ‘sell’ and
zu1 ‘rent’. In terms of part of speech, mai3 ‘buy’
is a transitive verb which has an object to take the
argument role whereas mai4 ‘sell’ and zu1 ‘rent’ are
ditransitive verbs which have two objects to take the
argument role.

Verb PoS Frequency
mai3 ‘buy’ VC31 45,553
mai4 ‘sell’ VD1 29,494
zu1 ‘rent’ VD 5,938

Table 1: PoS of mai3 ‘buy’, mai4 ‘sell’ and zu1 ‘rent’

4.1 Gain-loss frame encoded in buying

Table 2 shows the subject and object of mai3 ‘buy’
with the top five MI values. Mai3 ‘buy’ is a two-
argument verb that takes a subject (the one that pay)
and an object (the merchandise to be gained). It is
found that the subject of mai3 is usually the person
to pay such as顧客 ‘customer’,我 ‘I’,你 ‘You’ and
自己 ‘self’. In addition,錢 ‘money’ can also be the
subject. The merchandise to be gained such as 房
子 ‘house’, 東西 ‘thing’ are usually take the object
position.
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Figure 2: Search result of mai3 ‘buy’,mai4 ‘sell’ and zu1
‘rent’ in Chinese WordNet.

However, because of the topic-prominent sen-
tence structure in Mandarin Chinese, the Topic of
a sentence is placed preverbally. The Topic is the
given information which the speaker and listener al-
ready known, as in the following examples.

[2]
a. 房子買在山東。
fang2zi mai3 zai4 shan1 dong1。
‘The house was bought in Shandong.’

b. 他在溫哥華買了一棟房子。
ta1 zai4 wen1 ge1 hua2 mai3 le0 yi1 dong4

fang2zi0
He bought a house in Vancouver.

c. 兩萬塊錢買個烏紗帽。

Subject of mai3 Frequency MI value
錢(money) 635 56.7
顧客(customer) 103 37.8
我(I) 237 34.1
你(you) 111 33.5
自己(myself) 290 32.4
Object of mai3 Frequency MI value
房子(house) 864 65.4
東西(thing) 1280 64.7
書(book) 811 54.8
衣服(cloth) 335 49.1
房(house) 219 47.1

Table 2: Most frequent subject and object for mai3 ‘buy’.

liang3 wan4 kuai4 qian2 mai3 ge4 wu1 sha1
mao4

‘The black gauze cap costs 20 thousand dollars.’

房子 ‘house’ in [2a] is the given information be-
cause it is the person known to speaker and listener.
When additional information is added to describe
who purchases the house, 房子‘house’ becomes
the new information in [2b]. When the numeral-
measure phrase occurs in the preverbal position, it
signals its status that speaker and listener already
know the amount of money, the more informative
is 烏紗帽 ‘the black gauze cap’ obtained with this
amount toward the end of the sentence as in [2c].

It is observed that the monetary payment can be
placed in between the subject and the verb mai3
‘buy’. The monetary payment can give additional
neutralized information, as in [3a] and [3b] or miti-
gate the gain frame of the sentence, as in [3c-3e].

[3]
a. 老百姓掏錢買房子。
lao3bai3xing4 tao1 qian2 mai3 fang2zi0。
Ordinary people spend money to buy houses.

b. 15歲時勞達向奶奶借錢買了一輛大眾牌二
手車。

15 sui4 shi2 lao2 da2 xiang4 nai3nai0 jie4 qian2
mai3 le0 yi1 liang4 da4 zhong4 pai2 er4shou3 che1

‘When Lauda was 15, he borrowed money from
his grandmother to buy a second-handed Volkswa-
gen.’

c. 家長抱怨其子女花費太多錢買耶誕節卡片
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和禮物。

jia1chang2 bao4yuan4 qi2 zi3nv3 hua1fei4
tai4duo1 qian2 mai3 ye2dan4jie2 ka3pian4 he2
li3wu4。

‘Parents complain that their children spend too
much money on Christmas cards and presents.’

d. 這車子是貸款買的，車主還是車行。
zhe4 che1 zi0 shi4 dai4kuan3 mai3

de0，che1zhu3 hai2 shi4 che1hang2
‘The car was bought on loan. The owner is still

the car dealer.’

e. 野村證券高價 買股票彌補主要客戶的損
失。

ye3cun1 zheng4quan4 gao1 jia4 mai3 gu3piao4
mi2bu3 zhu3yao4 ke4hu4 de0 sun3shi1

‘Nomura bought shares at high prices to cover the
losses of key clients.’

In [3a] and [3b], 掏錢 ’spend money’ is in a
preverbal position, which signifies the relation be-
tween the verb and the nominal phrase. Likewise,
向奶奶借錢 ‘borrow money from grandma’ pro-
vides additional information of the monetary ex-
change. In contrast, the preverbal monetary payment
can emphasize certain loss. 花費太多錢 ‘spend too
much money’ in [3c], 貸款 ‘on loan’ in [3d] and
高價 ‘bought at high prices’ in [3e] have weaken
the gain frame by highlighting certain loss. Further-
more, the verb of mental activity 抱怨 ‘complain’
in [3c] further confirm the mitigation of gain frame.
Likewise,車主還是車行 ’ The owner is still the car
dealer’ in [3e] and彌補損失 ‘to cover the losses’ are
new information which further strengthen the miti-
gation of gain frame.

From the above observation, we found that mai3
has a predominant structure of gain frame. However,
the gain frame can be mitigated or weakened by cer-
tain loss of money or compensation which occur in
the preverbal position.

4.2 Gain-loss frame encoded in selling

Mai4 is a ditransitive verb which involves one sub-
ject (an agent who initiates the transfer) and two ob-
jects (a theme that is transferred and a beneficiary or
maleficiary who receives or loses the theme).

[4] 任何人不得賣酒給二十一歲以下的年輕

Subject of mai4 Frequency MI value
門票 38 29.9
菜 28 29.1
專輯 29 25.4
農副產品 23 24.8
低價 14 19.8
Object of mai4 Frequency MI value
菜 607 69.3
價錢 299 61.2
錢 395 40.3
肉 112 40.2
假貨 60 38.7

Table 3: Most frequent subject and object for mai4 ‘sell’.

人。

ren4he2 ren2 bu4de2 mai4 jiu3 gei3 er4shi2yi1
sui4 yi3xia4 de0 nian2 qing1 ren2

‘No one can sell alcohol to young people under
twenty-one.’

In example [4],任何人 ‘anyone’ is the agent who
initiates the wine selling. Two objects in this ex-
ample are young people (goal) and the wine as the
theme. Table 3 shows the subject and object of
mai4 ‘sell’ of top five MI values. Different from
mai3 ‘buy’, the nouns which take the subject posi-
tion for mai4 ‘sell’ are usually the products to be
sold whereas the object would be the price or the
products.

Mai4 ‘sell’ usually involves double movement of
money and merchandise, as shown in [5a]. However,
the argument can be omitted to change the focus of
the sentence. Compare the following examples.

[5]
a. 這位44 歲的彝族壯漢和他的妻子一
道靠賣土豆賺了不少錢。

zhe4 wei4 44 sui4 de0 yi2zu2 zhuang4 han4 he2
ta1 de0 qi1zi0 yi1 dao4 kao4 mai4 tu3dou4 zhuan4
le0 bu4shao3 qian2

‘The 44-year-old man from Yi ethnic group
makes a lot of money by selling potatoes with his
wife.’

b.這 位44歲 的 彝 族 壯 漢 和 他 的 妻 子 一
道賣土豆。

zhe4 wei4４４sui4 de0 yi2zu2 zhuang4 han4 he2
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ta1 de0 qi1zi0 yi1 dao4 mai4 tu3dou4
‘The 44-year-old man from Yi ethnic group sells

potatoes with his wife.’

c. 這位44 歲的彝族壯漢和他的妻子一
道賺了不少錢。

zhe4 wei4 44 sui4 de0 yi2zu2 zhuang4 han4 he2
ta1 de0 qi1zi0 yi1 dao4 zhuan4 le0 bu4shao3 qian2

‘The 44-year-old man from Yi ethnic group and
his wife make a lot of money.’

In these examples, the given information is the
same while the emphasis of the sentences is differ-
ent. In [5b], the sentence focuses on the merchan-
dise to be sold but omit the money they made. The
loss frame is emphasized. In contrast, the products
that being transferred can be omitted by highlight-
ing the money obtained, as in [5c]. The gain frame
is emphasized. Note that using omission of argu-
ment (the object being transferred or the money), the
gain or loss frame for mai4 ‘sell’ can be emphasized.
Similarly, the gain frame of getting a good price is
highlighted by omitting the argument of what to be
transferred in [6]

[6]三兩年內保證能賣上好價錢。
san1 liang3 nian2 na4 bao3zheng4 neng2 mai4

shang4 hao3 jia4qian2
‘Guaranteed a good price in a couple of years.’

In addition, the patient of the action 黎明粵語
專輯 ‘Leon’s album’ occupies the subject position
while the agent phrase does not appear. The topic-
comment sentences are commonly used in Mandarin
Chinese to package the flow of information. When
黎明粵語專輯 ‘Leon’s album’ occurs at the pre-
verbal position as the topic, it represents the speaker
and listener wants to discuss again as a piece of the
given information. The new information is the at-
tractiveness of Leon’s album. The topic-comment
sentence in [8] is similar to that in [7] in that the肉
類 ‘meat’ appears in the preverbal position to repre-
sent a piece of old information while the focus of the
sentence is 好賣 ‘sells well’. Mai4 ’sell’ becomes
intransitive and the price will not be mentioned.

[7]黎明粵語專輯在香港大賣。
li2ming2 yue4 yu3 zhuan1ji2 zai4 xiang1gang3

da4 mai4

‘Leon’s Cantonese album sells well in Hong
Kong.’

[8]肉類依然好賣。
rou4 lei4 yi1ran2 hao3 mai4
‘Meat still sells well.’

4.3 Gain-loss frame encoded in renting

Subject of zu1 Frequency MI value
土地 58 29.4
國有地 5 18.4
水 11 14.3
人士 5 4.1
政府 10 3.7
Object of zu1 Frequency MI value
住處 337 65.7
船 75 35.8
公寓 41 31.6
場地 50 29.6
攤位 32 29.1

Table 4: Most frequent subject and object for zu1 ‘rent’.

In section 4.1 and 4.2, we have investigated the
gain-loss frame in association with mai3 ‘buy’ and
mai4 ‘sell’. Similar to mai4 ‘sell’, zu1 ‘rent’ is a di-
transitive verb which involves two objects to take the
argument role. However, zu1 is directional in either
being a beneficiary to receive the theme or malefi-
ciary who loses the theme. Table 4 shows the most
frequent subject and object for zu1 ‘rent’ in Giga-
word2 Corpus.

[9]
a. 這些衛星也可部分地「租」給民用了。
zhe4 xie1 wei4xing1 ye3 ke3 bu4fen de0 「zu1
」gei3 min2yong4 le0

‘These satellites can also be partly "leased" to
civilian use.’

b. 長榮航空向英國MONARCH租得的兩架波
音七六七。

chang2 rong2 hang2kong1 xiang4 ying1guo2
MONARCH zu1 de2 de0 liang3 jia4 bo1yin1
qi1liu4qi1

‘Eva Air leases two Boeing 767s from Britain’s
MONARCH.’

c.自己租了一輛大客車。
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zi4ji3 zu1 le0 yi1 liang4 da4ke4 che1
‘I rented a bus.’

d. 自己花了100塊租了一輛大客車。
zi4ji3 hua1 le0 100 kuai4 zu1 le0 yi1 liang4

da4ke4 che1
‘I rented a bus for 100 yuan.’

In [9a], the beneficiary of zu1 ‘rent’ is introduced
by 給 ’give’ which emphasizes the loss frame. In
[9b], the source is introduced by 向 ’to’. It is the
gain frame marked by 向...租得 ’rent...to’. 長榮
航空 ‘EVA Air’ is the beneficiary who gains the
money. In [9c], 一輛大客車 ‘a bus’ occurs at the
postverbal position, gain frame is thus emphasized.
In [9d], the gain frame for zu1 can be mitigated by
certain loss of 100 yuan.

5 Conclusion

Across the corpus-based study we look at prospect
theory from a linguistic perspective to investigate
the three near-synonymous verbs. We found that
verbal transaction can reflect gain and loss frame in
terms of human decision. It is observed that mai3
’buy’, mai4 ’sell’ and zu1 ’rent’ have a default gain-
loss frame encoded in the lexical meaning. Specifi-
cally, it is observed that mai3 has a predominant gain
frame whereas mai4 and zu1 can be in gain or loss
frame.

In addition, it is found that gain and loss frame
have close relation with information structure be-
cause of the topic-prominent characteristic in Man-
darin Chinese. By using highlighting and omis-
sion of argument, the gain-loss frame can be em-
phasized. Our current study focuses on near syn-
onymous verbs, we hope the current study can be
extended to study more near synonymous verbs in
Mandarin Chinese and near synonymous verbs in
other languages.
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Abstract
Most Word-Sense Disambiguation (WSD)
systems rely on machine learning approaches
that require large-scale corpora for effective
training. So, the quality of a WSD system
degrades when trained in a low-resource lan-
guage such as Arabic. To improve WSD, we
design a novel data augmentation technique by
properly fine-tuning GPT-2 to generate a gloss
or a phrase for a selected word. The generated
training data is then combined with the origi-
nal dataset to train a BERT-based WSD classi-
fier. Experimental results show that integrating
this augmentation technique improves WSD
quality for both low-resource language (Ara-
bic) and high-resource languages (English).

1 Introduction

Polysemous is a word with several related mean-
ings. Some words, such as run or set have more
than thirty different meanings. Polysemous words
cause ambiguity in contexts where the meaning is
different from the primary meaning of the word.
For example, more than 40% of English words
have more than one meaning (Nagy, 1995). In nat-
ural language processing, word sense disambigua-
tion (WSD) consists of identifying the intended
meaning (sense) of a polysemous word in a given
context.

Two main approaches to WSD can be distin-
guished: Knowledge-Based Approach and Ma-
chine Learning-Based Approach. The former re-
lies on external lexical resources, such as the well-
known WordNet Knowledge Base. Machine learn-
ing based approaches use sense-annotated corpora
to train the WSD system. The success of ML ap-
proaches in general and neural networks in par-
ticular highly depends on the availability of two
resources inputs: 1) a dictionary or a sense inven-
tory such as WordNet to specify senses for each
word from some lexicon, 2) a sense annotated cor-
pus for training such as SemCor. Deep neural net-
works achieved state-of-the-art performance for

WSD. However, they are prone to overfitting on
small datasets because they learn millions or bil-
lions of parameters while building the model. To
avoid overfitting, the best solution is to use more
training data by augmenting existing data.

WSD tasks suffer from insufficient training data
or unavailability of annotated corpora. To over-
come this challenge, we propose to generate new
corpora or increase the size of existing ones. More
specifically, we propose data augmentation tech-
niques based on generative language models to
improve the accuracy of learning methods.

In this paper, we start by discussing data aug-
mentation (DA) in general and data augmenta-
tion for WSD in particular, with a focus on
GPT(Generative Pre-trained Transformer) such as
a generative language models. To validate our
proposed method, we carried out experiments on
GlossBert for English WSD and on ArabicGloss-
Bert for Arabic. By conducting experiments on
various different WSD tasks, we show that the
proposed GPT data augmentation performs bet-
ter than the baselines, existing techniques that are
mainly devoted to the machine translation task.

The main contributions are as follows.

• We propose a GPT2 based augmentation
method. The method allows GPT2 to aug-
ment sentences without altering the target
word meaning. Our approach can further be
applied to other NLP tasks such as semantic
matching and natural language inference.

• Experimental results show that our approach
achieves better performance, comparing with
existing data augmentation methods.

Our contribution falls into centralized DL tech-
niques, contrary to federated learning (Boughor-
bel et al., 2019). We suppose that the dataset set is
clean, as opposed to the noisy data set (Boughor-
bel et al., 2018). To our knowledge, this is the first
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attempt to utilize GPT-2 to augment data for WSD
tasks.

The remainder of this paper is structured as
follows. Section 2 presents the related work on
WSD-DA. Section 3 explains our DA method for
WSD. Section 4 presents our integrated WSD sys-
tem, where BERT models are used for feature ex-
traction. Section 5 discusses the results obtained.
We conclude this paper with a summary of our
contribution and we mention some future exten-
sions.

2 Related work

Data augmentation strategy is used in computer
Vision and Natural Language Processing(NLP) to
overcome the challenge of deal data scarcity and
data diversity insufficiency and to prevent overfit-
ting. Data augmentation in NLP is not sufficient to
replace a word with its synonym because the con-
text will be different and many downstream tasks
depending on the context, so it is not as easy as
in computer vision where image cropping showed
good improvements,

Data augmentation is basically performed based
on human knowledge of invariance, rules, or
heuristics. According to Li et al. (2022), data aug-
mentation techniques can be categorized into three
main categories: paraphrasing, noising and sam-
pling. Methods based on paraphrasing replace a
word by a generated one with its synonyms (Zhang
et al., 2015) or with the most similar word after
a similarity computation(Wang and Yang, 2015).
This approach can’t ensure a good diversity due to
the limitation of lexical ontology such as Word-
Net and thus the diversity. Noising-based ap-
proaches add discrete or continuous noise to ex-
pand the training set, such as randomly swapping
two words or replacing a word with another(Xie
et al., 2017). Even if noising is a popular tech-
nique in computer vision, it may alter the seman-
tics of the sentence and will change the context.
For example, in sentiment analysis, changing the
word happy by sad will change the class of sen-
tences.

To address the limitations of the aforementioned
approaches, sampling methods based on contex-
tual augmentation have been proposed. Fadaee et
al. (Fadaee et al., 2017) focused on parallel cor-
pora and replaced high-frequency words with rare
words in the target language according to a lan-
guage model, then changed source words accord-

ingly. Kobayashi (Kobayashi, 2018) and Wu et al.
(Wu et al., 2019) applied a language model on a
target word and predict a new word that will re-
place the original one. Gao et al. (Gao et al., 2019)
introduced a soft contextual augmentation that oc-
curs at the word embedding level, where the tar-
get word embedding is replaced by the expectation
of word embeddings of predicted words by a lan-
guage model. Yand et al. (Yang et al., 2019) fine-
tuned the BERT model on different data sets for
Open-Domain Question Answering and consid-
ered it also as a data augmentation. Papanikolaou
and Pierleoni(Papanikolaou and Pierleoni, 2020)
proposed a GPT-2 based approach to augment data
training in relation extraction task. Kun et al. (Li
et al., 2020), proposed a conditional augmentation
method based on sequence to sequence generation
for aspect term extraction task.

The contextual augmentation preserves the se-
mantic since the new word is generated from the
entire context, not only from the current target as
it done by the other approach. Nevertheless, none
of the above methods is applicable for WSD, as
they don’t take into account the ambiguous tar-
get word. There are few works dedicated to WSD
DA. Yap et al. (2020) noted that the majority of the
synsets in WordNet contain illustrative short sen-
tences. He included illustrative sentence-gloss on
the set of context-gloss pairings. Using this tech-
nique, they obtained 37,596 additional training in-
stances (about 17% more training instances).

Kohli (2021) adopted a back-translation strat-
egy for data augmentation. They fine-tuned the
GlossBERT model on the augmented corpus and
evaluated it on semEval. The disadvantage of this
technique is that some information may be lost in
back-translating process.

Lin and Giambi (2021) used BERT and Word-
Net to investigate alternative data augmentation
approaches on context-gloss pairs to improve the
performance of WSD. They demonstrated that
augmentation procedures at the sentence and word
levels are effective solutions for WSD. They also
discovered that adding hypernym glosses from a
lexical knowledge base can increase performance.
Their procedure is available only for the French,
German and Russian languages (not for Arabic
and English).

Yuan et al. (2016) constructed a semi-
supervised system for WSD data augmentation. It
consists of increasing the tagged sample sentences
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with a huge number of unlabeled sentences from
the Web to solve these shortcomings by using the
LSTM model. It is possible to add many unla-
beled sentences by adding many unlabeled sen-
tences. The data sets used in this work are Se-
mEval and Semcor based on WordNet. The ma-
jor drawback of this approach is that the generated
sentences depend on the seed set.

Our work falls into the sampling techniques for
text, but we focus on word-sense disambiguation.

3 Proposed method

To the best of our knowledge, this is the first
contribution dedicated to data augmentation in
WSD by the GPT family. GPT (Generative Pre-
Training) is a large transformer-based language
model with billions of parameters and trained on
gigabytes of text scraped off the Internet. GPT-2
has shown impressive text generation results and
low perplexity on several benchmarks. GPT-2 was
trained with a standard language modeling objec-
tive and is therefore powerful in predicting the
next word in a sequence of seen words. There are
other variants of GPT that typically differ accord-
ing to the number of layers, the size of the layers
and the corpus used to train them such as GPT3,
GPT-Neo and GPT-NeoX but we can’t use it due
to the huge size of these models and the unavail-
ability of GPT-3.

In this paper, we aim to use GPT-2 to auto-
matically generate WSD training data and com-
bine it with existing datasets to train better WSD
models. More concretely, given a training dataset
for WSD such as Semcor, we fine-tuned the pre-
trained GPT-2 model on this dataset to encour-
age GPT-2 to produce synthetic sentences that pre-
serve the meaning of a target word.

The main challenge is how to deal with the tar-
get word and under which hypotheses, it retains its
meaning. Our data augmentation is shown in Al-
gorithm 3. Given an original tagged sentence, our
strategy is to freeze the target word and to gener-
ate a gloss or phrase for a context word, such as
the last word of a sentence. The number of con-
text words replaced by a gloss can be seen as an
extra hyperparameter.

[H]
Set a generation strategy
each sentence with an annotated target

- Freeze the target word
- Select context words according to the generation

strategy
- Generate a gloss or a phrase for the selected word

We studied three strategies for increasing the
number of examples based on a context selection
of a chosen sense.

1. Entire context (Selection of the whole con-
text): we replace each context word with a
sequence of words. In this strategy, the sen-
tence loses its structure;

2. Context-tail (Selection of the end of the con-
text): we replace the last word of the context
with a sequence of words.

3. Context-head (Selection of the beginning of
the context): we replace the first word of the
context with a sequence of words.

Figure 1 shows an example for each strategy
of context selection. We note that we can exhibit
other selection strategies, such as the random se-
lection of a set of context words.

We validate our system on low-resource lan-
guage (Arabic) and high-resource languages (En-
glish). So, we used a GPT-2 and a BERT models
different for each language.

4 Experimental Evaluation

In this contribution, we are mainly interested in
data augmentation for the task of lexical disam-
biguation for the Arabic and English languages.
We use UFSAC (Vial et al., 2018) (Unification of
Sense Annotated Corpora and Tools) which brings
together the annotated corpus from the WordNet
that have been automatically ported in Arabic and
French via lexical transfer (Salah et al., 2018a).

4.1 Setup
To fine-tune GPT-2, we employed the medium
model (355M) with a learning rate of 10−5, a re-
store_from of fresh and a batch size of 16. The
fine-tuning objective was to minimize the binary
cross-entropy loss between the predicted senses
and the golden senses. We applied the three above-
mentioned strategies for Arabic and the English
because it is possible to select any number of con-
text words and replace them by a gloss.

We used pre-trained BERT models as a WSD
classifier which we fine-tuned on either the gold or
the gold+generated datasets. For fine-tuning, we
used the pre-trained uncased BERT-BASE model.
The total number of parameters in this pre-trained
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Figure 1: Examples for each of the selection strategies (in order, Entire-context, Context-tail, Context-head)

model is 110M, with 12 Transformer blocks, 768
hidden layer blocks, and 12 self-attention heads.
For the optimizer, we used Adam (Kingma and Ba,
2014), a sequence length of 128, a batch size of
64 and a learning rate of 10−6, the dropout prob-
ability is set to 0.1. We fine-tuned for 10 epochs,
keeping the best model so far. We used the devel-
opment set semEval2007(SE07) (Raganato et al.,
2017) to fix the best parameters for our tests when
fine-tuning. Concerning the final word represen-
tation, we average the final four layers of the first
subword to get the representation of a word. That
is, if a word is tokenized into a set of subwords,
it’s represented by the vector associated to the first
subword.

For the English model, we use BERT with
selection objective(Yap et al., 2020) and Gloss
BERT (Huang et al., 2019) and (Du et al., 2019)
that concatenate sentence embedding and gloss
embedding for sentence representation. In addi-
tion, we tested with Roberta 1.

For the Arabic language, we use most avail-
able domain-specific pre-trained BERT models for

1https://huggingface.co/roberta-base

modern standard Arabic (MSA): AraBERT (An-
toun et al., 2020), Arabic-BERT (Safaya et al.,
2020), CAMeL-BERT2, and MARBERT3 with
arabGlossBERT (Al-Hajj and Jarrar, 2022). It’s
worthy mentioning that the multilingual mBERT
(Libovickỳ et al., 2019) can also handle Arabic
texts.

4.2 Datasets
For both languages, we carried out experiments
on different corpora for data augmentation and for
evaluation. Concerning data augmentation, our
training is carried out on the SemCor corpus for
the English language and its translated Arabic ver-
sion for Arabic. Semcor is composed of 352 texts
of the corpus Brown for a total of 226 040 an-
notations of meaning. This is the largest hand-
annotated corpus available in English.

Regarding system evaluation, there are standard
corpora for evaluation that are used or built up
for evaluation campaigns.We use SE07 (Raganato

2https://huggingface.co/CAMeL-Lab/bert-base-arabic-
camelbert-ca

3https://huggingface.co/UBC-NLP/MARBERT
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et al., 2017) for English and the corpus OntoNotes
Release 5.0 (Weischedel et al., 2013) for Arabic
language.

SemEval2007 (Navigli et al., 2007) dataset con-
tains 5677 words for 2261 words annotated in
WordNet by Raganato et al. (2017). OntoNotes
Release 5.0 has three languages (English, Arabic
and Chinese). It is a large corpus manually an-
notated in a legal sense containing several kinds
of text (news, telephone conversations, weblogs,
usenet newsgroups, broadcast, talk shows). The
Arabic portion of OntoNotes Release 5.0 includes
300K words from the Arabic corpus An-Nahar
Newswire. This corpus is available 4 and contains
212332 words for 12524 annotated senses from
WordNet.

4.3 Results
As baseline, we used GlossBert and context BERT
for English and ArabGlossBert for Arabic. Table
1 represents the results of our augmentation ap-
proach for the WSD task and a comparison for
the English WSD with GlossBERT(Huang et al.,
2019) and with ContextBERT(Du et al., 2019).
Wei et al. (Wei and Zou, 2019) provided a list of
easy and basic data augmentation techniques for
text classification.

4https://goo.gl/peHdKQ

Concerning the English language, the proposed
data augmentation technique outperforms the ba-
sic BERT model by 7% and achieves an accuracy
score of 92.4% because DA adds diversity to the
original dataset. We also note also that RoBERTa
outperforms BERT for all the augmentation strate-
gies.

Regarding the Arabic language, we obtain the
best accuracy by following the context-tail aug-
mentation strategy and by using the Arabic Bert
embedding model. So, Arabic Bert with GPT2
based augmentation achieves a state of the art
on Arabic WSD by an accuracy of 88.88% on
Ontonote dataset (Salah et al., 2018b).

Words in sentences are known to have differ-
ent parts and different levels of importance in the
sentence. Thus, a particular word replacement or
substitution has an effect different from that of
replacing another word. A crucial issue arises
concerning which word to select and replace it
with another word or phrase. Table 1 answers
this question and shows that, for any BERT-based
model, the context-tail data augmentation outper-
forms the context-head and context-entire aug-
mentation. This can be explained by the fact that
replacing the tail of a sentence by a gloss is more
sense preserving than the other two strategies.

459



M
od

el
D

at
aA

ug
G

PT
-2

:c
-h

ea
d

G
PT

-2
:c

-e
nt

ir
e

G
PT

-2
:c

-t
ai

l
w

/o

3*

E
ng

lis
h

Te
st

:
Ss

e-
m

ev
al

B
E

R
T

90
.2

0%
77

.9
6%

91
.1

6%
N

A

R
oB

E
R

Ta
91

.6
3%

79
.7

3%
92

.4
%

N
A

G
lo

ss
B

E
R

T
(B

E
R

T
)B

1
N

A
80

.0
%

C
on

te
xt

B
E

R
T

(B
E

R
T

)B
2

N
A

86
.1

%

8*
A

ra
bi

c
Te

st
:

O
nt

on
ot

e
A

ra
bG

lo
ss

B
E

R
T

(A
ra

B
E

R
T

v0
2)

B
3

N
A

84
%

8*
A

ra
bG

lo
ss

B
E

R
T

(C
A

M
eL

B
E

R
T

)B
4

N
A

82
%

8*
A

ra
bG

lo
ss

B
E

R
T

(Q
A

R
iB

)B
5

N
A

80
%

A
ra

B
E

R
T

v0
2

82
.2

5%
65

.3
8%

85
.9

5%
N

A
A

ra
bi

c
B

E
R

T
85

%
72

.0
1%

88
.8

8%
N

A
C

A
M

eL
B

E
R

T
84

%
55

%
86

.2
2%

N
A

M
A

R
B

E
R

T
83

.7
7%

57
%

86
%

N
A

m
B

E
R

T
84

.6
9%

59
.6

4%
88

.7
6%

N
A

Ta
bl

e
1:

Pe
rf

or
m

an
ce

s
of

da
ta

au
gm

en
ta

tio
n

te
ch

ni
qu

es
fo

r
W

SD
.T

he
fin

al
co

lu
m

n
re

fe
rs

to
th

e
ba

si
c

m
od

el
w

ith
ou

ta
ny

au
gm

en
ta

tio
n.

N
A

st
an

ds
fo

r
no

ta
pp

lic
ab

le
.

w
/o

st
an

ds
fo

r
w

ith
ou

t.
L

in
es

m
ar

ke
d

w
ith

a
re

fe
re

nc
e

ar
e

ex
pe

ri
m

en
ts

re
su

lts
fr

om
th

at
re

fe
re

nc
e.

(B
as

el
in

es
B

1
fr

om
th

e
w

or
k

im
pl

em
en

te
d

by
(H

ua
ng

et
al

.,
20

19
),

B
2

fr
om

du
20

19
us

in
g

an
d

B
3,

B
4

an
d

B
5

fr
om

th
e

A
ra

bg
lo

ss
B

E
R

T
(A

l-
H

aj
ja

nd
Ja

rr
ar

,2
02

2)
).

T
he

E
ng

lis
h

m
od

el
s

ar
e

te
st

ed
on

Se
m

ev
al

.T
he

A
ra

bi
c

m
od

el
s

ar
e

te
st

ed
on

O
nt

on
ot

e.

460



5 Conclusion

In this work, we presented a novel data augmen-
tation framework based on the GPT2 model for
word sense disambiguation. The generated train-
ing data is then combined with the gold dataset to
train a BERT-based WSD classifier. The results
of the experiment are very encouraging and show
that the proposed contribution outperforms exist-
ing augmentation techniques. We also empirically
proved that context-tail selection is the better con-
text generation strategy.

As a future extension of this work, we aim to
study the effects on other English or Arabic cor-
pora as well as proposing different data augmen-
tation techniques.
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                            Abstract 

The paper proposes “Critical 

Presuppositions-To-Theory” (C-PRETTY) 

research as a new form of qualitative inquiry 

due to the realized challenges of grounded 

theory and the seemingly barren domain of 

theory building. The C-PRETTY serves as a 

special type of qualitative inquiry that 

focuses on critical presuppositional 

framework and critical presuppositions as 

the primary theoretical and methodological 

compass during the zigzagging data 

gathering and analysis. Guided by these, 

observations of two English classrooms, 

interviews with their teacher, and focus 

group discussions with the students were 

done to investigate classroom interaction 

with the belief that there is an exigency to 

create a contextualized theory to better 

depict the contextual realities of meaning-

making as an integral part of classroom 

learning. The theory generated has been 

formalized as the Multi-Layered Symbiotic 

Process of Meaning-Making, which 

proposes that meaning-making starts at an 

Interactional Reference Point (IRP) and is 

carried through five mediums: locutionary, 

kinesic, affective-prosodic, cultural, and 

physical-spatial. These mediums interact 

with the intermediary layers as meaning 

travels through them. The findings of this 

study bring forth new ways of theorizing 

and conducting investigations, especially in 

the realm of educational linguistics.  

Introduction 

Despite the vibrancy and dynamism of 

qualitative researchers utilizing varying 

methods to strengthen the potency of 

investigation, only limited approaches or 

methods have been actualized to build theories 

in specific contexts of realities. In fact, Shah 

and Corley (2006) stated that although many 

journal editors have desired to cast more 

attention to theory development, fewer studies 

of such have been actually undertaken.  

Theories are regarded to be the “currency of 

scholarly research” (Corley & Gioia, 2011, p. 

12). Therefore, new practical methods to theory 

building have to be explored and carried out to 

fortify the methodological efficiency and 

reliability of theory development, especially 

within the planes of qualitative inquiry.  

Glaser and Strauss (1967), even decades 

ago, raised already a similar point, prompting 

them to initiate a notable way of theory 

building, which has been termed as ‘grounded 

theory.’ They expressed their dissatisfaction 

with the current existing theories that prevailed 

in sociological research and contended to move 

from data to theory so that new theories could 

potentially emanate. Their notion was 

eventually accepted and applied in several 

disciplines and later became a distinct type of 

qualitative study. It even permutated to several 

versions (MacDonald, 2001) depending on the 

researcher’s ontological and epistemological 

perspectives (Mills et al., 2006).   

However, several criticisms have been 

hurled against grounded theory and even 

Strauss and Glaser, who started out as 

colleagues have separated ways out of 

ontological and epistemological differences 

with regard to the method and data analysis.  

One of the usual criticisms of grounded 

theory is the indefiniteness of the time when the 

researcher has finally achieved the theoretical 

or data saturation, an important feature of 

grounded theory (Aldiabat & Le Navenec, 

2018). Theoretical saturation is achieved only 

when there have been no new patterns expected 
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to emerge in dealing with the data (Charmaz, 

2006; Glaser & Strauss, 1967) and that the 

rigors of the constant comparative analysis of 

data have been obviously exhausted (Glaser, 

1992). This, according to Gasson (2004), is 

highly iterative and exhaustive. In the same 

vein, Hussein et al. (2014) pointed out 

grounded theory as having a potential for 

methodological errors, multiple approaches 

that may yield to confusion, and limited 

generalizability, and for its application of 

reviewing the literature without assumptions. 

Thus, we endeavor to address some of these 

criticisms by proposing a new method or 

approach in theory building essentially called 

the “Critical Presuppositions-To-Theory” 

research or “C-PRETTY” approach to 

qualitative inquiry whose goal is analogous to 

grounded theory. However, the C-PRETTY 

research will attempt to attain the theoretical 

saturation by constantly refining the 

presuppositions after looking into the emerging 

patterns in data collection and analysis, which 

are conducted simultaneously. This is to 

efficaciously and consistently juxtapose the 

presuppositions with the data and continually 

refine them until such time that the 

presuppositions emerge to be (a) convincing 

theory(ies) after confirming and interpreting the 

clear connection or interplay between and 

among the categories, themes, or patterns 

inherently found in the data.  

Theoretical saturation then is achieved in a 

definite phase when the critical presuppositions 

found to be truthful in their context and that the 

emerging themes or categories are at least 

lucidly auxiliary to these critical assumptions. 

Meaning, the presuppositions crystallize 

themselves in the light of the data and become 

an established theory in its own context. The C-

PRETTY approach is a new way of qualitative 

inquiry, which targets to build a ‘contextualized 

theory’ out of critical presuppositions. 

Contextualized theories, nevertheless, do 

not hold the notional universalities of 

everything in a specific orbit of human 

knowledge. As the term itself suggests—

‘contextualized’—a theory that will have been 

formed by the C-PRETTY research holds true 

in its own bounds or in its very context. Despite 

that, a contextualized theory does not restrict 

itself merely in its context and can transcend 

across disciplines and other areas of 

understanding. This can be done if a 

contextualized theory is utilized in another 

context in a future investigation and yields data 

and results that prove the theory’s 

appropriateness and reliability. Should the 

theory transcend many fields of human 

psychological, social, philosophical, or even 

material knowledge only then will we behold 

the authentic capacity and utility of a theory; a 

contextualized theory then becomes a highly 

formalized theory with a sort of universal 

prowess to explicate broader realities or bigger 

human truths. 

Crucial to this are critical presuppositions. 

Presuppositions are essential part of scientific 

investigations.  Gay and Weaver (2011) argued 

that issues in research such as “definition, 

criteria, and purpose reflect an a priori 

commitment to certain presuppositional 

assumptions about what constitutes knowledge 

(epistemology), reality (metaphysics), the 

nature of being or existence (ontology), values 

(axiology), and other philosophical issues” (p. 

24). In other words, theoretical presuppositions 

are but an inevitable part and parcel of any type 

of study that one wishes to undertake, be it 

quantitative or qualitative. All researchers are 

somewhat guided by a theoretical compass—

consciously or unknowingly—as they navigate 

through the data or even at the onset of their 

scientific voyage.  

Having explicated this, we maintain that the 

building of theory cannot come only from the 

data itself but from the interaction of the 

researcher with the data similar to what 

Charmaz (2000) posited in the light of the 

constructivist viewpoint on grounded theory. 

She stated that the data does not automatically 

offer a reality; rather the ‘discovered’ reality 

emerges from the interactive processes in its 

contextual factors (p. 524).  

Hence, we further adhere to the belief that a 

researcher cannot come to the playing field 

blinded, unarmed, and incognizant of the 

surrounding circumstances of the issue they are 

investigating since the interaction with the data 

as what Charmaz (2002) suggested, can only be 

successful when the researcher is sufficiently 

informed. Having an informed mind before 

embarking on the actual data gathering in the C-

PRETTY research means having an initial 

judicious evaluation of the problem or the 

subject in situ and attempting to find existing 

theories that will somehow capture a part of its 

reality, not its entirety. This is somewhat 

contradictory to what Glaser and Strauss (1967)  
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Figure 1 

The C-PRETTY research process 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

and Corbin and Strauss (2008) advocated in 

grounded theory, which underscores the 

avoidance of pre-conceived notions of the 

situation prior to the data analysis to evade pre-

cogitated theories.  That is why we 

categorically distinguish the C-PRETTY 

research as a separate type of qualitative inquiry 

although its genesis can be traced back to the 

tenets of grounded theory, specifically to its 

methodological criticisms.    

Clearly, what set the C-PRETTY research as 

a distinct lens of qualitative studies are the 

critical presuppositions and the manner how a 

theory is formed.  

We define critical presuppositions as a 

paramount element of the C-PRETTY research 

 

 

 

 

achieved by looking at the problem in its 

actuality as an initial phase and checking it 

against the intensive perusal of related existing 

theories. The intensive perusal of existing 

theories in relation to the problem being 

examined will make the presuppositions 

critical. In other words, critical presuppositions 

must be a product of judicious understanding of 

the problem and possible applicable theories 

before indulging into the inductive-to-

deductive interpretive/descriptive process 

when the researcher finally dives into the 

zigzag analysis of the actual data. However, the 

existing theories found to be related have to 

serve as the basis for problematization of such 

theories and thus prompt the impetus to 

question the theories’ capacity and extent in 

describing or explaining the phenomenon. The 
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problematization will then help the researcher 

point out the need for contextualized theories as 

they revise the initial research questions made. 

Problematization here, as argued, may question 

the institutionalized line of thinking and break 

the common notion of the majority (Alvesson 

& Sandberg, 2011, p. 32). Problematizing the 

existing theories and the other remaining steps 

for the C-PRETTY research process are 

indicated schematically in Figure 1. 

 

Literature Review 

Admittedly, one of the factors that birthed to C-

PRETTY is our contention that most of the 

gargantuan theories in classroom interactions 

do not fully capture the realities of classroom 

communication, specifically the context of 

meaning-making. Although there are a number 

of investigations conducted that endeavored to 

study meaning-making in classroom contexts 

(e.g. Maarof & Yaacob, 2011; Axelsson & 

Slotte, 2017), such studies had only used the 

existing theories that will better explain 

classroom interactions. What such academic 

feats have been trying to realize is to 

continually apply the already existing and 

established theories in classroom interactional 

situations in specific actualities.  

For example, Pardede (2017) investigated 

meaning-making of diversity of education 

students’ experience during a 10-day intensive 

program employing a constructivist educational 

viewpoint put forward by notable theorist John 

Dewey. The researcher derived valuable 

understanding through the constructivist 

scaffold and presented a dialogic approach in 

meaning-making. However, what the study 

actualized was to find the classroom fit for the 

theory it used, but not really to create a new 

theoretical perspective of the issue being 

investigated.  

Similarly, Maarof and Yaacob (2011) 

tapped in the theory of interactive reading and 

other existing reading theories in their 

investigation whereas Ganapathy et al. (2017) 

used theories on multimodal learning to 

scrutinize meaning-making in their own 

pedagogical sphere. None of them seemingly 

attempted to establish a certain theory that will 

fully capture the classroom interaction in their 

specific contexts, particularly focusing on 

meaning-making as an integral part of learning.  

Meaning-making, as used in the literature 

for a long time, has yielded a number of 

definitions. One of which is Charanchi’s (2016) 

definition; he defined meaning-making as an 

event which “involves mental activities and 

processes of constructing or deconstructing 

meaning of any linguistic aspect by the 

language learner” (p. 145).  Such a definition is 

contextual and is specifically applicable in a 

language classroom. However, other 

definitions of meaning-making, which involve 

larger and complex interactional and 

pedagogical aspects can be found in the 

literature such as Barber’s (2009) study which 

circumscribed meaning-making as a process of 

“connection, application, and synthesis” as part 

of “integrative learning” (p. 6).  

As for the classroom interaction, insightful 

findings about it have been brought about by 

plethora of scholarly studies such as the 

investigations of Scott and Mortimer (2005), 

Kupferberg et al. (2009), Watanabe (2016), and 

Hamre et al. (2013) whose scope and rigor are 

perhaps the widest for they “test[ed] a 

developmental framework of teacher 

effectiveness in over 4,000 classrooms” in the 

light of “teaching through interactions” 

framework.  

Clearly enough, the constructivist view of 

learning has become the primary theory that 

most academic researchers have taken into 

account for quite a long time and even heavily 

affected the methodological aspect of scientific 

inquiry.  

For instance, the Flanders Interaction 

Analysis Categories (FIAC), which is also 

called as Flanders Interaction Analysis System 

(FIAS) has long gained the attention of many 

academicians and has been extensively used in 

the field to understand and evaluate the student 

and teacher interaction.  

FIAS/FIAC has been used since its early 

recognition in many scientific investigations, 

which looked into the dimensions of classroom 

behavior (Medley & Hill, 1969), the verbal 

interaction between and among student teachers 

and educators (Smith, 1976), and even the 

interaction of physical education teachers with 

the students (Ritson et al., 1982). Attention to 

FIAS as a major framework for analysis has not 

waned and continuously gained the focus of 

recent scholarly investigations (e. g. See & 

Lim, 2006; Li et al., 2011; Amatari, 2015; 

Sharma, 2016). However, even before, Walker 

and Adelman (1975) already pointed out the 
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limitations of FIAS in evaluating classroom 

interaction, especially of implicit “theory of 

instruction.”  He argued that alternative 

methods of observation have to be developed to 

fully evaluate the meaning of interaction.  

Apart from Flanders’ (1960) scholarly 

contribution, other methods of analysis have 

emerged that have served a great role in 

understanding the educative process. In the 

linguistic context, discourse analysis, 

conversation analysis, critical discourse 

analysis, and other pragmatically and socio-

linguistically associated analyses have been 

applied to deepen and sharpen the scrutiny of 

classroom interactions, especially in line with 

meaning-making (see Maftoon & Shakouri, 

2012; Sadeghi et al., 2012; Rogers et al., 2016). 

Furthermore, another emerging perspective, 

which is strongly rooted from linguistics and 

has affected classroom praxis and ultimately 

the interaction that transpires therein, is the 

interactional sociolinguistics. Interactional 

sociolinguistics, as linked and associated to 

intercultural pragmatics, deals with “how 

language conveys meaning in interaction” 

(Tannen, 2005). 

Tannen (2005) argued that researchers of 

interactional sociolinguistics tend to look into 

the intercultural interaction because meaning 

created through language out of this interaction 

appears lucidly on the surface. However, she 

noted that the role of linguistic processes in 

intercultural interaction as influenced by varied 

social factors shall also be taken into account.  

Tannen’s (2005) position on interactional 

sociolinguistics is essential in our attempt to 

create critical presuppositions on classroom 

interactional framework in relation to meaning-

making. This is so because if the meaning is 

constructed through language as a ‘dynamic’ 

and ‘emergent’ product of interaction among 

participants and not from a ‘single-handed 

linguistic production of individual speakers,’ 

we can actually regard classroom interaction as 

a dynamic and interconnected communicative 

event involving all the participants. 

Apart from the interactional 

sociolinguistics, classroom interactions have 

long been investigated using several theoretical 

scaffolds such as Searle’s (1969) and Austin’s 

(1956) Speech Act Theory and Brown and 

Levinson’s Politeness Theory (1987). While it 

is true that such theories have helped explained 

and described classroom interactions in 

considerable ways, their limitations in 

capturing the actual classroom interaction 

especially in the context of meaning-making 

and learning cannot be altogether jettisoned.  

For example, the locutionary, illocutionary, 

and perlocutionary concepts in Speech Act 

Theory, which concerns how meanings are 

formed in its expressive sense (locutionary), the 

motive or intention of the speaker 

(illocutionary), and the perception of and action 

done by the message receiver (perlocutionary), 

do not fully capture a classroom interactional 

situation. This is said so due to the fact that 

meaning-making can transpire as these three 

acts—locutionary, illocutionary, and 

perlocutionary—interact with one another and 

affect related meaning-making situation. For 

instance, when a language teacher says, “This 

is what you get for behaving the way you 

wanted to yesterday,” it may create multiple 

meanings in the minds of the students and a 

perlocutionary concept of one student may 

affect their classmates’ own perception. 

Assumingly, a student interprets it and whispers 

to John, “The teacher is angry,” the 

perlocutionary act or perception of the student 

then becomes another linguistic item for 

locutionary, illocutionary, and perlocutionary 

concept waiting for John’s personal 

interpretation and for other students who might 

have heard the whisper. John’s interpretation 

and of the ones who might have heard the 

whisper then will become another carrier of 

meaning expected to influence others’ 

perlocutionary acts if it is uttered in a speaking 

situation. This shows that meaning is negotiated 

as the participants and communicators interact 

and interchangeably take the role of the 

producer and receiver of messages.  

Similarly, Politeness Theory which suggests 

that speakers have this ‘face’ which is defined 

as “a public self-image” and that ‘politeness’ is 

“showing awareness and consideration for 

another person’s face” (Yule, 2006, p. 119) 

seems to be problematic in many situations 

inside the classroom. The intended meaning of 

the teacher as constructed by their language is 

not consistently defined by the ‘face-

threatening act’ or ‘face-saving act’ that they do 

in the actual teaching process. A teacher’s 

‘face-threating act’ that may assert authority 

can just be deemed as nice and a seemingly 

similar thing with ‘face-saving act’ because of 

the consensual context and of the mutual 

cultural factors of both the students and the 

teacher. For example, a teacher’s utterance, 

467



 

“Here we go again! You’re late! Sit down!” can 

be regarded clearly as a ‘face-threatening act’, 

but if the students just take it lightly and are 

cognizant that it is an inherent part of the 

teacher’s personality, the utterance can be taken 

as a normal teacher’s parlance and a non-

threatening expression. The communicative 

meaning then is apparently arbitrarily cultural 

and contextual.       

Such limitations of the aforementioned 

theories can be attributed to the fact that 

classroom interaction is a special type of 

communicative event different from a normal 

typical conversation since there are learning 

and teaching elements and features involved in 

its very fabric of dynamism. Further, since 

Speech Act Theory and Politeness Theory were 

not cogitated in the context of the classroom 

itself, the assumption that they will not fully 

and consistently capture the contextual realities 

of classroom interaction is but inevitable. A 

contextualized theory then is needed to better 

explicate classroom interactions. The stance of 

many to rely heavily on the existing theories not 

initially crystallized in the actual classroom set-

up but will serve as a point of reference for 

pedagogical research should be exigently 

reevaluated.   
 

 

 

Methodology 

3.1   Research Design  

As discussed, we employed the C-PRETTY 

research as the design of this study with the 

chief aim of generating a theory that will 

explain meaning-making that transpires in 

classroom interaction. Although the C-

PRETTY is still in its infancy, its nature and 

aims are qualitative in essence and so will be 

classified as such.  

Crucial to the design is the critical 

presuppositonal framework. Thus, having 

informed of the major notions and assumptions 

of classroom interactions in relation to meaning 

making, we constructed a critical 

presuppositional framework that served as a 

helpful scaffold in attaining initial critical 

presuppositions.  

Even so, this framework evolved just as 

anticipated with the critical presuppositions 

during the actual data gathering and analysis. 

The framework chiefly served as our system of 

synthesizing and connecting conceptual and 

theoretical assumptions, which helped us in 

angling the investigation to have a more guided 

exploration and creation of a contextualized 

theory. 

Table 1 succinctly indicates how we 

implemented the different stages of the C-

PRETTY research along with some notes. 

 

 

Table 1 

Implementation of the C-PRETTY research as a method and approach 

 
Stages Implementation 

1. Developing (a) research 

question(s) based on the 

problem initially observed or 

personally encountered; 

We formulated two initial research questions that focused on how 

meaning transpires in the classroom and how we can come up with a 

theory that will better explain meaning-making.  

2. Reviewing the literature to 

sift through the theories 

found related to the problem; 

We tried to zero in on meaning-making as it happens inside the 

classroom. Keywords such as interaction were also found in the 

literature, which further aided our sharpening of research questions. 

Theories that were found were mostly linguistic in nature, such as the 

interactional linguistics among others.  

3. Evaluating the theories and 

problematizing them to 

uncover their limitations and 

challenges in describing or 

explaining the problem or 

phenomenon (emphasize the 

need for a contextualized 

theory); 

We asked two major questions in problematizing each of the theories 

we had found: “Has this theory been formed in a classroom context? 

How does this theory fully capture classroom realities? Since we 

found that there is an apparent lack of theories that were generated in 

actual classroom contexts, we could now underscore the need to come 

up with a theory that is particularly focused on meaning-making and 

classroom interaction.  
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4. Sharpening the research 

question(s) to target actual 

theory building;  

After perusing the literature, we polished our research questions. We 

now asked, “How does meaning transpire through interaction in a 

language classroom?” and “What theory we can formulate that can 

best explicate this meaning-making in classroom interactions?” 

5. Developing a critical 

presuppositional framework 

that will serve as the 

theoretical compass during 

the zigzag gathering and 

analyzing of the data; 

 

and 

 

Formulating the critical 

presuppositions based on the 

critical presuppositional 

framework; 

Informed by our personal experiences and guided by relevant ideas 

and insights derived from the literature, we devised a framework that 

initially explained meaning-making as it transpires in a classroom 

interaction. Then, we formulated critical presuppositions. The names 

or labels of the elements indicated in the framework were tentative 

and were expected to have changed during the actual data gathering 

and analysis.  

 

Developing a critical presuppositional framework and coming up with 

critical presuppositions can occur simultaneously or the theorizers can 

do one first before the other or vice-versa depending on how they 

deem to best realize them.  

6. Gathering and analyzing the 

data in a zigzag fashion; 

 

 

We conducted first a classroom observation to initially investigate 

how meaning-making transpires in an actual classroom interaction 

and to determine the potential students who can participate in our 

focus group discussion (FGD). After this, interview data were sent to 

an intercoder for her independent analysis while we were also doing 

our own qualitative data analysis. Then, another classroom 

observation and batch of FGDs were done. Again, the data were sent 

to the same intercoder. After comparing our own data analysis with 

the intercoder’s analysis and determining the areas and aspects on 

which we have to focus more, we interviewed the teacher and 

proceeded with another classroom observation. In this manner, we 

were actually gathering data and immediately analyzing them—a 

zigzag fashion of collecting and analyzing data, which is essential in 

efficaciously refining the framework and critical presuppositions or 

even in possibly re-sharpening the research questions initially 

formulated.  (For the detailed process, see the Procedure.) 

7. Refining the critical 

presuppositions based on the 

emerging concepts, themes, 

and notions, and their 

palpable connectedness and 

patterns; 

In this stage, we continually refined the framework and the critical 

presuppositions based on the themes generated by us and our 

intercoder. We then gave a tentative name for the theory. The name 

was “Multi-layered process of meaning-making.”  

8. Formalizing the 

contextualized theory(ies) 

based on the refined critical 

presuppositions.  

We finalized the name of the theory to be “Multi-Layered Symbiotic 

Process of Meaning-Making” to demonstrate the interplay of the 

elements found in the framework and the claims that have been put 

forward based on the critical presuppositions. We also consulted the 

two teachers involved in our study. We discussed with them the theory 

and employed a simple quantitative assessment of their confidence in 

the theory in explaining meaning-making in classroom interactions.  

This stage is called the Consensual Formalization of Theory. (For 

other details, see the Procedure.) 

 

 

3.2   Participants  

 

The participants in the study were two English 

language teachers and their classes; one taught 

Grade 8 class and the other Grade 6. At the time 

of data collection, the former class was 

composed of 28 students while the latter 

consisted of 24 students. Among the Grade 8 

section, 15 of them participated in two batches 

of focus group discussions (FGDs). As to the 

Grade 6 class, 16 of them took part in two 

batches of FGDs. We purposively selected 

these learners based on their participation 

during the classroom observations conducted. 
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The students and teachers were from a small 

private school in Metro Manila in the 

Philippines.   

 

3.3    Procedure 

 

After securing necessary permission from the 

school authorities, explicit consent from the 

parents and the two teachers, and the students’ 

assent, the first observation was done to Grade 

6 English class. On the same day of the class 

observation, the first FGD was carried out with 

eight students. The selection of eight students 

was based on their participation, behavior, and 

performance during the class observation.  

After the first FGD, the interview was 

translated and transcribed. The data then was 

given to the intercoder to look at the possible 

themes and categories to be coded. The inter-

coder has been a teacher of English language 

for six years and was oriented first prior to the 

actual coding process.  

The second observation was done to the 

same Grade 6 English class and after which, the 

second recorded FGD was undertaken with 

another set of eight students. The interview was 

translated and transcribed and sent again to the 

intercoder for her independent analysis.  

After her initial data evaluation, a developed 

tool for determining the confidence of the 

intercoder in relation to the themes and 

categories in the data was accomplished. We 

formulated this tool to determine the 

“Percentage of Confidence (PoC)” of the 

intercoder and checked it against our own 

independent coding of the data. PoC requires 

the intercoder to rate each element or category 

in critical presuppositional framework based on 

some given ordinal criteria: ‘4’ for strongly 

confident, ‘3’ for confident, ‘2’ for doubtful, 

and ‘1’ for strongly doubtful. The answer for 

each category or element is then divided by the 

total highest possible score for all elements and 

is multiplied by 100 (e.g. 4/20 x 100). Finally, 

PoC is computed by getting the sum of all the 

elements in critical presuppositional 

framework. Thus, in this study, after checking 

the intercoder’s independent data analysis 

against the elements in the critical 

presuppositional framework that we discussed 

with her, her level of confidence reached 85%, 

which is according to the developed tool can be 

regarded to be ‘strongly confident.’ The PoC 

range is as follows: 85-100= strongly confident; 

75-84=confident; 50-74=slightly confident; 25-

49=doubtful; 1-24=strongly doubtful.  

After computing for the PoC, a one-on-one 

interview with the Grade 6 teacher was done. 

The 85% level of the intercoder’s confidence 

prompted us also to continue the classroom 

observation by taking into consideration also 

the areas that the intercoder considered to be 

‘doubtful.’ So, the third observation was done 

to Grade 8 English class, which followed by a 

recorded FGD with another set of eight 

students. Then, the transcribed and translated 

interview was sent to the intercoder for further 

evaluation while we also did our independent 

analysis. Finally, the fourth classroom 

observation and recorded FGD with seven 

students, and second one-on-one interview with 

the teacher were executed. The interview with 

the students and with the teacher was translated 

and transcribed, and was sent to the intercoder. 

After the intercoder was done with the entire 

independent analysis and we also with our own 

data evaluation, we met with her and compared 

our codes and themes guided by the revised 

critical presuppositional framework. We 

discussed and we decided to collaboratively 

rate each element in the critical 

presuppositional framework using the PoC tool. 

The PoC now then yielded the Percentage of 

Consensual Confidence (PCC), the level of 

confidence emerged from our discussion with 

the intercoder. For this study, PCC reached 

100%.    

After reaching 100% of consensual 

confidence, we now discussed the critical 

presuppositional framework and the critical 

presuppositions with the two teachers who 

participated in the study. We also 

collaboratively rated each element in 

presuppositional framework and the critical 

presuppositions to get another PCC. In this 

process, a 100% of consensual confidence was 

reached anew. We propose this stage of C-

PRETTy research as the Consensual 

Formalization of Theory; this is an essential 

stage as it actively involves the participants 

themselves in formalizing the theory per se.
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Results and Discussion 

We have named the theory that was formalized 

in this C-PRETTY research as the Multi-

Layered Symbiotic Process of Meaning-Making 

given the contextual symbioses of the different 

factors and elements and their connections with 

one another as explored and examined in the 

study. The framework of this theory is indicated 

in Figure 2.  

 

The following are the theoretical claims of the 

Multi-Layered Symbiotic Process of Meaning-

Making, which emanated from the critical 

presuppositions that were formulated, revised, 

and crystalized during the actual data gathering 

and analysis.  

1. Every classroom teaching and learning 

communicative event has an Interactional 

Reference Point (IRP). The IRP refers to 

the starting plane of the conversation where 

either the teacher or the student performs an 

activity (linguistic or not or multi-modal) 

that serves as an impetus for continuous 

flow of interactional situation. 

2. Meaning is carried through several 

mediums such as: (a) locutionary, (b) 

kinesic, (c) affective-prosodic, (d) cultural, 

and (e) physical-spatial. Locutionary 

medium refers to the actual words uttered 

by the speaker, which intrinsically carries 

meaning. These   actual words are carried 

through the kinesic medium (gestures, 

facial expressions, body movements, etc.) 

and affective-prosodic medium which 

refers to the intonation, tone, juncture, and 

volume that carry the affective (feelings 

and emotions) of the speaker. Meaning then 

travels through the cultural medium from 

the speaker to the receiver of the message; 

cultural medium is the carrier of meaning 

on the layer of shared beliefs, practices, and 

understandings of the participants in the 

communicative situation. Finally, physical-

spatial medium carries meaning through 

the present spatial context and proxemics of 

the participants and the entire physical 

dynamics of the interactional event. 

3. These mediums that carry meaning then 

interact with the Intermediary Layers (ILs), 

which now form the interplay of complex 

factors of meaning-making in the teaching 

and learning process. These intermediary 

layers, which subtly or overtly influence 

meaning-making, can be outlined in a 

consequential and causal arrangement such 

as follows: teacher’s style and personality 

→ pedagogical/instructional decisions→ 

social climate→ cognitive processes→ 

meaning-making. We contend that the 

teacher’s style and personality do 

determine their pedagogical/instructional 

decisions not the other way around. For 

instance, in the classes involved in our 

study, the personality of the teachers 

determines the type of decisions— 

instructional or social—which they make  

 

 

Figure 2 

Schematic representation of the  

Multi-Layered Symbiotic  

Process of Meaning-Making 
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in the classroom, such as correcting an 

answer through jokes, giving comments 

and suggestions, smiling, etc. It is not the 

pedagogical decisions that determine the 

personality or style of the teacher. 

Similarly, the pedagogical/instructional 

decisions coupled with the teacher’s style 

and personality impact greatly the social 

climate of the classroom—whether it is 

accepting, positive, nurturing, or 

emotionally damaging. We likewise 

contend that the social climate profoundly 

impacts the student cognitive processes, 

which closely influence the personal 

meaning-making of the students.  

4. Meaning therefore resides both in the 

mediums as it interacts with the 

intermediary layers and in the personal 

interpretive layer of the receiver of 

message. It travels through the interactions 

and does not hold fixed interpretion until it 

reaches the receiver’s final interpretive 

layer. Hence, meaning is also a product of 

the interactive process of the message and 

the receiver’s schema. Then, as shown in 

the framework, the meaning made in the 

personal interpretive layer may be used by 

the receiver as they continuously 

participate in the interaction in the 

Intermediary Layers (ILs) of the entire 

classroom communication.  

5. ILs are crucial factors in meaning-making 

as they refer to the activities shared by both 

the teacher and the students—in other 

words, the interlocutors—as meaning 

travels through the mediums. They are 

pivotal since we critically presume that 

meaningful ILs create the intended 

meaning of learning.  

6. Thus, meaning-making as an integral 

aspect of learning happens in a multi-

layered fashion as the teacher and the 

students interact with one another creating 

intermediary layers that influence each 

student’s personal interpretive layer. 

 

Conclusions & Recommendations  

 

After having endeavored to initiate the C-

PRETTY research as a new qualitative way of 

generating a contextualized theory, we have 

concluded that it is possible to create theories in 

a specific context by addressing the limitations 

and criticisms of grounded theory without 

losing scientific rigor. With this, we have 

somehow democratized theory creation and 

made it more appealing even to neophyte or 

greenhorn theorists and researchers, such as 

undergraduate and master students since the C-

PRETTY, if implemented systematically, can 

be comparably manageable, efficient, and 

practical.  

As one implication of the theory generated 

to classroom instruction, teachers must also 

focus on the other mediums that carry meaning 

in the classroom especially the seemingly 

neglected elements such as kinesic, affective-

prosodic, and even cultural mediums, alongside 

the intermediary layers. Equipping the teachers 

with good or even great teaching strategies is 

not enough as the question now is how these 

teaching strategies are implemented by the 

teacher and thus help build significant 

meaning-making in the classroom. There shall 

be a serious focus now, as implied by the 

theory, on the teachers’ manner of using the 

mediums and the intermediary layers that carry 

meaning in the classroom since meaning is 

often associated with learning. The findings 

then in this study were relevant in potentiating 

our ways of theorizing especially in the field of 

educational linguistics. 

To end, we put forward three 

recommendatory remarks. First, a continuous 

application of the C-PRETTY in many areas of 

learning or disciplines should be desired since 

we believe that the C-PRETTY is still on its 

refining stage; hence, suggestions and even 

criticisms should help its sharpening and 

development. Second, the C-PRETTY can be 

coupled with other quantitative research 

methodologies as one of the strategies in 

employing mixed-method type of research in 

order to stretch and determine the extent of its 

practicality, manageability, efficiency, and 

reliability both as a method and approach. And 

third, the theory of Multi-Layered Symbiotic 

Process of Meaning-Making may be employed 

in the same contexts such as the one within 

which the present study situates itself and even 

in other academic spheres in order to determine 

its usefulness or even weaknesses in capturing 

instructional and some general communicative 

truths and realities. This is due to the fact that 

the theory formed in this study, alongside the 

design and approach employed, is open to 

challenges and can still be refined by others. 
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Abstract 

Within the figurative repertoire of the genre of 
wine reviews, anthropomorphic metaphor is the 
most recurring pattern in many languages. 
However, few studies studied the metaphors in 
wine reviews in the Chinese language nor 
focused on the synesthetic metaphors as well as 
the synesthetic directionality in the wine 
discourse. This study built a small corpus of 
wine reviews and annotated conceptual 
metaphors, synesthetic metaphors, and 
synesthetic directionality in Chinese. With 
various metaphorical units concerning a 
person’s appearance and/or personality 
identified in our data, we confirmed the most 
frequent mapping of (TASTE OF) WINE IS A 
PERSON in Chinese wine reviews. In the 
meantime, VISION, which is considered a more 
abstract and less embodied sensory domain, 
however, provides the most vocabulary to 
describe the taste and smell of the wine. 
Although the finding seemingly violated the 
conventional mapping that more abstract 
concepts are comprehended via more concrete 
notions, we propose that the gustatory (and 
olfactory) sense is a “mutable” sensory domain 
in terms of its abstractness. Further, the 
evaluative similarity between the bodily 
experiences and the interactional 
communication may be the underlying cause of 
the reversibility of the TASTE and PERSONALITY 
as source domains in conceptual metaphor 
mappings.  

 
1 Winespeak refers to the specific terms or jargons that 

wine professionals use while discussing wine. 

Keywords: wine reviews, metaphors, 
Conceptual Metaphor Theory, synesthetic 
metaphors, linguistic synaesthesia 

1 Introduction 

Metaphors are ubiquitous in wine reviews, and they 
play a pivotal role in describing the wine tasting 
experience. Existing literature demonstrated that 
metaphor is a frequent and significant feature of the 
wine discourse (Caballero, 2007; Creed, 2016; 
Creed & McIlveen, 2018; Paradis & Eeg-Olofsson, 
2013; Suárez-Toste, 2007). “Without metaphor, 
wine would be hard to discuss” (Caballero et al., 
2019, p. 72). The prevalence of metaphor use in the 
genre of wine discourse may be partly because of 
the scarce taste and smell vocabulary in languages 
such as English (Levinson & Majid, 2014), although 
taste and smell are the primary two sensory faculties 
that take part in wine tasting.  

To facilitate depicting wine tasting experiences, 
conceptual metaphorical frames are applied. For 
example, wine as a product will be portrayed as 
LIVING ORGANISMS (e.g., WINES ARE PLANTS; 
WINES ARE ANIMALS; WINES ARE PEOPLE), THREE-
DIMENSIONAL ARTIFACTS (e.g., WINES ARE 
BUILDINGS, WINES ARE TEXTILES), and DYNAMIC 
ARTIFACTS (e.g., through manner-of-motion verbs 
like run, ride, come across) (Caballero et al., 2019; 
Creed, 2016). Another critical feature in winespeak1 
is that professionals and reviewers will use an array 
of sensory lexicons to evaluate wine attributes 
because tasting wine involves the activation of 
sensory perceptions via VISION, TASTE, SMELL, and 
TOUCH (or mouthfeel). VISION detects color and 
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color depth, TASTE tells sweetness and acidity, 
SMELL distinguishes fruit intensity and oak presence, 
while TOUCH (or mouthfeel) evaluates the body, 
tannin, and carbonation of the wine (Old, 2014). 
These bodily sensations are closely intertwined and 
contribute to a holistic and integrated wine tasting 
experience. Linguistically speaking, meaning 
transfers across sensory domains are also 
considered a type of metaphor, namely, synesthetic 
metaphors. For example, in a phrase sweet voice, 
sweet is a concept originating in the taste sense 
while voice is a hearing concept—the auditory 
concept is thus depicted by the gustatory concept in 
this linguistic manifestation. Therefore, at least two 
perspectives can be offered in approaching the 
figurative device used in wine tasting discourse; one 
is through conceptual metaphors that associate wine 
with those more concrete or basic concepts, and the 
other is via synesthetic metaphors in which cross-
mapping of sensory modalities is in pivotal interest. 

Metaphors in wine discourse have received 
increasing attention in recent years and have been 
researched widely in languages such as English 
(Caballero et al., 2019; Creed, 2016; Paradis & Eeg-
Olofsson, 2013), French (Negro, 2012), Italian 
(Țenescu, 2014), Polish (Zawisławska & Falkowska, 
2019), Spanish (Arroyo & Roberts, 2016), to name 
a few. Yet, little is known in regards to the 
(synesthetic) metaphors in the Chinese wine 
discourse, despite the fact that China is the sixth 
leading wine consumer worldwide, just after the 
United States, France, and Italy (Mercer, 2022). 
Wang et al. (2020) automatically extracted English-
Chinese bilingual wine reviews and found 
asymmetric alignment between English and 
Chinese wine terms. Some frequently used words in 
wine reviews in English could not find their 
corresponding translation equivalents. For instance, 
palate, nose, and aromas could only be translated 
into 風格 fēnggé ‘style’/口味 kǒuwèi  ‘taste,’ 香氣 
xiāngqì ‘scent’/鼻腔 bíqiāng ‘nasal cavity,’ and 芬
芳  fēnfāng ‘fragrance’ in Chinese, respectively. 
This leads us to question cross-linguistic and cross-
cultural differences in lexical choices in wine 
reviews may also be reflected in metaphorical 
expressions.  

This paper explores conceptual metaphors and 
synesthetic metaphors in wine reviews in Chinese. 
In particular, we address four questions in this 
research: 

1) What are the frequently used conceptual 
metaphors in wine reviews? 

2) What are the frequent source domains 
mapped to wine in wine reviews? 

3) What are the frequently used synesthetic 
metaphors in wine reviews? 

4) What is the synesthetic directionality in 
wine reviews? 

We will delineate the theoretical framework in 
section 2; section 3 is on the methodology; results 
are presented in section 4, followed by discussions 
and conclusions in the last section. 

2 Theoretical Framework 

2.1 Conceptual Metaphor Theory 

Metaphor is seen as a type of figurative device that 
describes one thing in terms of something else that 
is conceptually very different (Holyoak & 
Stamenković, 2018). One of the most influential 
accounts of metaphorical directionality is proposed 
by the Conceptual Metaphor Theory (CMT) (Lakoff 
& Johnson, 1980, 1999), in which conventional 
metaphorical expressions (e.g., a warm person) 
usually project a more concrete concept (e.g., 
TEMPERATURE) to a more abstract notion (e.g., 
SOCIAL RELATIONS). This cross-mapping typically 
involves a set of systematic correspondences 
underlying a conceptual metaphor (e.g., AFFECTION 
IS WARMTH) between the two conceptual domains 
(e.g., TEMPERATURE and SOCIAL RELATIONS). CMT 
advocates further posited that people would 
primarily draw upon their embodied experiences to 
comprehend metaphors (Gibbs, 2006; Gibbs et al., 
2004) and reason about abstraction (e.g., Jamrozik 
et al., 2016).  

In the context of wine discourse, past literature 
demonstrates that conceptualizations of the target 
domain of WINE were frequently found to arise from 
the ontological source domains of THREE-
DIMENSIONAL ARTIFACTS, LIVING ORGANISMS, and 
MANUFACTURED ENTITIES. Among these source 
domains, the most pervasive metaphorical schema, 
irrespective of genre and wine community, regards 
(TASTE OF) WINE as A PERSON (e.g., Caballero et al., 
2019; Creed & McIlveen, 2018; Suárez-Toste, 
2007). Suárez-Toste (2007) described that wine’s 
personality is evaluated by means of adjectives 
prototypically used in the qualification of human 
beings (e.g., brooding, friendly, sexy, voluptuous, 
boisterous, assertive, sensitive, demure, shy, or 
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expressive). Creed (2016, p. 152) also found that 
there was a strong connection between human 
personality traits involving behavior and 
characteristics (e.g., brooding, character, clever, 
generous, gentle, honest, and mellow) and physical 
actions (e.g., clamoring, demanding, promising, 
shows, and sings).  

In this sense, the source domain of PERSON or 
PERSONALITY in conceptualizing the target domain 
of TASTE and/or SMELL of the wine seems to violate 
the conventional mappings in conceptual metaphors, 
i.e., using more concrete ideas to facilitate 
understanding of more abstract concepts, given that 
flavor and odor are more concrete and more 
“embodied” than getting to know a person or 
evaluating a person’s traits. Can we really 
understand a sexy or a clever taste? We will come 
back to this issue in the discussion section.  

2.2 Synesthetic Metaphors and their 
Directionality 

Synesthetic metaphors specifically refer to cross-
sensory metaphors that involve two sensory 
domains, i.e., VISION, HEARING, TASTE, SMELL, and 
TOUCH. Similar to the typical transfer pattern in the 
CMT, i.e., from a more concrete concept to a more 
abstract concept, synesthetic directionality from this 
metaphoric point of view likewise follows a 
particular directional pattern, from a “lower,” or a 
“more embodied” sense (e.g., TOUCH) to a “higher,” 
or a “less embodied” sense (e.g., HEARING) (see 
Strik Lievers et al., 2021 for a summary). The 
differentiation of “lower” and “higher” senses 
primarily lies in their degrees of embodiment, more 
specifically, the involvement and closeness of 
bodily contact (Shen, 1997; Shen & Aisenman, 
2008) as well as with reference to subjective and/or 
objective information (Popova, 2005). For instance, 
tactile (and gustatory) senses appearing at initial 
mapping points to other senses (visual and auditory 
senses) can be explained by their substantial 
involvement of bodily contact and references to 
subjective feelings rather than objective information 
perceived by visual and auditory senses. Linguistic 
synesthesia is thus conventionally approached as a 
type of conceptual metaphor (Shen, 1997; Strik 
Lievers, 2017; Yu, 2003; Zhao et al., 2019a) and 
lexical items concerning meaning transfers are 
termed “synesthetic metaphors.” 

Suárez-Toste (2017) presented a case in point 
regarding the acidity in wine. He found that the 

directionality of synesthetic metaphors in 
discussing the acidity violated Ullmann’s (1957) or 
Williams’ (1976) synesthetic hierarchy in which 
TASTE is always found transferring to VISION. He 
identified a wealth of visual terms, especially 
related to light, such as bright, beam, shine, 
shimmering, vivid, clarity, streak, laser, flashlight, 
etc., were employed to describe the acidity in wine. 
This finding surprisingly echoes the mapping 
directionality in conceptual metaphors, as 
mentioned in the above section. Does it suggest that 
TASTE and SMELL are more abstract and less 
“embodied” than VISION? More discussions on this 
point can be found in the discussion after we present 
the findings of this study. 

3 Methods 

3.1 Data 

The data used in this paper were collected from 
Decanter China, www.decanterchina.com. The data 
source consists of 50 wine reviews for wines that 
have been awarded the 2021 Decanter World Wine 
Award (DWWA). A sample of the review is 
demonstrated in Figure 1. 

Figure 1. A sample of the wine review in Chinese 
 
As shown in Figure 1, a wine review usually 

includes a technical introduction listing the wine 
name, vintage year, country/region/sub-region of 
origin, type of grapes, producer, and concentration 
of alcohol. The descriptions underneath typically 
start with a general introduction and evaluation of 
the wine, followed by important attributes centered 
on the wine, including color, aroma, flavor, body, 
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and tannin, and ends with the wine reviewer’s 
overall appraisal.  

Since we are only interested in the metaphor 
used in the reviews, we thus only extracted the 
descriptions for each review. The facts and 
information about the wine were discarded in this 
paper. After cleaning the data, we have compiled a 
small wine review corpus with 9,477 Chinese 
characters for the 50 wines.  

3.2 Procedure 

Two coders with trained linguistic background were 
involved in the following procedures of identifying 
metaphorical units, source and target domains 
coding, as well as sensory lexicon categorizations. 
All the questionable cases were discussed and 
resolved between the coders.  

3.2.1 Metaphor Identification 

We mainly resorted to a bottom-up approach and 
annotated the data manually, i.e., without previous 
automatic pre-detection of keywords 
(Stefanowitsch & Gries, 2006). This is because we 
would like to observe the data in a more exploratory 
way.  

First, we adopted the Metaphor Identification 
Procedure VU University Amsterdam (MIPVU; 
Pragglejaz, 2007; Steen et al., 2010) to identify 
conceptual metaphors. More specifically:  

a. To read the entire text and to get a general 
understanding of the meaning; 

b. Determine the lexical unit; 
c. Establish the contextual meaning of each 

lexical unit 
d. Determine if the word has a more basic 

meaning (more concrete, more bodily-
related, more precise, and more historically 
older) in other contexts than the one in the 
given context; 

e. If the lexical unit has a more basic meaning 
in other contexts than the given context, to 
decide if the contextual meaning contrasts 
with the basic meaning but can be 
understood in comparison with it; 

f. If yes, mark the lexical unit as a metaphor-
related word.   

 
2 CWN is a platform provides an ontological network of 

semantic meanings of a word coupled with their semantic 
relations, including hypernyms, hyponyms, synonyms, among 
others. Accessed at http://lope.linguistics.ntu.edu.tw/cwn2/. 

(Pragglejaz, 2007, p. 3; Steen et al., 2010, pp. 
5-6) 

Three lexical tools were used to determine the 
word meanings in Chinese, Chinese WordNet 2.0 
(CWN, Huang et al., 2010) 2  and two reference 
dictionaries, Handian,3 and Xiandai Hanyu Cidian 
(The Contemporary Chinese Dictionary, Dictionary 
Editing Office, 2016). The three lexical tools will 
complement each other in determining the 
contextual and more basic meaning of the word we 
concern with. We generally followed the 
identification criteria for the Chinese data in Lu and 
Wang (2017) and Tay (2015). First, we only 
considered the basic meaning of the entire 
compound rather than that for the single character. 
For example, we treated the compound word 細膩 
xìnì as one lexical unit with the meaning of ‘fine and 
smooth’ instead of analyzing the basic meaning of 
the two characters 細 xì ‘thin’ and 膩 nì ‘greasy; 
excessively (flavored).’ Secondly, we included 
similes, idioms, colloquialisms, and proverbs that 
involve metaphorical meanings. Lastly, we took 
metonymy into account.   

3.2.2 Source-Target Domains Coding 

Three steps in the verification of source domains 
were adopted (Ahrens & Jiang, 2020; Zeng et al., 
2021):  

a. To propose a potential source domain 
based on educated and native speakers’ 
judgment, accompanied by the co-text and 
context of the metaphorical word appears;  

b. To verify the source domain proposed in 
the first step by checking if the categories 
and meanings of the metaphorical words 
provided in CWN, two dictionaries 
mentioned above, and two ontological 
knowledge networks (i.e., E-HowNet (Ma 
& Shih, 2018) and SUMO (Suggested 
Upper Merged Ontology) (Niles & Pease, 
2001)) relate to the proposed source 
domain;  

c. If no evidence can be found in (b), the 
collocation searches of the keywords in the 
Sketch Engine (Kilgarriff et al., 2014) will 
be checked to examine if there are any 

3 An online Chinese dictionary; accessed at 
https://www.zdic.net/.  
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frequent collocations of the keywords 
related to the proposed source domains.4  

As for the target domains, we mainly read 
through the whole sentence and analyze the target 
issues that the metaphorical words relate to.  

3.2.3 Synesthetic Metaphors Coding 

The boundary of sensory domains can be fuzzy. For 
example, the sensory adjective 清爽  qīngshuǎng 
‘refreshing’ can be used to denote auditory, 
gustatory, olfactory, and tactile feelings, although 
its original meaning is more pertinent to the visual 
sense. The classification of the sensory vocabulary 
mainly follows the method of categorizing sensory 
words in  Zhong and Huang (2020) and Zhong et al. 
(2022a): 

a. The sensory domain that the etymology of 
the word is pertinent to (cf. Zhao et al., 
2019b);  

b. The dominant sensory domain that the word 
belongs to (cf. Chen et al., 2019; Zhong et 
al., 2022b); 

c. Other words not listed in a or b will be 
traced in Shuowenjiezi (Xu, 1963) for their 
original connotations or their frequent 
usages in a general corpus data in the 
Sketch Engine, e.g., Chinese Web 2017 
(zhTenTen11).  

4 Results 

After reviewing all the 50 wine reviews written of 
the awarded wine in DWWA 2021 and applying the 
above coding methods, we have identified a total of 
345 metaphorical instances that contained 
metaphorical keywords. 151 of them (which takes 
43.8%) are synesthetic metaphors, while the 
remaining 194 expressions (accounts for 56.2%) are 
conceptual metaphors. We will explicate the 
findings in the following two sections.  

4.1 Conceptual Metaphors in Wine Reviews 

On metaphors in general (excluding synesthetic 
metaphors), the most frequent metaphorical words 
include 優雅  yōuyǎ ‘elegant’ (4.06%), 充沛 
chōngpèi ‘abundant’ (3.19%), and 內斂  nèiliǎn 
‘introverted’ (2.61%). Table 1 demonstrates the top 

 
4 The Sketch Engine is accessed at 

https://the.sketchengine.co.uk/auth/corpora/. 

10 metaphorical keywords identified in wine 
reviews.  

Metaphorical  
Keywords 

Frequency 
(Percentage) 

優雅 yōuyǎ ‘elegant’ 14 (4.06%) 
充沛 chōngpèi ‘abundant’ 11 (3.19%) 
內斂 nèiliǎn ‘introverted’ 9 (2.61%) 
活潑 huópō ‘lively’  8 (2.32%) 
迷人 mírén ‘charming’ 8 (2.32%) 
年輕  niánqīng ‘young’  7 (2.03%) 
個性 gèxìng ‘personality’ 6 (1.74%) 
層次 céngcì ‘layer’  6 (1.74%) 
和諧 héxié ‘harmonious’  5 (1.45%) 
輕盈 qīngyíng ‘light’ 5 (1.45%) 

Table 1. Top 10 most frequent metaphorical 
keywords in wine reviews 

Most of the source domains lie in PERSON 
(76.8%), BUILDING (9.7%), FORCE (4.1%), WATER 
(4.1%), ATMOSPHERE (2.5%), and STORM (1%). 
While the target domains mainly involve the TASTE 
of the wine (57.2%), the wine per se (26.2%), the 
SMELL of the wine (15.4%), and the COLOR of the 
wine (1%). We can therefore establish the frequent 
conceptual metaphorical mapping in wine reviews 
is (TASTE OF) WINE IS A PERSON. 

4.2 Synesthetic Metaphors in Wine Reviews 

Concerning synesthetic metaphors in wine reviews, 
most of the source domains lie in VISION (60.9%), 
TOUCH (25.1%), and HEARING (9.9%). According to 
Table 2, the most frequent synesthetic metaphors 
include 柔和 róuhé  ‘soft’ (5.22%)，清新 qīngxīn 
‘fresh’ (4.06%), and 純淨 chúnjìng ‘pure’ (4.06%).  
 

Synesthetic  
Metaphors 

Frequency 
(Percentage) 

柔和 róuhé ‘soft’ 18 (5.22%) 
清新 qīngxīn ‘fresh’ 14 (4.06%) 
純淨 chúnjìng ‘pure’ 14 (4.06%) 
細膩 xìnì ‘fine and smooth’ 14 (4.06%) 
深沉 shēnchén ‘deep’  15 (4.35%) 
清爽 qīngshuǎng ‘refreshing’  10 (2.80%) 
柔滑 róuhuá ‘silky’  5 (1.45%) 
深邃 shēnsuì ‘deep’ 5 (1.45%) 
豐美 fēngměi ‘plump’ 5 (1.45%) 
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乾淨 gānjìng ‘clean’ 3 (0.870%) 
Table 2. Top 10 most frequent synesthetic 

metaphors in wine reviews 
On top of the synesthetic metaphors, we further 

summarized the synesthetic directionality in wine 
reviews, as presented in Figure 2. The synesthetic 
metaphors follow a particular direction, in which 
unidirectional is most seen, while the bidirectional 
transfer is only found between TASTE and SMELL. 
Taking visual items to describe the TASTE is the 
most often among the mapping to the taste of the 
wine, which takes 57.4%. It is also observable that 
TOUCH is also often used in describing TASTE, as it 
takes 32.4%. HEARING is the rarest sense used to 
describe the TASTE (7.4%). When the SMELL of the 
wine is the target, VISION is likewise the most 
frequent sensory modality mapped to the SMELL 
(72%), followed by TOUCH to SMELL (12%) and 
HEARING to SMELL (4%). Last but not least, only the 
auditory terms are found to modify the VISION, more 
specifically, the color of the wine.  

Figure 2. Synesthetic directionality in wine 
reviews 

5 Discussion 

The conceptual metaphors and synesthetic 
metaphors in wine reviews in Chinese exhibit an 
analogous pattern to those found in other languages. 
Personification, or anthropomorphic metaphors, 
predominate the wine discourse; and VISION, 
deemed a less “embodied” sense, is the most 
frequent sensory domain that transfers its meaning 
to TASTE as well as SMELL in wine reviews. The 
reversibility of the source and target domains in 
both the conceptual metaphorical mappings and 
synesthetic metaphors left us with the question of 
the “abstractness” of the gustatory and the olfactory 
sensory domains—can we really understand what is 

the “taste” or “smell” of a sexy or a clever person? 
Does it suggest that TASTE and SMELL are more 
abstract and less “embodied” than VISION? 

To kill two birds with one stone, we would like 
to corroborate the hypothesis that the gustatory (and 
olfactory) category, although bodily experienced, is 
conceptually abstract (Zhong & Huang, 2018, 2020; 
Zhong et al., 2022a). Based on the analysis of online 
food reviews on desserts, Zhong and Huang (2018, 
2020) suggested that the “mouthfeel” of desserts is 
also conceptualized as an individual’s personality 
since the adjectives stemming from impressions of 
personalities gained through social interactional 
contact were found modifying the taste as well as 
the “mouthfeel” of desserts in Chinese, such as 調
皮 tiáopí ‘naughty,’ 浮誇 fúkuā ‘superficial,’ and 硬
朗  yìnglǎng ‘robust.’ In Zhong et al.’s (2022a) 
examination of the adjectives collocated with the 
gustatory/olfactory word 味道 wèidào ‘taste; smell’ 
using the corpus data, they found that visual-related 
adjectives, especially those related to simplicity, 
purity, and elegance (e.g., 純  chún ‘pure,’ 淡雅 
dànyǎ ‘simple and elegant,’ and 精緻  jīngzhì 
‘delicate’), can be used to modify 味道 wèidào 
‘taste; smell’ in Chinese. They further hypothesized 
that when the focus is on the quality of sensation, 
i.e., the desirability and pleasantness of taste, it is 
reasonable to use more conceptual terms to modify 
the target items. 

The high consistency in conceptualizing TASTE 
and SMELL through personification shows that this 
phenomenon is not exclusively unique in the genre 
of wine reviews. It is neither because wine is 
anthropomorphic nor bears humanlike 
characteristics by nature (Creed & McIlveen, 2018). 
We hypothesize that the mutability of the TASTE and 
SMELL on the concrete-abstract continuum might be 
the underlying reason that drives the arising of the 
PERSON or PERSONALITY to be the most common 
source domain in the wine discourse. Further, 
personality-related lexical items carry evaluative 
appraisal through interactional contact with the 
people, which is tantamount to the evaluative 
function of gustatory and/or olfactory terms used to 
describe personal experiences with the things 
(Winter, 2016). This also helps explain why TASTE 
and SMELL will drift towards a more abstract end 
when the appraisal of the quality is the primary 
concern. Overall speaking, we propose that the 
“preexisting similarity” between the two 
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experiences (Kövecses, 2002) grounds the 
projection of the “taste” of a person to the taste of 
the wine. 

6 Conclusion 

Describing the taste and smell of the wine often 
requires costly and creative endeavors from wine 
professionals because people generally have 
difficulties in naming flavors and odors, especially 
in Western cultures (Croijmans & Majid, 2015; 
Croijmans et al., 2021; Levinson & Majid, 2014). 
However, studies also showed that wine experts did 
not demonstrate much difference in using linguistic 
strategies to communicate smells and flavors 
(Croijmans & Majid, 2016), although they will 
employ more metaphorical descriptions to describe 
wine (Paradis & Eeg-Olofsson, 2013). This study 
thus looks at how conceptual metaphors and 
synesthetic metaphors are used in wine reviews in 
Chinese. Our findings echo the past literature on the 
metaphorical expressions in wine discourse in other 
languages. First, a variety of metaphorical units 
concerning a person’s appearance or a person’s 
personality are identified, which further gives rise 
to the most frequent mapping of (TASTE OF) WINE IS 
A PERSON in the winespeak. Secondly, VISION, 
which is considered a more abstract and less 
embodied sensory domain in conventional linguistic 
synesthesia, provides the most vocabulary to 
describe the taste and smell of the wine.  

The findings in the genre of wine reviews 
somewhat share a remarkable similarity with 
taste/smell descriptors in a general sense. We 
hypothesize that the gustatory (and olfactory) sense 
is a “mutable” sensory domain in terms of its 
abstractness. Especially, the conceptual 
abstractness of the TASTE (and SMELL) is activated 
when the quality of bodily sensation is the focus. 
Further, the evaluative similarity between the bodily 
experiences and the interactional communication 
may be the underlying cause of the reversibility of 
the TASTE and PERSONALITY as source domains in 
conceptual metaphor mappings.  

Due to space limitations, we did not elaborate 
on other source domains and/or metaphorical 
mappings, such as (TASTE OF) WINE IS A BUILDING. 
The small size of the corpus may also limit our 
findings of other possible yet novel or creative 
metaphor usages in Chinese. Future studies may use 
experimental methods to test the acceptability of 

different aspects and features related to a person in 
discussing taste and smell—for example, if a 
person’s psychological attribute is more acceptable 
than their physical features in winespeak. With the 
consistent patterns identified in metaphor use, it is 
also worthwhile to resort to computational models 
to predict the figurative language in wine discourse. 
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Abstract 

The technological advancement and the 
expansion of using the internet has made it 
possible to communicate between people and 
machines. Many exchanged textual resources 
have been given simultaneously make users 
have difficulty in choosing the most 

appropriate items that will improve their 
knowledge. To deal with data sparsity 
problem, review-based recommendation 
systems have shown potential in a wide range 
of Natural Language Processing (NLP) tasks. 
Due to the high-dimensionality and the 

complex semantics of Arabic textual data, 
review-based approach is proposed for 
documents recommendation. Two parallel 
neural networks are introduced to learn items 
properties and users’ behaviors. Indeed, 
contextualized word representation model is 

used. Then, Gated Recurrent Units (GRU) is 
attached for extracting high-level-semantic 
features. After that, a shared layer modeled 
complex interactions between the latent 
vectors of users and items to improve 
subsequently rating prediction. Experiments 

showed the superiority of our proposed model 
compared with state-of-the-art methods. 

1 Introduction  

Many technological advances have made it 

possible to communicate between peoples and 

machines (Slimi et al., 2022). The greatest 

benefit of delivering resources provided users 

with an opportunity to try a new learning style 

and explore its advantages (Hazar et al., 2022). 

With the increasing abundance of data over the 

internet, research on high-quality 

recommendation systems has gained interest in 

industry and academic. It has become very 

important for online platforms (e.g. e-commerce, 

music, books, social media, advertising, etc.) to 

provide the users what they need and like 

without wasting time searching (Dhelim et al., 

2022).  

Most early recommendation systems use 

Collaborative Filtering methods (CF) that focus 

on learning accurate representations of user 

preferences and item features. Previous models 

used numeric ratings given by users as inputs. 

However, they suffered from data sparsity 

problem (Duan et al., 2022). They had 

difficulties for learning representations and 

generating reliable recommendations for users or 

items with few ratings. Another drawback of CF 

is that it did not make full use of the available 

context information like item attributes or user 

profile to make thereafter recommendations. To 

alleviate these problems, the use of textual 

reviews has attracted growing attention. Users 

can explain their opinions underlying their given 

ratings. They contain valuable and rich 

information that cannot be obtained from ratings 

alone (Jian et al., 2022).  

Most of reviews-based models have been 

focused on English language but not on Arabic. 

This is due to the richness of Arabic specificities 

(Meddeb et al., 2021a): a review can include 

different forms in the vocabulary or syntactic and 

semantic representations. For example, a word 

can have more than one lexical category in 

different contexts what changes the meaning of 

the sentence (Mahmoud and Zrigui, 2017). In 
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this context, reviews-based recommendation 

models have attracted attention in different 

Natural Language Processing applications (e.g., 

product recommendation, information retrieval, 

social networks, etc.).  

In this paper, contextual-boosted deep neural 

CF approach is proposed for Arabic textual 

documents recommendation. This model learns 

user and item representations simultaneously 

using two parallel networks. Each one is based 

on Arabic Bidirectional Encoder Representations 

from Transformers (AraBERT) for textual 

reviews embedding. It is efficient to extract 

meaningful features adaptable to arbitrary 

contexts that cannot be extracted from traditional 

word embedding like word2vec and GloVe. For 

more interpretability, Gated Recurrent Units 

(GRU) architecture is applied for modeling more 

semantics from reviews. Once user and item 

representations are learned, they are 

concatenated together in a shared hidden space 

and finally fed to multilayer perceptron (MLP) 

that is used as an interaction function for rating 

prediction.  

This paper is organized as follows: Section 2 

presents a literature review. Section 3 and 4 

detail the components and experiments of the 

proposed approach. Finally, section 5 describes 

conclusions and future work.   

2 Literature Review 

Recommendation systems have become widely 

used for alleviating the overload of information 

available online. For example, videos 

recommendation (YouTube), films 

recommendation (Netflix), Music 

recommendation (Last.fm), and Books 

recommendation (Goodreads, Amazon, etc.) 

(Meddeb et al., 2021b). In this section, the 

related works to our research are presented. 

2.1 CF-based recommendation 

Collaborative filtering (CF) is a dominant state-

of-the-art recommendation method in which 

peoples how share similar preferences in the past 

tend to have similar choices in the future 

(Meddeb et al., 2021c). The most successful CF 

methods were based on Matrix Factorization 

(MF). Using historical records (e.g., ratings, 

clicks, consumptions, etc.), their main idea is to 

construct an implicit semantic model 

representing users and items as vectors of latent 

factors (called embedding); and modeling 

thereafter user-item interactions using the inner 

product operation. Several recommendation 

methods have been employed MF models.  

For more interpretability, Lee and Seung 

(2001) introduced Non-Negative Matrix 

Factorization model (NGMF), in which a non-

negativity constraint was proposed based on 

Singular Value Decomposition (SVD). Such 

optimal estimation methods have demonstrated 

the existence of overfitting problem due to the 

sparsity of user-item interactions. To deal with 

this issue, probabilistic factor models have been 

proposed. Mnih and Salakhtdinov (2007) 

proposed Probabilistic Matrix Factorization 

(PMF) method. It scaled linearly with the 

number of observations and performed well. In 

the same idea, Fang et al. (2020) proposed a 

Bayesian Latent Factor Model (BLFM). Based 

on the observed user-item interactions, they 

introduced a constraint on latent factor, and 

established a likelihood function. However, the 

majority of MF based methods were sub-optimal 

for learning rich real world data and complicated 

user-item interactions. To address these issues, 

neural networks have been integrated into 

recommender architectures. He et al. (2017) 

proposed Neural Collaborative model (NCF). 

They replaced the inner product with Multilayer 

Perceptron (MLP) model. It was useful for 

learning meaningful user-item interactions 

granting a high degree of nonlinearity and 

flexibility. Similarly, Bai et al. (2017) proposed a 

Neighborhood-based NCF (NNCF), in which an 

MLP layer was placed above the concatenated 

user-item embedding. By cons, Zhang et al.  

(2017) and Wang et al. (2017) placed it above 

the element-wise product of user and item latent 

vectors. Recently, Chen et al. (2019) proposed a 

Joint NCF (J-NCF) approach. They adopted the 

rating to explore both user and item features. 

MLP layers were applied for extracting latent 

vectors of users and items and modeling 

thereafter the interactions between them.  

Although CF techniques have shown good 

performances for many applications, the sparsity 

problem is considered as one of their significant 

challenges. It is not easy for them to recommend 

items with few ratings. To alleviate these issues, 

users’ textual reviews are used as auxiliary 

information. 

2.2 Deep learning-based review modeling 

Textual reviews contain rich semantic 

information about users and items, in which 

opinion written by users can reveal some 

information on rating behavior, and also opinions 
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written for items may contain indications on their 

features (Zheng et al., 2017). For instance, 

McAuley and  Leskovec (2013) proposed Hidden 

Factors and Topics (HFT) model for 

understanding rating dimensions with review 

text. User reviews were modeled using matrix 

factorization. Indeed, the topic distribution of 

each review was produced by the latent factors of 

the corresponding item. In the same vein, King 

(2014) proposed a unified model called Ratings 

Meet Reviews (RMR). Content-based filtering 

with CF incorporated both ratings and reviews. 

Topic modeling techniques were applied to the 

review. The obtained topics were aligned with 

rating dimension to improve rating prediction. 

Bao et al. (2014) applied Latent Dirichlet 

Allocation (LDA) and NGMF for latent vectors 

extraction from ratings and reviews. Then, 

transform function predicted missing ratings. 

Saeed et al. (2021) demonstrated the superiority 

of LDA than Principal Component Analysis 

(PCA) for Arabic reviews modelling and 

sentiment classification.  

Recently, deep learning modeled efficiently 

auxiliary review information, such as the textual 

descriptions of items and preferences of users. 

They have good capabilities in modeling 

semantic information by considering the context 

of words from reviews. The first deep model was 

proposed by Zheng et al. (2017). Two parallel 

Convolutional Neural Networks (CNN) 

represented items’ features and users’ behaviors 

from reviews. The use of CNN was helpful in 

transforming features to high-level abstraction 

from a stacked of convolution followed by 

pooling layers (Bellagha and Zrigui, 2021). A 

shared layer fused them and a FM captured user-

item interactions. After that, Chen et al. (2018) 

proposed NARRE model similar to DeepCoNN, 

in which two parallel CNNs were used for users 

and items modeling. Rather than concatenating 

reviews to one long sequence the same way that 

DeepCoNN does, an attention mechanism 

learned the review usefulness. The obtained 

attention weights are integrated into user and 

item representations to enhance the embedding 

quality and the subsequent prediction accuracy. 

Both DeepCoNN and NARRE employed 

traditional word embedding.  

Everyone has an imposed background from 

his mother tongue and will have his own 

difficulties wide different from any another one 

speaking another language (Trigui et al., 2022). 

Following the literature, the majority of previous 

recommender methods have been focused on 

English resources. In contrast, few works have 

been concentrated on Arabic language. It is one 

of the poorly endowed languages that must be 

treated specifically (Haffar et al., 2021):  

 Complex morphological language: the 

existence of diacritics and stacked letters. 

Arabic is an inflectional, derivational and 

non-concatenative language. (Mahmoud et 

al., 2021a). 

 Agglutinative language: lexical units of 

words vary in number and in bending 

according to the grammatical relationships 

within sentences. (Mahmoud et al., 2021b) 

 Ambiguous language: words can have 

more than one sense that is dependent on 

the context of use (Meddeb et al., 2017). 

For example, the word “قبل” can be a verb 

(accept) or an adverb (before) or a noun in 

its plural form (kisses). (Sghaier and 

Zrigui, 2020) 

3 Proposed Approach 

This section details the proposed approach for 

Arabic textual documents recommendation. The 

overall model is illustrated in Fig. 1. It has two 

parallel networks to model user and item 

embedding that are thereafter concatenated for 

modeling user-item interactions and rating 

prediction.  
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Fig. 1. Proposed architecture. 

 

 

3.1 Rating Modeling Phase 

Suppose that there are M  users and N items 

denoted as and 

. The user-item rating 

matrix of dimension is composed by the 

rating given by a user  to an item . 

For rating modelling, lookup function is 

applied to project the sparse representations into 

dense vectors using as inputs the identities of 

users  and items 

, as follows in Eq. (1-2): 

                       (1) 

                          (2) 

Latent vectors of items  and users 

 are created through two fully connected 

layers according to the numerical ratings, as 

denoted in Eq. (3-4):  

                          (3) 

                           (4) 

3.2 Reviews Modeling Phase 

Due to the sparseness and high-dimensionality of 

textual data, there are many difficulties for their 

NLP such as semantic diversity, metaphor 

expression and grammatical specificity. To solve 

these problems, reviews modelling process is 

proposed based on AraBERT and deep learning 

for rating prediction and Arabic textual 

documents recommendation. In this section, we 

will only illustrate the user modeling process 

because the same is also used for items with their 

inputs as the only difference. Indeed, each user 

or item is represented as a feature vector in K-

dimensional latent factor space as follows: First,  

Arabic Bidirectional Encoder Representation 

from Transformers (AraBERT) represent the text 

with dynamic word vectors according to the 

context information. It can be adjusted according 

to the word meaning while the context 

information is fused. Then, Gated Recurrent Unit 

(GRU) extract the contextual features from the 

text. 

AraBERT Representation Layer: Given an 

input set of user-written reviews 

 where  is the total 

number of Arabic reviews from user .  is 

fed to a pre-trained  
model that builds upon the transformer 

architecture. As our initial embedding model, we 

use  of 4 encoder layers and 4 self-

attention heads. It has 256 hidden dimensions, 

that are directly utilized later as the fixed 

embedding dimension. The parameters are fine-

tuned during the training process of our model. 

Indeed, each review is tokenized into words.  

Because rating prediction is not a sentence 

pairing task, AraBERT model takes thereafter 

each review as a single textual segment 

composed of 256 tokens. The obtained sequences 

are then passed through a stack of transformer 

encoders to obtain their respective contextualized 

representations as follows in Eq. (5):  
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      (5) 

Where: .  

In theory, any encoder layer may be selected 

to provide the hidden state of [CLS] as the 

review’s representations. In this study, we select 

the 4th layer. Following Sun et al. (2019), they 

have illustrated that the predictive capability of 

this layer is the best among the others. The final 

user embedding  is generated by 

calculating the average of the [CLS] 

representations of the reviews written by a user 

, as defined in Eq. (6): 

                                          (6) 

Similarly, the item embedding  is 

generated with the same manner from the item 

embedding network as defined in Eq. (7): 

                                            (7)  

To sum up, each user ’s review set 
 and item ’s review set 

  can be represented as 

comprehensive vectors   

and  

, respectively, where N and M are the 

total numbers of users and items. 

Fine-Tuning Layer: The fine-tuning layer is 

proposed to focus on the effective information in 

the reviews used for recommendation. Following 

the literature, several recent NLP studies showed 

the relevance of RNN models for modeling 

sequential data and extracting hidden contextual 

states. Gated Recurrent Units (GRU) architecture 

is a different version of RNN widely used 

because of its time efficiency characteristics. 

Instead of LSTM-RNN, it has only two gates: 

 The reset gate  jointly controls the 

calculation from the previous hidden 
state  to the current one . 

 The update gate  controls both the 

current input data and the previous 
memory information . It determines 

how much   is passed to the next 

state.  

GRU is characterized by fewer parameters, 

that can affect the same effect as LSTM while 

reducing the training time. Another advantage of 

using GRU is that its hidden layer uses long 

short-term memory and gated recurrent units to 

hold the long-term dependencies, which are 

inherent in the text regardless of lengths and 

occurrences. The specific gate unit is calculated 

as follows (Eq. 8-11): 

                                   (8) 

                                    (9) 

                            (10) 

                          (11) 

Where:   is the input of GRU model and 

obtained by AraBERT pre-training language 

model;  are the weight matrices of 

reset and update  gates,  is the number of 

the hidden units;  is the previous hidden 

state;  is the candidate hidden state; and the 

operator  denotes an element point-wise 

multiplication. 

The output of the GRU model is transmitted to 

a fully connected layer to model the final latent 

vectors of reviews written by users and 

those written for items as follows in Eq. 

(12-13):  

                         (12) 

                            (13) 

 Where:  is the weight matrix,  

is the bias term, ReLU is the Rectified Linear 

Unit activation function. 

3.3 Heterogeneous Information Merge 

Phase 

The final representations of users’ preferences 

included the latent vectors of user-item ratings 

and user reviews, as defined in Eq. (14): 

                                   (14) 

The final representation of items’ features is 

composed by the latent vectors of item reviews 

and ratings, as defined in Eq. (15):  

                                      (15) 

3.4 Rating Prediction Phase 

User-Item Interaction Modeling: The final 

feature vectors of the users  and items 

are concatenated by applying the dot 

product operation as defined in Eq. (16). For 

learning the interactions between user and item 

representations and modelling the CF effect, an 

affinity score  is defined as user ’s 

preference for item  as denoted in Eq. (19).  To 

do this, Multi-Layer Perceptron (MLP) model is 

applied on top of the concatenated user-item 

embedding to provide further flexibility and non-

linearity as defined in Eq. (17-19).  
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                                                    (16) 

                                   (17) 

… 

                                (18) 

                                      (19) 

Where :  is the concatenated user-item 

embedding in the shared hidden space;  is the 

Lth  MLP layer, is the weight matrix,  is the 

bias vector, ReLU is the activation function and 

 denotes the predicted rating that user 

u gives to item i . In our model, three layered 

MLP were useful to learn efficiently more 

abstractive features. 

Learning: For training, the Mean Squared Error 

(MSE) is used as the loss function. To optimize 

the performance of our model,  MSE is 

minimized between the output score  from 

our model and the real score . It is defined 

as follows in Eq. (20):  

                       (20) 

Where: N refers to the training samples, 

is the ground-truth rating given by user u  

to item i , and  is the predicted rating. 

4 Experiments 

4.1 Dataset 

The experiments are conducted on Books 

Reviews in Arabic Dataset BRAD1.0. It consists 

of 4,993 Arabic books of different genres 

(historic, religion, health…) collected from the 

Goodreads web site; 76,530 users and 510,600 

user-item interactions composed by reviews and 

ratings in the range of [1,5], as illustrated in the 

following Table 1: 
 

 

Number 

of users 

 

Number 

of books 

Number of user-item 

interactions 

Number of 

ratings 

Number 

of reviews 

76,530 4,993 510,600 510,600 

Table 1: BRAD1.0 dataset 
 

4.2 Parameters settings 

This section represents the parameters of our 

proposed models. Table 2 depicts the 

configurations of AraBERT 1 , GRU and MLP 

models, for textual reviews embedding and user-

item interaction modeling:  
                                                             

1https://github.com/aub-mind/arabert/tree/master/arabert 

Model Parameter Value 

AraBERT Hidden layers 4 

Attention heads 4 

Hidden size 256 

Dropout 0.1 

Optimizer Adam 

Epochs 20 

Activation function ReLU 

GRU Hidden units 256, 128, 64 

Activation function ReLU 

Epochs 20 

Batch size 128 

Dropout rate 0.2 

MLP Latent factors 16 

Activation function ReLU 

Hidden layers 128, 64, 8 

Batch size 256 

Droput rate 0.5 

Table 2: Parameters configurations 
 

4.3    Evaluation Metric 

Root Mean Squared Error (RMSE) is used as an 

evaluation metric. It is the most used for rating 

prediction and recommendation systems. 

Given N user-item ratings, the RMSE score is 

defined as follows in Eq. (21): 

 

                  (21) 

 

4.4    Baselines 

As depicted in Table 3, we compare our model 

with several competitive baselines, including CF- 

and deep learning-based methods, using reviews 

and ratings:  

 PMF (Probabilistic Matrix 

Factorization): is based on a Gaussian 

distribution to model the latent factors 

for users and items. 

 SVD ++ (Singular Value 

Decomposition): extends SVD with 

neighborhood method. The item-item 

similarity using a novel set of item 

factors. 

 J-NCF (Joint-Neural Collaborative 

Filtering): coupled deep features 

learning and deep interactions modeling 

with a rating matrix. This was due by 

using MLP model. 

 DeepCoNN (Deep Cooperative Neural 

Network): utilizes deep learning to 
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jointly model user and item from textual 

reviews.  
 

Models Features 

Ratings Reviews Deep 

learning 

PMF × - - 

SVD++ × - - 

J-NCF × - × 

DeepCoNN - × × 

Our model × × × 

Table 3: Features of state-of-the-art methods 

4.5    Discussion 

Using BRAD1.0 dataset, several observations 

can be made from the rating prediction results of 

our model compared to the state-of-the-art 

methods as illustrated in Table 4: 

 

Methods RMSE 

PMF 1.355 

SVD++ 1.215 

J-NCF 1.050 

DeepCoNN 0.905 

Our model 0.855 

Table 4: Experimental results of baselines  

 

As illustrated in J-NCF model, user-item 

interactions modeled efficiently in a non-linear 

way, which is the limitation of traditional CF 

methods based on the dot product. It achieved 

1.050 RMSE higher than PMF (1.355 RMSE) 

and SVD++ (1.215 RMSE). 

 

Reviews-based methods like DeepCoNN 

performed better than classic CF models (PMF, 

SVD and J-NCF) that only consider the rating 

matrix as the input. It obtained 0.905 RMSE. 

This demonstrated the usefulness of review 

information. It was complementary to ratings 

specially to improve the representation quality of 

latent factors of user preferences and item 

features, and thereafter rating perdition.  

Although review information was useful in 

recommendation, the performance could vary 

depending on how it was modeled. Indeed, the 

application of CNN was efficient for modeling 

reviews and extracting latent vectors of users and 

items.  

Although that it did not need to manually labe l 

features, their performance was not satisfactory 

for analyzing the specificities of an ambiguous 

language like Arabic. To deal with this, we 

proposed a contextual-boosted deep neural 

collaborative filtering approach for Arabic 

textual documents recommendation. As shown in 

Fig.2, our proposed approach consistently 

outperformed all the cited baseline methods 

achieving 0.855 RMSE for the following 

reasons:   

The model used the advanced AraBERT 

language model. It modeled efficiently deep 

semantics of words and dynamically generated 

high-quality of word vectors unlike traditional 

language models (e.g., GloVe and word2vec).  

Then, GRU was useful to solve the related 

dependencies of long sentences by considering 

the context information.  

Finally, experiments demonstrated the 

superiority of our model regarding the 

dimensionality of the user and item vectors and 

the hidden layers’ number of MLP  while fixing 

the other parameters: the width of embedding 

layer (K=16) and the number of hidden layers (3-

MLP) improved the recommendation 

performance achieving 0.855 RMSE. 

 

 
Fig. 2. State-of-the-art comparisons 

according to RMSE scores 

 

5 Conclusion and Future Work 

A contextual-boosted deep neural collaborative 

filtering approach for Arabic textual documents 

recommendation is proposed. It combined ratings 

and textual reviews seeing their complementary 

to improve the representation quality of latent 

factors of user preferences and item features.  

The pre-trained AraBERT language model 

was useful to mine the deep semantics of Arabic 

words and dynamically generate high-quality 

vectors. Then, GRU modeled efficiently the 

related dependencies of long sentences by 

considering the context information. After that, 

MLP helped to model complex user-item 
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interactions and improve rating prediction. Our 

proposed model is validated by experiments 

realized on BRAD1.0 dataset. They consistently 

outperformed other state-of-the-art methods 

namely PMF, SVD++ and J-NCF. 

In linguistics, both of the previous and the 

succeeding words influence the current word 

semantic. For this reason, bidirectional recurrent 

neural network will be adopted in the future to 

learn long term dependencies in both forward 

and backward directions to improve the user-

item textual information modeling process.  
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Abstract

As Natural Language Processing is evolving
rapidly, it is used to analyze domain spe-
cific large text corpora. Applying Natural
Language Processing in a domain with un-
common vocabulary and unique semantics
requires techniques specifically designed for
that domain. The legal domain is such an
area with unique vocabulary and semantic
interpretations. In this paper we have con-
ducted research to develop sentence embed-
dings, specifically for the legal domain, to
address the domain needs. We have carried
this research under two approaches. Due to
the availability of a large corpus of raw court
case documents, an Auto-Encoder model
which re-constructs the input sentence is
trained in a self-supervised approach. Pre-
trained word embeddings on general corpora
and word embeddings specifically trained on
legal corpora are also incorporated within
the Auto-Encoder. As the next approach we
have designed a multitask model with noise
discrimination and Semantic Textual Simi-
larity tasks. It is expected that these embed-
dings and gained insights would help vec-
torize legal domain corpora, enabling further
application of Machine Learning in the legal
domain.

1 Introduction

Natural Language Processing (NLP) is advanc-
ing rapidly in the research domain as well as in
the practical applications. Several researches have
been conducted in the recent past, that have made
ground breaking progress but some are yet to be
discovered and applied in practical applications.
It is not trivial to apply ML techniques directly
on unstructured data and NLP approaches differ-
ent aspects of these problems. Also the advantages

of using NLP is best utilized in fields which handle
large amounts of textual data. The Legal Domain
is such a domain where an abundance of textual
data is available, and legal corpora is growing on a
daily basis.

1.1 Case Law

Case Law documents are one of the aspects which
contributes to the rapidly growing textual data in
the legal domain. In case law, records of past cases
with their evidence arguments and judgment are
kept in order to be used as reference and grounds
for ongoing cases (cor, 2020). The usage of similar
cases with respect to the current case as grounds, is
why these documents are very important in a pre-
dictive sense. They serve as a good training data
source for researches that explore the application
of NLP in the Legal Domain.

1.2 Word and Sentence Embeddings

NLP consists of many techniques such as parts
of speech tagging, sentiment analysis, text gener-
ation and language translation among many oth-
ers. Regardless, unstructured data requires numer-
ical representation to be analysed using ML tech-
niques. For this transformation, often times, the
text data is converted in to vector format or in other
words, embeddings in order to be processed using
machine learning and deep learning techniques.
There are a lot of state of the art word embed-
dings such as Word2Vec (Mikolov et al., 2013a),
Glove (Pennington et al., 2014), FastText(Mikolov
et al., 2018), BERT (Devlin et al., 2018), and
RoBERTa (Liu et al., 2019) and sentence em-
beddings available today such as Sentence-BERT
(SBERT) (Reimers and Gurevych, 2019),Univer-
sal Sentence Encoder (USE) (Cer et al., 2018) and
InferSent (Conneau et al., 2017). The main draw-
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back in directly using these embeddings and ap-
proaches is that they have been designed and eval-
uated for general purpose datasets and applica-
tions. In addition the datasets used in these ap-
proaches are general purpose corpora. These em-
beddings are very useful for domain independent
tasks but may perform poorly in domain dependant
tasks.

1.3 Domain specific embeddings

The legal domain has rare vocabulary terms such
as ”Habeas Corpus”, that are rarely found in do-
main independent corpora. In addition, some com-
mon words imply a context specific meaning in the
legal domain. For example the word ”Corpus” in
”Habeas Corpus” and ”Text Corpus” gives dif-
ferent meanings in the legal domain. This aspect
is also not captured when training with general
corpora. Also approaches that are specifically de-
signed for the legal domain should be researched
to address the inherent complexities of the domain.
Considering all these facts, this paper discusses the
designing and training of a legal domain specific
sentence embedding based on criminal sentence
corpora.

2 Related Work

A lot of ground-breaking researches have been
conducted in the past years, contributing to the
evolution of NLP. This research makes use of a lot
of these researches for both intuition and auxiliary
purposes, which are discussed in this section. It
is important to highlight that most of the sentence
embeddings that have demonstrated state of the art
performances, have been trained with large anno-
tated datasets as discussed in subsection2.2.

2.1 Word Embeddings

The targeted word embedding of
Word2Vec (Mikolov et al., 2013a) is in the
continuous vector format. They have considered
the facts, that Latent Semantic Analysis (LSA) is
poor at preserving linear regularities of embed-
dings, and the computational demand of Latent
Dirichlet Allocation (LDA) with large datasets.
The Word2Vec architecture is a 2 layer neural
network which uses two techniques, 1) Contin-
uous Bag of Words (CBOW) and 2) Skip-gram.
Words that appear in a similar context is assumed
to have a similar meaning. CBOW is preferred
for small corpora and faster training whereas

Skip-gram performs better with large corpus but
trains slower. Also in a later publication (Mikolov
et al., 2013b) they propose several improvements.
One improvement is the sub sampling of frequent
words which reduces the training time preserves
rare words and increases their accuracy. Also,
negative sampling is introduced where set of
words with incorrect label is used. The difference
of phrases in contrast to individual meanings of
words, is also addressed by allowing them to be
individual tokens.

Since the emergence of multi-headed atten-
tion (Vaswani et al., 2017) with transformer archi-
tectures, BERT (Devlin et al., 2018) came up with
language modeling techniques to generate word
embeddings. BERT is designed in a way that it
can be fine tuned for a specific task with minimum
changes to the architecture, unlike the other word
embeddings. Since BERT uses sub words, out
of vocabulary words can be also embedded easily
which is an important aspect, but they may not be
as accurate when originally trained on.

As an advancement to the Masked Language
Modeling (MLM) proposed by BERT (Devlin et
al., 2018), RoBERTa (Liu et al., 2019) introduces
many improvements. They have experimented on
the impact of tuning several hyper-parameters and
optimization algorithms as well as the training
data. They have identified the Next Sentence Pre-
diction (NSP) task is not improving accuracy and
have only used MLM. Also in contrast to static
masking in BERT (Devlin et al., 2018) they have
identified dynamic masking improves accuracy.
Finally by increasing batch size, adding training
data and pre-training longer have achieved better
performance than existing BERT, XLnet (Yang et
al., 2019) models in many evaluation tasks.

XLnet (Yang et al., 2019) is developed with
the intention of benefiting from both aspects of 1)
Auto-regressive models that use Long Short Term
Memory (LSTM) and 2)Auto-encoding models
such as in BERT (Devlin et al., 2018). Also it is
designed to be used for mainstream NLP tasks. In
order to combine the two approaches they use the
auto-regressive nature of referring to only the con-
text seen before, and use a generated permutation
of the input to give access to the whole context.
With these improvements they have been able to
beat BERT (Devlin et al., 2018) at many main-
stream NLP evaluations.

Glove (Pennington et al., 2014) takes into con-
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sideration the drawbacks of the existing model
families 1) Matrix factorization models and 2)
Context window related models. The context used
in Glove is derived from a window where the ap-
proximation of similarity for the two word pairs
considered at a time, is inversely proportionate to
the distance between the two words. Glove has
been trained on comparatively a large amount of
data than other existing methods but uses fewer
dimensions, and has been able to beat the perfor-
mance of them at many evaluation tasks.

FastText (Mikolov et al., 2018) is designed to
account for morphology of words, where words
can take different forms which is not captured
in models like Word2Vec(Mikolov et al., 2013a).
FastText does this by using N-grams as the tokens,
which leaves provision for out of vocabulary or
misspelled words. They have achieved better ac-
curacy with significant drop in training time.

2.2 Sentence Embeddings

SBERT (Reimers and Gurevych, 2019) uses two
BERT (Devlin et al., 2018) encoders to encode the
words in two sentences. The vectors of the words
are then pooled using mean pooling to get a singe
vector for each sentence. These vectors can then
be passed on to a Soft-max classifier for classifi-
cation or cosine similarity function for regression.
The Stanford Natural Language Inference (SNLI)
dataset is used to train this model.

Universal Sentence Encoder (USE) (Cer et al.,
2018) describes two approaches for sentence em-
beddings, 1) transformer base models and 2)
Deep Averaging Networks (DAN). The trans-
former based approach is high in complexity and
consumes more resources but it is more accurate.
In contrast DAN based models give less accuracy
with less resource consumption. Multiple down-
stream tasks are used to make the model more gen-
eralized. Out of the two approaches, they have
concluded that overall, the transformer based ap-
proach is better in accuracy.

Unlike the common unsupervised approaches,
InferSent (Conneau et al., 2017) model is a sen-
tence embedding trained with a supervised ap-
proach. Initially they have experimented with sev-
eral architectures with techniques such as LSTMs
and Gated Recurrent Units (GRU) and different
pooling techniques. Since the approach is su-
pervised, researchers have used the SNLI dataset.
They have demonstrated that using Bidirectional

LSTM (Bi-LSTM) and max pooling along with a
supervised approach can outperform existing un-
supervised approaches.

Researchers (Wieting et al., 2015), have formal-
ized a way to obtain sentence embeddings con-
sidering the paraphrastic nature of sentence pairs
by calculating cosine similarities of embeddings.
Initially they have experimented with many ap-
proaches, with the simplest being averaging word
vectors, to LSTMs. They have identified that av-
eraging word vectors is outperforming LSTMs at
many tasks, but LSTMs are better at sentiment
classification tasks.

The requirement for a baseline to evalu-
ate sentence embeddings, is addressed by re-
searchers (Arora et al., 2017) which is mainly mo-
tivated by the work of (Wieting et al., 2015) They
have stated that it can be used to evaluate do-
main specific sentence embeddings. Compared to
the (Wieting et al., 2015) approach, they have iden-
tified that, rather than using a simple averaging
function, smoothing inverse frequency techniques
perform better, even more so than some LSTM and
RNN approaches. Similar to the research (Wiet-
ing et al., 2015) they have identified LSTMs and
RNNs are much capable of sentiment related tasks.

Sent2Vec (Pagliardini et al., 2018) have identi-
fied that all language representational learning ap-
proaches have either complex deep models trained
on large datasets with expensive computing or
Matrix factorization methods which is less com-
putationally expensive but effective on large cor-
pora. Similar to ”Towards universal paraphras-
tic sentence embeddings” (Wieting et al., 2015),
researches have also considered that mean pool-
ing of word embedding have outperformed com-
plex models with LSTMs. Therefore they have
explored the aspect of achieving higher accuracy
with less complex models. They have extended
the CBOW approach in Wor2Vec (Mikolov et al.,
2013a) while introducing dynamic window and
n-grams.Their main contribution is a model less
complex, efficient and scalable and at the same
time higher in performance.

2.3 Encoder-Decoder Models

The work of (Luong et al., 2015) elaborates the
usage of Encoder-Decoder architecture based on
RNNs for Machine Translation tasks. They have
incorporated an attention mechanism on the out-
put sequence of the Encoder to iteratively decode
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translated text for the given input. In another study
(Datta et al., 2020), authors have used Recurrent
Neural Networks (RNNs) in an encoder-decoder
structure for neural machine translation. They
have conducted the study for translating English
into French Language.

2.4 STS Dataset

Semantic Textual Similarity (STS) is a measure-
ment used to assess the closeness of two text
content with respect to their semantic meaning.
An evaluation toolkit for universal sentence rep-
resentation is defined which makes use of STS
dataset (Conneau and Kiela, 2018). STS Bench-
mark dataset (Cer et al., 2017) consists of pairs of
sentences and the corresponding STS Scores man-
ually annotated for each pair of sentences. STS
score is a value between 0 and 5 where the perfect
semantic similarity between two sentences is rep-
resented by the score of 5. Scores close to 5 rep-
resents the sentence pairs that are somewhat pro-
ducing the same meaning while scores close to 0
represents irrelevant sentence pairs.

This dataset is used for training state-of-the-art
sentence embeddings by (Reimers and Gurevych,
2019) through supervised learning approaches.
They have shown that sentence embeddings
trained using supervised learning perform signif-
icantly better in semantic text comparison tasks
compared to sentence embeddings trained using
unsupervised or self-supervised methods. The su-
pervised training approach used by (Reimers and
Gurevych, 2019) optimizes the model based on the
difference between the cosine similarity of a sen-
tence pair and the normalized STS score (within
the range 0 to 1). The goal of this optimization is
to move the vectors representing semantically sim-
ilar sentences close in the high-dimensional vec-
tor space. Moreover, correlation results generated
by evaluating models for STS Benchmark dataset
is used in comparing the performance of sentence
embeddings in general (Reimers and Gurevych,
2019; Huang et al., 2021).

3 Methodology

In this section, the data extraction process, prepro-
cessing steps, word embedding training and sen-
tence embedding training phases are discussed.

3.1 Dataset

The dataset used for the training of the embedding
was extracted from the United States Supreme
Court Case Law records extracted from FindLaw
website1. The case law documents were chosen
from Criminal Cases ranging from the year 2000
to 2010.

3.2 Pre-processing

Initially, the text files containing extracted court
cases were processed to filter the body of the texts
by removing title and footnotes sections in the doc-
uments. Stanford NLP python library: Stanza (Qi
et al., 2020) is used to split sentences from the case
texts. After observing some anomalies in split sen-
tences, following pre-processing steps are applied
to case paragraphs.

• Replaced abbreviations specific to legal do-
main with their long form

Fed.R.Crim.P. – Federal Rule of Criminal
Procedure

Fed.R.Evid. – Federal Rule of Evidence
Fed.R.Civ.P. - Federal Rule of Civil Proce-

dure

• Removed non-ascii characters

• Removed content within rounded brackets if
there are more than 2 words

contained references and citations for legal
documents

no semantic meaning with respect to con-
taining sentence

Following text pre-processing methods are ap-
plied to case sentences to make the text compatible
for tokenization.

• Removed square brackets around letters and
words

Ex: [T]he, [petitioner], refer[s]
Reason: caused due to styles used in web

pages

• Removed numbering from the start of topic
sentences

Ex: I., A., II., 1.
1https://caselaw.findlaw.com/
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• Replaced citations of previous cases with
[CITE] keyword

Ex: Pennsylvania v. Muniz, 496 U.S. 582,
601, 110 S.Ct. 2638

Reason: reduce the distortion caused by ci-
tations for the semantic meaning of the
sentence

• Removed sentences with more than 25% of
[CITE] keyword with respect to all words

• Replaced continuous dashes, commas, white
spaces with single entities

3.3 Word Embeddings for Legal Domain

Text corpus of 10,000 cases (extracted in section
3.1) containing more than 3 million words is used
to train word embeddings. 300-dimensional Vec-
tors are trained for 54059 unique words which
appear more than 2 times within the corpus.
Word2Vec (Mikolov et al., 2013a) and FastText
(Mikolov et al., 2018) models are trained using
Gensim library 2 and GloVe (Pennington et al.,
2014) model is trained using glove python 3 li-
brary. Window of 5 tokens before and after a to-
ken is used to specify the context when training the
models.

3.4 Auto-Encoder Model

Due to the availability of a large in-domain text
dataset, we searched for an unsupervised approach
for learning sentence embeddings for the legal do-
main. We came up with the Auto-Encoder archi-
tecture, inspired by the application of Encoder-
Decoder architecture in Neural Machine Transla-
tion systems (Datta et al., 2020; Luong et al.,
2015). The objective of the Auto-Encoder is to re-
construct the original sentence token-by-token in
an iterative manner using the state from previous
tokens of the sentence and the vector representa-
tion for the whole sentence generated by the En-
coder.

The workflow of the Auto-Encoder for a sen-
tence containing m tokens at the (k-1)th iteration of
the decoder is displayed in Figure 1. Upper section
of the diagram represents the Encoder and lower
section, the Decoder. The Embedding layers used

2https://radimrehurek.com/gensim/
3https://github.com/maciejkula/

glove-python/

Figure 1: Auto-Encoder Architecture

in both Encoder and Decoder share same embed-
ding matrix populated with pre-trained word em-
beddings.

Encoder takes in a sentence as a sequence of
tokens and outputs a vector representation for the
sentence. According to Figure 1, Embedding layer
outputs a sequence of m vectors which is then
passed on to a Recurrent layer with a specified
number of units. The final state vector of the Re-
current layer is considered as the sentence embed-
ding which is passed on to the decoder.

Each sentence is padded from the beginning
with a [START] token and a [END] token to mark
the beginning and the end of a sentence. Decoder
iteratively predicts the next token starting from the
[START] token at the first iteration to predict the
token after the [START] token. Figure 1 depicts
the (k-1)th iteration of the decoder, where the vec-
tor for (k+1)th token is predicted. Decoder takes in
the k tokens preceding the (k+1)th token and passes
them to the Embedding layer which outputs a se-
quence of k vectors. These vectors are passes on
to a Recurrent layer where the final state vector is
concatenated with the sentence vector provided by
the Encoder. These concatenated output is passed
on to a Dense layer which outputs a vector with the
same dimension of the pre-trained embeddings.

Training loss is calculated at each decoding iter-
ation, using the mean squared error between the
predicted token vector and the actual vector ob-
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tained from pre-trained word embeddings. Cosine
similarity is used as the accuracy metric to evaluate
the similarity between predicted and pre-trained
word vectors.

The ability to predict the next token at each de-
coding step is based on the semantic meaning cap-
tured by the Encoder for the complete sentence and
the state captured by the Decoder’s Recurrent layer
about the tokens preceding the to-be-predicted to-
ken of the sequence.

3.5 STS Dataset for Legal Domain

Understanding the need of a labeled dataset for
legal domain to train and evaluate sentence em-
beddings. An STS dataset was prepared using
sentences taken from US Supreme Court criminal
cases and combining legal specific sentence pairs
taken from STS Benchmark dataset with the as-
sistance of a legal professional. Sample sentence
pairs taken from the prepared dataset is displayed
in Table 1.

Table 1: STS Legal Dataset - Samples
Sentence 1 Sentence 2 Score
Petitioner ex-
plained that his
actions were taken
in self-defense.

During the court
proceedings, plain-
tiff argued he was
only trying to save
himself.

4.25

He did not present
any evidence.

There were no ev-
idence to support
him.

3.25

The memorandum
argued that plain-
tiff was not a risk
to public safety and
that he had ac-
cepted responsibil-
ity for his crime.

Court hearing
raised concerns
about the public
safety.

1.5

First pair of sentences in Table 1 has a high
STS score because the semantic meaning is same
despite some content before the second sentence.
Second pair of sentences has somewhat lower
score since the first sentence doesn’t elaborate the
need for the petitioner to present evidence. It could
be about supporting himself or against the oppo-
nent party. Last sentence pair has a low score since
they are irrelevant despite the mention of public
safety.

3.6 Multi-task Model for learning Sentence
Embeddings

Since we have prepared a large dataset of case sen-
tences and obtained a labeled dataset of STS score
annotated sentence pairs, we focused on training
a model for multiple tasks. To make use of the
large set of unlabeled sentences, we defined a task
to determine whether a sentence is distorted or not.
Legal STS dataset is used for the task of predicting
the similarity between two sentences and evaluat-
ing against the STS score. We list down the two
tasks that the model is trained for:

• Noise added sentence discrimination

• Semantic similarity between a sentence pair

Noise addition process for sentences is done us-
ing a random word replacement algorithm. First, a
set of general english words is extracted from the
case sentence dataset. This set of words does not
contain any person names, organization names or
punctuation marks. Total number of general words
accounts for 17796.

This set of words is used to replace 20% of
words within each sentence by picking randomly.
With this word replacement, the semantic mean-
ing of the sentence is distorted. An example is dis-
played in Table 2.

Table 2: Noise Addition for Sentences

Original Sentence Distorted Sen-
tence

Plaintiff argued
that the district
court decision was
unreasonable.

Plaintiff guilty that
the district court an
was unreasonable.

50% of the sentence dataset is distorted by ran-
dom replacement and the label 1 is assigned for
each distorted sentence. Label 0 is assigned for
each original sentence.

According to Fig. 2, The model is trained
for sentence discrimination task and sentence pair
similarity task at each training step. Model shares
the same embedding layer and Recurrent Neu-
ral Network (RNN) layer for both tasks. Sen-
tence Dataset provides a batch of sentences con-
taining original and distorted sentences and from
the Dense layer output, the probability of a sen-
tence being either original or distorted is calcu-
lated. Discrimination loss is then calculated using
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Figure 2: Multi-task model Architecture

this probability and the actual label. At the same
training step, STS dataset provided a batch of sen-
tence pairs and the similarity calculator produces
the cosine similarity between the two vectors out-
put by RNN layer. STS loss is calculated using the
similarity value and the STS score provided by the
dataset. Model weights are optimized using both
Discrimination loss and STS loss.

This multi-task approach aims to train the model
to capture the semantics of the sentences while
preventing the model from over-fitting for STS
Dataset which is relatively small compared to Sen-
tence Dataset. Discrimination task force the model
to identify distortions only by looking at the sen-
tence vector provided by the RNN layer. STS task
trains the model to move vectors of similar sen-
tences closer in the vector space and irrelevant sen-
tences further away. This approach is suitable for
a setting where a large corpus of unlabeled data is
available along with a small set of labeled data and
the annotation cost is high to expand the labeled
dataset.

4 Experiments and Results

In this section we discuss the variations that
were done to identify most effective configura-
tions. Several variations were experimented with
the choice of word embeddings trained on general
corpus and legal domain corpus. Also few varia-
tions were also tested with the auto encoder model
to identify relatively better combination.

4.1 Pre-trained Word Embeddings

For our experiments, 3 types of word embeddings
trained on general corpora and the legal corpus of
10,000 US Supreme Court cases, are used to ini-

tialize the Embedding Layer of the Auto-Encoder
model. Pre-trained word embeddings on general
corpora are obtained from online sources.

• Word2Vec

• Glove

• FastText

In the token distribution for 10,000 cases, 52%
of the total sentences contain tokens within the
range 20 - 40. We will be referring to the word
embedding types trained on this legal corpus as
Word2Vec Legal, GloVe Legal and FastText Legal
for the purpose of distinguishing them from word
embeddings trained on general corpora.

4.2 Auto-Encoder Results
1000 US Supreme court cases consisting of
125719 sentences are used for the training and
evaluation of the Auto-Encoder model. Experi-
ments are done based on the word embedding type
and Recurrent layer type. All the variations listed
in Table 3 are trained for 20 epochs and measured
the results as a controlled experiment to choose the
relatively best variation for further training.

4.3 Multi-task Model Results
Multi-task Model of Noise Discrimination and
STS tasks is trained and evaluated using differ-
ent configurations of GRU layers. Accuracy and
F1 scores are recorded for Noise Discrimination
task and STS evaluation results are recorded using
Pearson and Spearman Correlation between pre-
dicted similarity value and the STS score. Table
4 displays the results.

5 Conclusion and Future Work

Despite the availability of massive amount of text
data, legal domain has inherent domain complexi-
ties and suffers from lack of annotated data. In this
research we have conducted experiments with sev-
eral variations to identify suitable sentence embed-
ding models for the legal domain with this low re-
source settings. Self supervised approach is lever-
aged to overcome the lack of annotated data in the
domain. This research serves as a preliminary step
towards getting a proper numerical representation
of a legal case. We intend to use the insights gained
from this research to advance the sentence embed-
dings for more accurate results, with the use of rel-
atively higher computational resources effectively.
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Table 3: Model Variation Metrics

RNN Type Units Word Embedding Train Cosine Sim. Validation Cosine Sim.

GRU 512

Glove 0.2663 0.2578

Word2Vec 0.2068 0.2033

FastText 0.3323 0.3299

Glove Legal 0.2776 0.2743

Word2Vec Legal 0.2358 0.2310

FastText Legal 0.2182 0.2153

Bi-GRU 512

Glove Legal 0.2550 0.2499

Word2Vec Legal 0.2249 0.2180

FastText Legal 0.2139 0.2097

Table 4: Multi-task Model Metrics

RNN Type Units Accuracy F1 (Original) F1 (Noisy) Pearson C. Spearman C.

GRU 512 92.21 91.94 92.46 46.81 48.09

GRU 768 93.70 93.71 93.70 57.62 51.34

LSTM 512 89.68 89.36 89.98 39.93 35.25

LSTM 768 92.73 92.52 92.92 34.35 28.76

We intend to make use of the derived sentence em-
bedding models to legal domain specific tasks such
as winning party prediction of legal cases.
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Abstract

This paper investigates deverbal com-
pounds in Japanese. Previous stud-
ies have discussed the classification
of deverbal compounds, which can be
classified according to their structure.
Some former investigations discovered
some generalizations on accents, ren-
daku, and direct verbalization. Here I
propose a generalization on direct ver-
balization and deaccentuation, combin-
ing two previous generalizations. I also
suggest that some deverbal compounds
do not have accents due to a functional
head, realized as a phonological floating
feature on (de)accentuation, by utiliz-
ing the Distributed Morphology (DM)
framework.

1 Introduction
Here I investigate morphological and phono-
logical aspects of Japanese deverbal (noun)
compounds¹. These deverbal compounds con-
sist of two components: non-head element
(dependent) and verb-infinitive noun head

¹Here, I use the term deverbal (noun) compounds
as referring to compounds of some word and a dever-
bal noun, setting aside the similar term synthetic com-
pounds, which is generally understood to mean more
specific compounds consisting of a noun and a (transi-
tive) verb.

(base verb), where the base verb stands for a
vowel-final verb stem or consonant-final verb
stem followed by the suffix -i (conjugation
form)². For example, (1a) and (1c) consist
of the dependent and the consonant-final base
verb kir, whereas (1b) consists of a dependent
azi and a vowel-final base verb tuke.

(1) a. hará
berry

+ kirí
cutting

→

harakirí
‘suicide with a sword’

b. azi
taste

+ tuké
adding

→ ajituke
‘seasoning’

c. ne
price

+ kirí
cutting

→ negiri
‘discounting’

d. usu
thin

+ kirí
cutting

→

usugiri
‘cutting into thin pieces’

e. kuruma
car

+ tome
stopping

→

kurumadome
‘roadblock’

As shown in (1c–1e), NV compounds can un-
dergo sequential voicing (rendaku). As well

²In this paper, I employ the Japanese system of Ro-
manization instead of phonetically rigorous transcrip-
tion. See Yamaguchi (2014), e.g., for detail.
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as other NN compounds, NV compounds gen-
erally obey (Motoori-)Lyman’s law.

(2) (Motoori-)Lyman’s Law (Lyman
1894): in a compound noun, if the
second constituent contains voiced
obstruent, it bleeds rendaku.

Semantically, these compounds denote vari-
ous entities and eventualities. For instance,
harakiri means an event of committing sui-
cide, whereas kurumadome denotes some en-
tity. These compounds behave as N(P)s but
partially have verbal properties. Moving on to
the verbal properties of deverbal compounds,
some of them can be used like a verb with the
light verb suru, as shown in (3a–3d).

(3) a. Syogun-wa
general-TOP

hara-kiri(-o)
berry-cutting(-ACC)

sita
did
‘A shogun committed a suicide.’

b. Yiding-wa
Y-TOP

banana-ni
banana-DAT

azi-tuke(-o)
taste-adding(-ACC)

suru
do.PRES

‘Yiding flavors banana.’

c. Elin-wa
E-TOP

kagu-o
furniture-ACC

ne-giri(*-o)
price-cutting(-ACC)

suru
do.PRES

‘Elin haggles furniture.’

d. Lukas-wa
L-TOP

niku-o
meat-ACC

sen-giri(-ni/*o)
thousand-cutting(-DAT/ACC)
suru
do.PRES
‘Lukas shreds meat.’

e. * Mary-wa
M-TOP

kurumadome(-o)
car-stopping(-ACC)

suru
do.PRES
Intended: ‘Mary parks.’

However, other deverbal compounds which
only denote entities or resultant of events (re-
sult nominals, Grimshaw 1990) cannot be
used like a verb, as shown in (3e). Following
Ito & Sugioka (2002), I will focus on deverbal
compounds denoting eventualities.

I will analyze these deverbal compounds
with Distributed Morphology (DM) frame-
work (Halle & Marantz 1993), focusing on de-
verbal compounds’ phonological and morpho-
logical behaviors. For example, some combi-
nation of a dependant and a base verb results
in two compounds that are phonologically and
semantically different. (4) exhibits the differ-
ent compounds from the same dependent zin
and base verb tori (Tatsumi 2016, 2021).

(4) zin + tori ‘spot + take’
a. zintóri ‘Tom Tiddler’s ground’
b. zindori ‘encamping’

It indicates that there is a morphological dif-
ference between these compounds.

The rest of the structure in this paper is
as follows. First, I review previous work on
Japanese deverbal compounds. Especially,
I focus on Yamaguchi (2014) and Tatsumi
(2016, 2021), which propose useful gener-
alization of deverbal compounds. Then I
will propose a generalization of deverbal com-
pounds in accents and direct verbalization. I
will integrate their ideas. Finally, I will sug-
gest an analysis of deverbal compounds in the
DM framework. Following Volpe (2005), I
will classify the structure base verbs into two
subcategories. Then I will analyze the deac-
cented deverbal compounds due to some func-
tional head, which is realized as a phonological
floating feature on (de)accentuation, by utiliz-
ing the DM framework.
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2 Previous studies
The previous investigations on deverbal com-
pounds have mostly focused on NV com-
pounds and their phonological aspects, espe-
cially rendaku and accentuation. Some earlier
papers discovered a phonological and morpho-
logical generalization of these compounds.

2.1 Argument and Adjunct Type
Sugioka (2002) and Ito & Sugioka (2002)
classify deverbal compounds (containing bi-
moraic base verbs) into two types. One is
called (Direct) Argument type, in which the
dependent corresponds to the internal argu-
ment, as in (5).

(5) mádo
window

+ hukí
wiping

→ madóhuki
wiping window

The other is called Adjunct type, in which the
first element does not correspond to the inter-
nal argument, as in (6).

(6) moppu
mop

+ hukí
wiping

→

moppubuki
wiping with a mop

Adjunct Type
The dependent modifies the base verb as an

adjunct in these deverbal compounds. Sugioka
(2002) and Ito & Sugioka (2002) argue that
this kind of deverbal compound generally un-
dergoes rendaku and is deaccented, as shown
in (6). They argued that these deverbal com-
pounds contain verbal noun as shown in below.

(7) VN

N
moppu

VN
buki

→ moppubuki

Argument Type
Sugioka (2002) and Ito & Sugioka (2002)

argue that this kind of deverbal compound

tends to undergo rendaku but have an accent,
as shown in (5). They analyzed these dever-
bal compounds as the nominalized V’ rather
than compounds of dependents and nominal-
ized base verbs.

(8) N

V’

N
zin

V
tori

→ zintóri

³

2.2 Corpus Studies
The analysis in Ito & Sugioka (2002) and Sug-
ioka (2002) is supported by subsequent corpus
studies, but they also obtained some results not
contained in previous work.⁴.

Complementary Distribution between
Accents and Rendaku

Yamaguchi (2014) surveyed some corpora
and found a complementary distribution be-

³However, as (1c) illustrates, there are Argument type
deverbal compounds that undergo rendaku, as shown in
(i).

(i) Argument type deverbal compounds which
undergo rendaku (Tagawa 2010)
a. misé + simai → misezímai ‘store + put away’

→ ‘closing a store’
b. úmi + hirakí → umibíraki ‘sea + open’ →

‘the beginning of a sea-bathing season’
c. tikará + soe → tikarazoe ‘power + attach’ →

‘helping’
d. kuti + tuké → kutizuke ‘mouth + put’ →

‘kissing’
e. toogé + koe → toogegoe ‘peak + go over’ →

‘crossing over a peak’
f. sina + kiré → sinagire ‘goods + go over’ →

‘being out of stock”

⁴Note that corpora used in these studies contain de-
verbal VV compounds, in which the dependent is also a
deverbal noun. This may affect the tendency of rendaku,
but it has something little in common with this paper.
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tween rendaku and accentuation in dever-
bal compounds containing the bi-moraic base
verb.

(9) Yamaguchi’s complementary
distribution
If a base verb in a deverbal compound
is bi-moraic, then rendaku and
accentuation exhibit complementary
distribution.

This generalization states that Japanese dever-
bal compounds always carry an accent or un-
dergo rendaku but not both.

Also, Yamaguchi (2014) discovered that
some deverbal compounds with tri-moraic
base verbs do not obey this distribution. That
is, deverbal compounds with trimoraic base
verbs strongly tend to have accents.

Tendency of Rendaku
Fukasawa (2020) carried out a corpus study

and found the base verbs with particular ten-
dencies to undergo rendaku in (external- and
internal-) argument type environment, which
is summarized in (10).

(10) a. −R verbs (tend to avoid rendaku):
kiri ‘cutting’, tuki ‘attaching’,
kakusi ‘hiding’, tataki ‘hitting’, ...

b. +R verbs (tend to undergo
rendaku):
tome ‘stopping’, kaesi ‘returning,
kaki ‘writing’, kosi ‘passing’, ...

According to her statistical result, VV com-
pounds also tend to avoid rendaku. However,
the avoidance of tendency in these compounds
is weaker than in Argument type compounds.

2.3 DM Approaches
Moreover, some deverbal compounds can be
used as a verb without the light verb suru. In-
stead, they can be directly verbalized in the
sentence.

(11) a. Hanako-wa
H-TOP

syoohin-o
grocery-ACC

negiru
bargain.PRES
‘Hanako beats down the price of
groceries.’

b. Taro-wa
T-TOP

sakura-no
sakura-GEN

sita-o
bottom-ACC

zindoru
encamp.PRES
‘Taro stakes out a spot under a
cherry blossom.’

Unlike the examples in (3), in each sentence
of (11) deverbal compounds are used as a verb
directly. I will call these verbal use verbal
derivative, to distinguish it with light verb
construction. Tatsumi (2016, 2021) analyzed
these deverbal compounds within phase-based
Distributed Morphology (Arad 2003). In his
analysis, all Adjunct type deverbal compounds
and some Argument type deverbal compounds
with rendaku contain a constituent that con-
sists of at least two Roots without any inter-
vening phase head, shown in (12).

(12) n

(v)

√

√
NE

√
KIR

(v)

n

→ negiri

Then he proposed a generalization on the ver-
bal use of NV compounds.

(13) Tatsumi’s (2016) Observation
If a noun-verb deverbal compound is
used as a verb, it shows sequential
voicing unless it violates
Motoori-Lyman’s Law⁵.

⁵Tatsumi (2016, 2021) pointed out that there are some

506



This means that if a direct argument type com-
pound can be verbalized without a verbalizer
suru‘do’, it undergoes rendaku.

(14) a. ne
price

+ kirí|kíru
cutting|cut.PRES

→

negiri|negíru
‘bargaining’|‘bargain’

b. ziń
spot

+ torí|tóru
taking|take.PRES

→

zindori|zindóru
‘encamping’|‘encamp’

c. awá
bubble

+ tatí|tátu
standing|stand.PRES

→

awadati|awadátu
‘lathering’|‘bubble’

This structure allows direct verbalization.

(15) TP

vP

√

√
ZIN

zin

√
TOR
tor

v

T
-u

→ zindóru

If a noun-verb deverbal compond does not un-
dergo rendaku, then the deverbal compound
cannot be used as a verb without suru.

(16) a. * harakiru (cf. harakirí(-o)-suru)
b. * zintoru (cf. zintóri(-o)-suru)

He also suggests that other Argument type
compounds without rendaku can have a differ-
ent structure, as shown in (17). This compound
does not undergo rendaku since a projection of

(but few) exceptions for this observation.
a. kosi

hip
+ kake

hanging
→ kosikáke

‘stepping stone’
For instance, the above example does not undergo ren-
daku but allows direct verbalization kosikakéru. In this
paper, however, it is out of focus.

the phase head n intervenes between the depen-
dent and the base verb.

(17) n

X

mado

n

√
HUK n

→ madófuki

He argues that this structure allows compounds
neither to undergo rendaku nor to have verbal
use. Hasegawa & Oseki (2020) also proposed
a very similar analysis, arguing that a two-Root
constituent does not bare an accent⁶.

2.4 Interim summary
There are two findings on deverbal com-
pounds.

(9) Yamaguchi’s complementary distri-
bution
If a base verb in a deverbal compound
is bi-moraic, then rendaku and accen-
tuation exhibit complementary distribu-
tion.

⁶These analyses seem to assume the intuition that
closely connected constituents feed (sequential) voicing.
This implies that if the two Roots are sisters, then the sec-
ond one undergoes (sequential) voicing if morphophono-
logical restrictions such as Motoori-Lyman’s law are re-
spected. Crucially, there are counterexamples against
this conclusion, where only a two-Roots constituent un-
dergoes rendaku. They evidently contain a non-Root de-
pendent.

(i) mi-kake + taosi→ mikakedaosi ‘appearance +
bringing down; not as good as it looks’

(ii) kaw-ar-i + hae→ kawaribae ‘replacement + good
looking; improvement’

As for (i), mikake consists of at least two stems; mi and
kake. If we assume Tatsumi’s hypothesis and analyze
mikake as a single Root, then each mi and kake must be a
Root, and compounds of them should undergo rendaku.
If mikake is not a single Root, then it might be predicted
that taosu does not undergo rendaku. However, both pos-
sible analyses fail to predict the form mikakedaosi. Sim-
ilarly, since kaw-ar-i contains an intransitive marker -ar,
the dependent in (ii) is not a Root.
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(13) Tatsumi’s observation
If a noun-verb compound allows direct
verbalization and its base verb is ren-
daku-capable, the compound undergoes
rendaku.

These generalizations seem to complement
each other, but you can find several exceptions
against both of them: deverbal compounds
shown in (18). They do not undergo rendaku or
have an accent but allow direct verbalization.

(18) NV compounds allowing direct verbal-
ization
a. azi

taste
+ tuké|tukéru

attaching|attach.PRES
→

azituke|azitukéru
‘seasoning’|‘flavor’

b. maru
circle

+ tuké|tukéru
attaching|attach.PRES

→

marutuke|marutukéru
‘grading’|‘mark as correct’

c. húu
seal

+ kirí|kíru
cutting|cut.PRES

→

huukiri|huukíru
‘{releasing|release} (a film)’

d. áku
evil

+ taré|taréru
dropping|drop.PRES

→

akutare|akutaréru
‘verbal abuse’|‘behave badly’

e. kotó
thing

+ kaki|káku
lacking|lack.PRES

→

kotokaki|kotokáku
‘shortage’|‘lack’

In the next section, I will propose an integrated
generalization which can cover these exam-
ples.

3 Integrated generalization
I do not offer any new observations or analy-
ses of rendaku but discuss a relationship be-
tween direct verbalization and accents. Ya-
maguchi’s complementary distribution entails

that if a deverbal compound undergoes ren-
daku, it also undergoes deaccentuation. Then
I propose an integrated generalization of the
statements from Yamaguchi’s distribution and
Tatsumi’s observation.

(19) Yamaguchi-Tatsumi’s generalization
(to be revised)
If a noun-verb compound allows direct
verbalization and its base verb is
rendaku-capable and bimoraic, then
the compound (denoting eventualities)
has no accent.

The examples in (14), which obey Tatsumi’s
original observation, also follow the proposed
generalization. Besides, some of the coun-
terexamples against Tatsumi’s observation are
subject to this generalization. The examples in
(18) contain rendaku-capable base verbs, and
NV compounds in (18) allow direct verbal-
ization.Tatsumi’s observation does not predict
(18) since they do not undergo rendaku. How-
ever, (18) obey the generalization (19) since
they are deaccented.

The generalization is also applicable to
many compounds consisting of nominal de-
pendents and rendaku-incapable base verbs,
which allow direct verbalization.

(20) X = N cases
a. na

name
+ nori|noru

riding/ride.PRES
→

nanori|nanóru
‘{giving|give} one’s name’

b. katá(ho)
one side

+ yori|yoru
approaching/approach

→ katayori|katayóru
‘deviation’|‘lean over’

Moreover, the proposed generalization covers
a lot of XV compounds (X = V, Adj), which al-
low direct verbalization. Especially, according
to Fukasawa (2020), VV compounds tend to
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avoid rendaku, although their behavior is sim-
ilar to adjunct type deverbal compounds. This
tendency is weaker than Argument type VCs
but not covered by Tatsumi’s original observa-
tion. It is, however, compatible with my pro-
posal: Yamaguchi-Tatsumi’s generalization.

(21) X = V cases
a. kiki

listening
+ torí|tóru

taking|take.PRES
→

kikitori|kikitóru
‘{hearing|hear} what others say’

b. uti
hitting

+ kirí|kíru
cutting|cut

→

utikiri|utikíru
‘finish’

c. mi
seeing

+ hari|haru
spreading|spread.PRES

→

mihari|miharu
‘watch’

(22) X = Adj cases
a. chiká(-i)

near
+

yori|yoru
approaching|approach.PRES

→

chikayori|chikayóru
‘getting closer’|‘go closer’

b. taká(-i)
high

+ nari|náru
ringing|ring.PRES

→

takanari|takanáru
‘fast beating’|‘beat loudly’

Therefore, (19) will be revised in the follow-
ing way.

(23) Yamaguchi-Tatsumi’s generalization
(final) If an XV compound allows
direct verbalization and its base verb is
bimoraic, then the compound (denoting
eventualities) has no accent.

Note that deverbal compounds which do not
undergo rendaku or have accents, shown in

(24), do not obey Yamaguchi’s (2014) com-
plementary distribution. However, they are no
longer counterexamples against the proposed
generalization (23).

(24) Deaccented deverbal compounds
without rendaku
a. ika + turi→ ikaturi ‘squid +

fishing; fishing squids’
b. kuti + kirí→ kutikiri ‘mouth +

cutting; opening’

In summary, the lastly proposed generaliza-
tion covers these XV compounds regardless
rendaku-capability:

• Argument type NV (tend to avoid ren-
daku)

• Adjunct type NV (tend to undergo ren-
daku)

• VV (tend to avoid rendaku)

• AdjV

4 Towards a DM analysis

Following Volpe’s (2005) analysis of Japanese
verbs, I assume that a base verb consists of
several segments, including Roots, categorizer
heads such as n and v and Affixal Particle head
PART (den Dikken 1995), introducing Root-
derived and verb-derived distinction. All mor-
phological segments of each base verb shown
in (1a) and (1b) are in (25a) and (25b), respec-
tively. In (25b), -e is a transitive marker, while
the suffix -i in (25a) is analyzed as phono-
logical epenthesis with consonant-final Roots
(Poser 1984).

(25) a. Root-derived: kir√-i(-øv)-øn
n

√
KIR n
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b. Verb-derived: tuk√-ev-øn
n

PART

√
TUK PART

-e

n

Then, the example (1b) azituke ‘seasoning’ can
be analyzed as shown in (26).

(26) n

PART

X
azi

√
TUK

PART
-e

n

→ azituke

Going back to (10), Fukasawa’s findings on the
tendency of rendaku in base verbs, −Rendaku
verbs such as kiri, tuki, and tataki are possi-
bly Root-derived since they do not have any
overt transitivity morphology (kiri and tataki
cannot alter intransitive forms; tuki has a tran-
sitive alternation tuke and tukasi), while most
+Rendaku verbs such as tome and kaesi overtly
contain transitive markers, indicating that they
are verb-derived⁷.

⁷Note that though kakusi also contains a transi-
tive marker, it exceptionally avoids rendaku in modern
Japanese even if it appears in Adjunct type environment,
as shown in (i).

(i) hita(sura)
solely

+ kakusí
hiding

→

hitakakusi
‘hiding (a secret) at all costs’

In old Japanese, however, kakusi was allowed to undergo
rendaku.

(ii) omo
face

+ kakusi|kakusu
hiding|hide

→

omogakusi|omogakusu
‘{hiding|hide} one’s face’

Tatsumi’s (2016) observation correctly predicts the ren-

Following Trommer (2019), I will argue that
some floating feature H subtracts an accent in
deverbal compounds. I assume that H is an
exponent of some functional category. Based
on the findings in Yamaguchi (2014), it seems
straightforward to think that rendaku and deac-
centuation have equivalent initial status, and
that PART can be realized as such an exponent
involving lexical insertion of some (overt) tran-
sitivity morpheme.

(27) Possible analysis (to be revoked):
PART ↔ H + /-e/

However, the verbal derivatives shown in all
previous examples except (21c) have accents,
even though deverbal compounds are deac-
cented. Therefore, the above approach does
not work. Instead, I propose that the n is real-
ized as a floating featural element H that elim-
inates accents in a certain environment.

(28) Proposal: contextual allomorphy
a. H ↔ n / PART
b. ø ↔ n / elsewhere

This context-sensitive exponent in (28) allows
deverbal compounds to keep their original ac-
cents after direct verbalization since verbal
derivatives do not contain n⁸.

(29) T

PART

X
azi

√
TUK

PART
-e

T
-ru

→ azitukéru

daku in (ii) since it allowed direct verbalization.
⁸Oseki (2017) provides a more sophisticated analysis

of Japanese verbal morphology in the DM framework. I
leave the development of the proposed research incorpo-
rating his idea as future work.
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Note that as mentioned in Volpe (2005), bi-
moraic verbs are hard to use solely as a nom-
inal with verb-related meaning. Even though
they are used in conjugation form and they still
have an accent, deverbal compounds are differ-
ent from them.

5 Limitations
Although the coverage of Yamaguchi-
Tatsumi’s generalization is restricted to
deverbal compounds with bi-moraic base
verbs, some exceptions do not obey the
proposed generalization.

(30) Exceptional accented deverbal
compounds allowing direct
verbalization:
a. yokú

greed
+ hari|haru

spreading|spread.PRES
→

yokubári/yokubáru
‘grasping’|‘be greedy’

b. kosi
hip

+ kaké|kakéru
hanging|hang.PRES

→

kosikáke|kosikakéru
‘seating’|‘take (chair)’

However, one of the two previous generaliza-
tions still predicts them. Tatsumi’s observation
correctly predicts (30a), and (30b) obeys Yam-
aguchi’s distribution. Logically speaking, you
cannot find a counterexample that violates all
generalizations since when an accented dever-
bal compound undergoes rendaku, it cannot be
a counterexample of Tatsumi’s observation.

6 Conclusion
In this paper, I investigated Japanese de-
verbal compounds and proposed Yamaguchi-
Tatsumi’s generalization, arguing that dever-
bal compounds which allow direct verbaliza-
tion does not have any accent. This property
can be explained in the DM framework by uti-
lizing contextual allomorphy.

The important problem is that most Japanese
deverbal compounds do not allow direct ver-
balization, unlike English synthetic com-
pounds. Tatsumi (2016, 2021) argued that
most of the argument type deverbal com-
pounds contain n as a unique functional head,
indicating that it is only used as a noun. How-
ever, many other compounds which undergo
rendaku and are deaccented do not allow direct
verbalization.

This paper and previous articles cited in this
paper mainly focused on NV compounds. As
you have seen, however, the proposed gener-
alization (23) is applicable to lots of deverbal
XV compounds. Further investigation should
be carried out on (de)accentuation in dever-
bal noun compounds, including VV and AdjV
compounds. Especially, VV compounds have
been widely investigated, but there is little con-
nection between research on NV compounds
and VV compounds.
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Abstract

We present the PagkataoKo Dataset, a new
dataset for Filipino Automatic Personal-
ity Recognition (APR) containing demo-
graphic, personality trait, and social media
data sourced from 3,128 Filipino Instagram
and/or Twitter users. As APR is focused
on processing an individual’s observable ac-
tions, we improve upon the previous Fil-
ipino APR dataset by collecting multimodal
data, as well as similar data expressed in dif-
ferent environments. In our paper, we de-
scribe our collection methodology and de-
tail the general characteristics of the dataset.
We also report the language characteristics
of the posts and highlight the presence of
multiple languages (e.g. English, Tagalog)
and code-switching – two aspects that make
Filipino APR difficult. Lastly, we discuss
how our dataset provides future work with
multiple options to explore in order to nav-
igate around the complexities found in Fil-
ipinos’ language usage.

1 Introduction

Automatic Personality Recognition (APR) is a
computing task that focuses on personality traits
(i.e. individual differences) and their externaliza-
tions (Vinciarelli and Mohammadi, 2014). The
task is rooted in the idea that traits influence
a person’s interactions in different environments
(Larsen and Buss, 2008); hence, a person’s ob-
servable actions contain traces of their traits, such
as how it is believed that important personality
characteristics and individual differences are en-
coded into one’s language (i.e. the lexical hypoth-
esis) (Goldberg, 1981; Tausczik and Pennebaker,
2010). As a computing task, APR, therefore, in-
volves the collection and processing of these ob-

servable actions and analysis (e.g. descriptive,
causal, predictive) of any traces of personality left
behind.

APR has received much attention over the past
two decades – leading to the exploration of many
different types of mediums (e.g. text, image,
audio) in which personality may have been ex-
pressed upon. Early work in APR mostly fo-
cused on studying language usage – with data
coming from conversation recordings (Mehl et al.,
2006; Mairesse et al., 2007), emails (Gill and
Oberlander, 2002), and essays (Pennebaker and
King, 1999; Argamon et al., 2005; Mairesse et
al., 2007). These early studies did not produce
high-performing predictive models nor did they
have a high volume of data to validate results
with but were at least able to show that indica-
tors of personality can be found in one’s language.
APR studies then branched out and explored other
sources of observable actions with a vast number
of studies gravitating towards social media plat-
forms, such as (but not limited to) Facebook (Gol-
beck et al., 2011b; Gosling et al., 2011; Wald et
al., 2012; Markovikj et al., 2013; Schwartz et al.,
2013; Kosinski et al., 2014; Park et al., 2015; Se-
galin et al., 2017), Twitter (Golbeck et al., 2011a;
Quercia et al., 2011; Rangel Pardo et al., 2015;
Liu et al., 2016; Skowron et al., 2016; Ong et al.,
2017; Samani et al., 2018), Instagram (Ferwerda
et al., 2015; Skowron et al., 2016; Lay and Ferw-
erda, 2018), Sina Weibo (Gao et al., 2013; Gun-
tuku et al., 2015), Flickr (Samani et al., 2018),
and general blogs (Nowson and Oberlander, 2006;
Nowson and Oberlander, 2007; Gill et al., 2009;
Yarkoni, 2010). Social media platforms have since
become a perfect source of data for APR given the
many different ways a person might interact within
the online environment.
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While more recent APR studies have gravitated
towards exploring neural network based methods
(Mehta et al., 2019), an area of opportunity within
APR that lacks attention is in studying social me-
dia data from Filipinos. Kemp (2021) noted that
individuals from the Philippines spent the most
time on social media – clocking in a little over four
hours a day on social media versus the global av-
erage of roughly 2.5 hours. This high usage is an
indicator that there is a high volume of observable
actions that can be collected from online Filipino
users. However, despite this upside, social me-
dia data from Filipinos can generally be consid-
ered hard to deal with when coming from a natu-
ral language processing perspective. Filipinos are
known to speak multiple languages (e.g. English,
Filipino, Cebuano, and a number of other Philip-
pine languages) and code-switch between these
languages (Caparas and Gustilo, 2017; Abastillas,
2018; Tighe and Cheng, 2018). A corpus con-
taining these language characteristics – coupled
with informal language usage usually found in so-
cial media and the low number of language re-
sources available for Philippine language process-
ing – presents quite a challenge when looking to
extract useful linguistic information related to per-
sonality.

Currently, only the dataset of Tighe and Cheng
(2018) is suitable for Filipino APR. Tighe and
Cheng (2018) produced a dataset containing text
data from 610, 448 tweets of 250 Filipino Twit-
ter users and were able to show that there were
indeed some traces of Conscientiousness and Ex-
traversion from term frequency inverse document
frequency (TFIDF) values. However, a follow-up
study by Tighe et al. (2020) showed that tuned
multilayer perceptron (MLP) models trained on
word embedding data (pre-trained and trained-
over) did not learn at all and performed poorly
when compared against MLPs using TFIDF. One
reason for the poor performance can be attributed
to the limited size of the data given their train-
test split led to an even smaller amount of data
for learning. It should be taken into considera-
tion that the methods of Tighe et al. (2020) per-
formed a limited analysis of the usage of word
embeddings – implying that more detailed stud-
ies need to be crafted to gauge the usefulness
of embedding-based approaches on Filipino text
data. Nevertheless, the dataset’s small size poses a
limitation when applying certain computing meth-

ods (e.g. neural network approaches). In addition
to the small data size, the dataset only contains
text data from one platform. Related literature has
shown that image data can also contain person-
ality traces and aid in modeling personality (Liu
et al., 2016; Segalin et al., 2017; Lay and Ferw-
erda, 2018). Also, a fusion of data – whether from
different types of data (e.g. image + text + ac-
count) and/or different sources of data (e.g. Twit-
ter + Instagram) – has produced better personal-
ity models against models using a single modality
or sources (Skowron et al., 2016; Samani et al.,
2018). The potential benefits of exploring differ-
ent data modalities and sources is an aspect that
the current Filipino APR dataset cannot provide to
any future studies.

To address the need for a larger and more flex-
ible data resource for Filipino APR, we created
the PagkataoKo Dataset. The dataset contains per-
sonality, demographic, text, image, and account
data from 3, 128 Filipino Instagram and/or Twit-
ter users. Participants were administered the Big
Five Inventory (BFI-44) to assess their trait scores
and were given the choice to share access to one
or both of their social media accounts’ data. The
novelty of our dataset lies in that the data is multi-
modal – capturing more observable actions than
the previous dataset – and is sourced from two
different platforms – capturing actions expressed
in two different environments. In our paper, we
discuss the methodology for collecting the data
and detail general data characteristics, as well as
temporal and language characteristics of the col-
lected posts. We also discuss design considera-
tions based on the characteristics of the data.

2 Collection Methodology

We extend the methodology of Tighe and Cheng
(2018) by also collecting image and account-
related data, aside from text data. We also gave
participants an option to share access to multiple
social media accounts, instead of just one. We
selected Twitter and Instagram as the sources of
observable actions because of how each platform
encourages different behavior – with Twitter be-
ing micro-blogging oriented and Instagram being
media-sharing oriented.

2.1 Personality Trait Representation

To assess trait scores, we used the Big Five Inven-
tory (BFI-44), a 44-item self-reported question-
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naire that measures the five dimensions of the Big
Five (John et al., 1991; John et al., 2008). These
five dimensions – sometimes collectively referred
to as OCEAN – include Openness, Conscientious-
ness, Extraversion, Agreeableness, and Neuroti-
cism. Each dimension or broad trait is associated
to about 8 to 10 Likert scale questions ranging
from 1 (strongly disagree) to 5 (strongly agree).
Computation of a trait’s score involves reversing
specific item scores and then computing the aver-
age score of a trait’s associated items – resulting
in a value that ranges from 1.0 to 5.0. We se-
lected the BFI for our study mainly because nu-
merous other APR studies utilized a questionnaire
that measured the Big Five. By standardizing the
representation of personality to the Big Five, any
results from our data would be easier to compare
with other studies.

2.2 Collection Tool

We created a web application that facilitated the
collection of demographic data, social media data,
and personality trait scores of our participants.
The application first presented individuals with the
initial collection formalities (e.g. consent form, di-
rections). After agreeing, participants would be
asked to grant our application permission to read
their social media data from either or both Twit-
ter and/or Instagram. The application would then
collect social media data by interfacing with each
platform’s respective APIs. Participants were then
presented a demographic questionnaire followed
by a personality test. The demographic questions
were presented to acquire the information we need
to describe and eventually filter the participants.
Only individuals 18 years old or above were per-
mitted to proceed with the collection. As for the
personality test, we implemented an online version
of the BFI-44. The application collected answers
to each of the 44 items, as well as the computed
Big Five scores. Participants were then shown
their personality scores compared against the trait
scores presented in Tighe and Cheng (2018).

For Twitter, our application would utilize the
Twitter API v1 to collect an individual’s most
recent 3, 200 tweets – a limitation of the API.
The application then discarded all retweets as we
were only concerned with tweets that were writ-
ten by the user; however, quoted tweets were re-
tained since these were written by the user. Aside
from tweet-level data, the application also col-

lected links to each participant’s profile picture, as
well as other account-related data (e.g. # of fol-
lowers / following). As for Instagram, our appli-
cation would utilize the Instagram Legacy API to
collect as many of a user’s posts as the API would
return. For each post, our application collected
both the caption and a link to the post’s image.
In the case that a post had multiple photos, only
the main photo was collected. As for posts that
contained videos, our application discarded them
as video data was not initially factored into the re-
search design. In addition to the post data, our
application collected a link to the profile picture
and other account-related data to their Instagram
account.

Links to images were collected instead of down-
loading the image itself to lessen the strain on
the web application especially as Instagram al-
lowed for the collection of all a user’s posts. Our
initial plan was to wait until the collection was
over before downloading all images; however, this
was a costly decision as we did not realize that
the URLs from both platforms changed over time.
The changing of an image’s URL could be due to
a user uploading a new profile picture after their
participation or the platform periodically refresh-
ing links. Because of this, we lost access to image
data from around 350 Instagram and 804 Twitter
users. Once we discovered this issue, we opted
to continue retrieving image links but we would
download images at the end of each day until the
end of the collection.

2.3 Time Frame and Sampling Methods

Our collection started on the 1st week of Jun. 2019
and ended on the 2nd week of Feb. 2020. We uti-
lized a mixed sampling approach centered on vol-
unteer sampling. We approached individuals with
idea that participating and disseminating word of
the research would generally be beneficial to the
research project. While not always highlighted in
the invites/advertisements, we would compute and
present the results of the personality test to each
participant who finished the entire collection – a
factor that proved useful in encouraging individu-
als to share the collection with their own networks
as we did not offer incentives.

From the start of the collection until the 1st

week of Oct. 2019, we performed convenience
sampling by posting information about the recruit-
ment within our immediate networks. Postings
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were made on different online platforms and by
reaching out to individuals in person. We also
achieved a minor snowball effect as our networks
helped propagate the recruitment to their own re-
spective networks. These initial efforts resulted in
the collection of data from 362 participants. After
which, we started online advertisement campaigns
to reach out to Filipinos outside of our immediate
network. We create ad campaigns that targeted in-
dividuals from the Philippines and had these ads
run on Facebook, Instagram, and Twitter. We ran
ad campaigns intermittently across the 2nd to 4th

week of October 2019. This resulted in an addi-
tional 1, 393 individuals. The initial success of re-
cruiting participants through ads led us to run ad-
ditional ads throughout the 1st week of Dec. 2019
and the 2nd week of Feb. 2020. By the end of our
collection, we were able to recruit and collect data
from 3, 186 participants.

2.4 Participant Filtering
Participants were included in the final dataset if
they signified that their nationality was Filipino.
We also included individuals who were mixed Fil-
ipinos or individuals who stated they were Filipino
and had one or more additional nationalities. Af-
ter filtering, we were left with a total of 3, 128 in-
dividuals. We discarded data from those who did
not qualify based on this filter.

2.5 Ethical Clearance
Our methods were reviewed and given clearance
by the Research Ethics Office of De La Salle Uni-
versity, Philippines. Individuals voluntarily gave
electronic consent to participate in our study and
their social media data was collected in accor-
dance with the developer policies of Twitter and
Instagram.

3 The PagkataoKo Dataset

The PagkataoKo1 Dataset is composed of demo-
graphics, personality trait scores, user-generated
data (e.g. post, tweet, profile pictures), and other
account-related metadata from 3, 128 Filipino In-
stagram and/or Twitter users.

3.1 Subgroups of Participants
We organize participants into four subsets based
on the social media account(s) they provided as

1Pagkatao is Filipino for personality, while ko refers to
one’s self or the word my. Hence, PagkataoKo is a play on
the popular dataset, myPersonality.

follows:

• I – All participants with Instagram accounts,

• T – All participants with Twitter accounts,

• I∪T – All participants (i.e. the union between
I and T or the universal set of participants),
and

• I∩T – All participants with both Instagram
and Twitter accounts (i.e. the intersection be-
tween I and T).

3.2 Participant Demographics
We report the participant demographics across all
four subsets in Table 1. We note that among
all participants, 17.1% gave access to both their
Twitter and Instagram accounts – leaving a ma-
jority (82.9%) of the participants unique to one of
the two social media platforms. In terms of age,
80.6%-84.9% of the participants across all sub-
sets were between 18-23. The Twitter subset has
a slightly younger age distribution in comparison
to the Instagram subset. As for sex, 75.0%-78.0%
of the participants across all subsets are female.
While most of the statistics on sex are relatively
stable across subsets, we note a slightly higher
percentage of females on Instagram and that there
were fewer people who decline to disclose their
sex if they granted access to both of their social
media accounts. Lastly, only 0.8%-1.3% of partic-
ipants across all subsets declared their nationality
as Filipino and one or more nationalities.

3.3 Personality Trait Score
We report descriptive statistics of the personality
trait scores of all participants in Table 2 and vi-
sualize the score distributions in Figure 1. All
trait score distributions are unimodal and approxi-
mately symmetric with skewness values > −0.40
and < 0.04. We also report the Cronbach’s al-
pha values for each trait in order to how consis-
tent our participants were answering the Big Five
Inventory (i.e. internal consistency). The alpha
values indicate good reliability for Extraversion
and Neuroticism, acceptable reliability for Con-
scientiousness and Agreeableness, and question-
able reliability for Openness. As for correlation
coefficients, most values showed negligible corre-
lation. When coefficients weren’t negligible, val-
ues showed low correlations, such as with Agree-
ableness and Conscientiousness, Neuroticism and
Conscientiousness, Neuroticism and Extraversion,
and Neuroticism and Agreeableness.
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Demographics I∪T I T I∩T

Count 3,128 1,380 2,283 535
Age

Mean 21.2 21.4 21.0 21.2
SD 3.9 3.7 3.9 3.5
Age range

18-20 53.9% 49.3% 55.9% 50.1%
21-23 29.3% 31.3% 29.0% 33.3%
24-26 9.3% 10.7% 8.5% 9.5%
≥27 7.5% 8.8% 6.6% 7.1%

Sex
Male 21.0% 20.0% 22.0% 22.6%
Female 76.1% 78.0% 75.0% 76.3%
Intersex 0.5% 0.3% 0.6% 0.4%
Declined1 2.4% 1.7% 2.5% 0.8%

Nationality
Filipino 99.2% 99.1% 99.1% 98.7%
Mixed2 0.8% 0.9% 0.9% 1.3%

1 Those who declined to disclose their biological sex.
2 Those who were Filipinos and had one or more other

nationalities.

Table 1: The demographic statistics across all four
subsets of participants: the universal set of all par-
ticipants (I∪T), the set of participants with In-
stagram accounts (I), the set of participants with
Twitter accounts (T), and the set of participants
with both Instagram and Twitter accounts (I∩T).

3.4 General Data Characteristics

We summarize general statistics of user-generated
data (e.g. posts, profile pictures) and account-
related metadata (e.g. number of followers / fol-
lowing) across each of subgroup of participants in
Table 3.

For the Instagram subset, the distribution of to-
tal collected posts per user is positively skewed
with 72% of the subset having a total post count
less than the mean (i.e. < 149.55) and 89% of
the subset having fewer than one standard devi-
ation plus the mean (i.e. < 377.03). There are
71 Instagram users with 0 posts and 75 Instagram
users with total posts more than two standard de-
viations plus the mean (i.e. > 597.55). As for the
posts themselves, only 83% of all collected posts
have an image and 91% of the posts have a cap-
tion. Ideally, each post should have an associated
image as one cannot post on Instagram without an
image; however, we incurred a 17% loss in col-

lectable image data due to the image link down-
load issue discussed in Section 2.2. This issue
also explains the missing 350 profile pictures. As
for the missing 9% of posts without captions, we
note that Instagram treats captions as an optional
field when posting; hence, these posts really did
not contain any text data. As for account-related
data, we were only able to collect the total account
recorded posts and the user’s following count. In-
stagram’s Legacy API was in the process of depre-
ciating at the time of collection and did not allow
for other metrics to be collected.

As for the Twitter subset, the distribution of
total collected tweets per user is bimodal with
roughly 49% of the subset falling between the
2200-3100 tweet count range and roughly 22% of
the subset falling between the 0-600 range. There
are 28 users with 0 tweets and 32 users with 3100-
3200 tweets. Unlike posts on Instagram, all tweets
contain text data. However, similar to the case
with the Instagram subset, 804 users are missing
a profile picture due to the image link download
issue. As for account-related data, we were able
to collect and report the total account recorded
posts, following count, followers count, and fa-
vorite count.

Of the total 3, 128 participants, only 17% of
the participants granted access to both their In-
stagram and Twitter accounts. This subset re-
tained 39% and 25% of the Instagram and Twitter
posts, respectively. Despite the significant reduc-
tion in size, the subset’s statistics are comparable
to each platform’s own subsets when factoring in
that there are fewer outliers.

3.5 Temporal Characteristics of Post Data

We report the distribution of collected posts/tweets
created per year for both social media platforms in
Figure 2. As we collected as many posts/tweets
as allowed, the Twitter data contains tweets made
within an eleven-year period (2009 to 2020), while
the Instagram data contains posts made within a
ten-year period (2010 to 2020). The distribution of
Instagram posts is approximately symmetric and
peaks in 2016 (n = 37, 717), while for Twitter, the
distribution of tweets is left-skewed and peaks in
2019 (n = 1, 560, 201). Both distributions show a
sharp drop off in 2020 due to the collection ending
in Feb 2020.
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Traits Mean SD Alpha
Pearson Correlation Coefficient

O C E A N

O 3.7893 0.4837 0.6780 1.0000
C 3.0984 0.6130 0.7844 0.1700 1.0000
E 3.0066 0.7550 0.8249 0.1677 0.1379 1.0000
A 3.5383 0.6075 0.7269 0.1309 0.2916 0.1907 1.0000
N 3.4427 0.7462 0.8102 (0.1126) (0.3695) (0.2327) (0.3016) 1.0000

Table 2: The mean, standard deviation, Cronbach’s alpha, and Pearson correlation coefficients of each
personality trait – Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism – with
respect to all 3, 128 participants.
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Figure 1: Personality trait score distribution of all 3, 128 participants for each of the Big Five. The x-axis
measures the raw trait scores, while the y-axis measures the number of individuals per bin. The red line
represents the mean.
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Figure 2: Histograms of dataset’s posts made per year from Instagram (left) and Twitter (right)

3.6 Language Characteristics of Post Data

To highlight the multilingual aspect of our dataset,
we observe language information at two levels:
the entire post (document-level) and the individ-
ual words found in each post (word-level). In
its raw form, the dataset only contains document-
level language information for the Twitter data
as this information was provided when collect-
ing tweets via Twitter’s API. To observe language
information across the entire dataset, we process
the text data to extract language information. We
limit our observation to the following eight Philip-
pine languages: Bikol, Chavacano, Cebuano, En-
glish, Iloko, Kapampangan, Tagalog, and Waray.

While there are more Philippine languages than
listed, these eight languages have some support
from available language resources.

Data Pre-processing. For each individual post,
we remove tokens with questionable or no lan-
guage information, such as emojis, hashtags, user-
names, URLs, and punctuation. We also lower-
case all characters to reduce typical noise found in
social media data. After the initial cleaning, we
discarded all documents that were empty strings
or contained only white space characters. This
left us with 168, 723 posts from Instagram and
3, 979, 010 tweets from Twitter. We would like to
note that pre-processing was done solely to extract
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Platform Data Statistics
I T I∩T

n = 1, 380 n = 2, 283 n = 535

Instagram Collected Posts Total 195,757 - 76,697
Average 141.85 - 143.36
SD 224.00 - 232.65
Min / Max 0 / 1,902 - 0 / 1,902
# w/ Caption 178,650 - 72,266
# w/ Image 162,500 - 60,070

Acct. Recorded Posts Average 146.60 - 144.59
SD 267.99 - 232.99
Min / Max 0 / 5,680 - 0 / 1,902

Following Count Average 470.39 - 449.47
SD 442.85 - 373.69
Min / Max 0 / 6,338 - 0 / 4,427

Profile Pictures Total 1,030 - 385

Twitter Collected Tweets Total - 4,018,628 1,033,089
Average - 1,760.24 1,931.01
SD - 1,016.71 987.62
Min / Max - 0 / 3,185 0 / 3,185

Acct. Recorded Tweets Average - 8,003.57 9558.45
SD - 12,260.68 13,338.02
Min / Max - 0 / 162,738 0 / 103,381

Following Count Average - 289.48 321.69
SD - 335.83 318.62
Min / Max - 0 / 7,079 0 / 3,501

Followers Count Average - 333.93 320.58
SD - 1,023.46 393.51
Min / Max - 0 / 29,328 0 / 3,433

Favorites Count Average - 8,517.47 8,886.03
SD - 12,252.05 10,734.24
Min / Max - 0 / 193,119 0 / 91,012

Profile Pictures Total - 1,479 333

Table 3: Data characteristics of user-generated and account-related data across three participant subsets:
all participants with Instagram accounts (I), all participants with Twitter accounts (T), and all participants
with both Instagram and Twitter accounts (I∩T). The size of each subset (n) is also indicated.

language characteristics and that the raw data still
contains this information.

Document-level Language Information. We
extract document-level language tags using two
language identifiers: Polyglot (Al-Rfou et al.,
2013) and FastText (Joulin et al., 2016b; Joulin et
al., 2016a). FastText supports all languages within

our scope but forces a language tag even when it’s
uncertain. On the other hand, Polyglot covers all
languages except Bikol, Chavacano, and Iloko and
includes an Undefined tag when it lacks in con-
fidence. Using the identifiers’ output, we label
a document based on the language tag with the
highest confidence. When a language tag is out-

519



side of our scope, we assign the Others tag. Spe-
cific to Twitter data, we utilize the language meta-
data tag returned by Twitter’s API, referred to as
Twitter Tag, as a third language tag. The Twit-
ter Tag only covers English and Tagalog and in-
cludes an undefined tag. After language extrac-
tion, we measure agreement among the assessed
document-level tags through a Majority Vote (i.e.
agreement > 50%). If there is agreement among
the tags, we assign the language tag. Otherwise,
we assign a Conflict tag.

We summarize the results of our document-
level language extraction in Table 4. The results
show that English and Tagalog are the top two
languages found on both platforms. English has
a significantly higher usage on Instagram with a
majority vote at almost 75.6% compared against
the 47.9% majority vote on Twitter, while Tagalog
has a significantly higher usage on Twitter (major-
ity vote at 32.7%) versus that on Instagram (ma-
jority vote at 4.3%). As for the other Philippine
languages, we note they occur significantly less
often with Cebuano and Waray coming in third
and fourth most used on both platforms. While
this might indeed be true for the dataset, we take
into consideration that different language identi-
fiers do not align with each other – causing the
majority vote to be low or result in zero. We also
note that the extracted tags did not reach an agree-
ment for 19.4% of the Instagram data and 17.0%
of the Twitter data. Documents that fall under this
category typically contain textspeak or some form
of code switching between English and Tagalog.

We note that the Polyglot and FastText num-
bers are relatively similar despite the differences
in their respective outputs; however, one glaring
issue we would like to highlight is how Twitter
Tag vastly differs from the two language identi-
fiers. Twitter Tag indicates that there are 9.9%
more Tagalog tweets than English, while num-
bers from Polyglot and FastText indicate that there
are around two times more English than Taga-
log tweets. Unfortunately, there are no specifics
on how Twitter’s language identifier works, but
we speculate that Twitter uses different pre-
processing techniques from our methods or uses
information only accessible to Twitter.

To gain a better understanding of the issue, we
performed a brief inspection of the Twitter docu-
ments. When agreement was reached, we note that
75% of the English tweets and 53% of the Taga-

log tweets had perfect agreement across the three
tags. These documents have a dominant language
with respect to both the grammar and vocabulary.
When there is disagreement between Twitter Tag
and the other language identifiers, we note that it
is rare (< 0.05% of the total tweets) for Twitter
Tag to output English when Polyglot and FastText
output Tagalog. On the other hand, almost 9%
of the total tweets are labeled Tagalog by Twit-
ter Tag when the the other two language identi-
fiers agree on English. We observe that it is gen-
erally harder to determine these documents’ lan-
guage due to multiple factors, such as a balanced
mix of words from both languages, multiple sen-
tences following different grammar structures, and
noise usually found in social media text. Based on
our manual observation, we gained greater confi-
dence in Twitter Tag particularly when it comes
to the Tagalog labels. We also view Polyglot and
FastText as sufficient off-the-shelf language iden-
tifiers but that they have a tendency to favor the
English label. Hence, we caution interpreting the
numbers too strictly and advise to keep in mind
that the language characteristics of the data can
be quite complex. Additionally, while these issues
were solely observed on the Twitter data, we assert
that the same issues with Polyglot and FastText
may apply to the Instagram data but to a lesser ex-
tent.

Word-level Language Information. To ob-
serve word-level language information, we ex-
tracted the tokens and word types from our text
data. We then compared how many tokens and
vocabulary were found in a Philippine language
word reference or dictionary. To serve as our ref-
erence, we used the words found in FastText’s
pre-trained word vectors (Grave et al., 2018) as
there are resources for the languages within our
scope except for Chavacano. We note that while
FastText is a convenient resource, the word vec-
tors’ vocabularies are not unique from each other
as they were trained on data from Wikipedia and
CommonCrawl, which most likely included words
from other languages.

We summarize the results of our word-level lan-
guage information in Table 5. For the Twitter data,
we note that the Tagalog word vectors provide
the best coverage – providing vectors to 93.4%
of our tokens, as well as 15.4% of the vocabu-
lary. English comes in at a close second place
covering 88.8% of the tokens and 15.1% of the
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Language
Instagram (n = 164, 044) Twitter (n = 3, 870, 153)

PG FT MV PG FT TT MV

Bikol - 0.00% 0.00% - 0.01% - 0.00%
Chavacano - 0.01% 0.00% - 0.01% - 0.00%
Cebuano 0.48% 0.81% 0.12% 3.15% 2.99% - 0.86%
English 82.56% 81.29% 75.58% 54.13% 54.15% 40.41% 47.94%
Iloko - 0.04% 0.00% - 0.22% - 0.00%
Kapampangan 0.00% 0.00% 0.00% 0.00% 0.02% - 0.00%
Tagalog 6.68% 5.88% 4.32% 26.89% 24.12% 50.26% 32.66%
Waray 0.40% 0.14% 0.01% 1.27% 0.77% - 0.04%
Others 8.29% 11.82% 0.56% 13.96% 17.71% 6.26% 1.08%
Undefined 1.59% - 0.00% 0.60% - 3.06% 0.38%
Conflict - - 19.41% - - - 17.01%

Table 4: The document-level language information of Instagram and Twitter documents. Language
identifiers used were Ployglot (PG) and FastText (FT). Twitter’s language metadata tag, referred to as
Twitter Tag (TT), was also reported. Tag agreement was measured using a Majority Vote (MV) approach.
Blank marks (’-’) indicate the language identifier does not support the category.

vocabulary. As for Instagram, we are less certain
of the word vector that provides the best coverage
as English word vectors cover the vocabulary the
most at 48.0% (versus Tagalog’s 46.2% coverage),
while the Tagalog word vectors cover the tokens
the most at 94.7% (versus English’s 94.6% cov-
erage). As for the other Philippine languages, we
note that the Waray word vectors come in a defini-
tive third place both in terms of tokens and vo-
cabulary coverage across the two platforms. After
Waray, the ranking starts to vary across platforms.
However, one observation we would like to point
out is that the Cebuano word vectors have a higher
token coverage (72.1%) on Twitter in comparison
to the numbers of Iloko (68.1%) and Kapampan-
gan (71.3%) despite having the second lowest vo-
cabulary coverage at 2.9%. We speculate that the
word vectors of Iloko and Kapampangan may have
a sizeable overlap with other languages and that
the higher token coverage may be an indicator that
the Cebuano word vectors are able to capture a
number of Cebuano function words.

4 Discussion and Future Directions

The PagkataoKo Dataset is a novel dataset for
Filipino Automatic Personality Recognition that
contains demographics, personality trait scores,
and social media data from 3, 128 Filipinos. The
dataset is an improvement over the dataset of

Tighe and Cheng (2018) having 12.5 times more
participants and sourcing social media data from
more than one platform. It has yet to be seen
how much personality information is present in the
dataset and how well personality models can com-
pare against that of Tighe and Cheng (2018) and
Tighe et al. (2020); however, solely based on the
amount of data present, our current dataset pro-
vides a wider foundation to study how personality
can manifest in the social media data of Filipinos –
particularly as there are different forms of observ-
able actions (e.g. text and image data from posts)
and similar types of data expressed in different en-
vironments (e.g. language usage on Twitter and
Instagram, profile picture usage on Twitter and In-
stagram).

While there is much potential in the dataset,
there are a number of challenges that need to
be carefully studied. First, descriptive statistics
of the personality trait scores show that Open-
ness has questionable reliability – raising the is-
sue of whether or not the questionnaire is appro-
priately capturing the dimension. While collecting
data using different personality instruments is in-
deed an option for future studies, we believe there
may be additional insights that can be extracted
by conducting APR by studying individual ques-
tionnaire item answers aside from the computed
trait score. Second, the temporal characteristics
of the posts show data spanning multiple years.
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Platform Token Count /
Vocabulary Size

% Found in FastText Word Embeddings

BCL CEB EN ILO PAM TL WAR

Instagram Tokens 1,786,309 74.8% 77.0% 94.6% 76.6% 80.5% 94.7% 82.0%
Vocab 92,030 11.5% 11.9% 48.0% 13.3% 15.2% 46.2% 18.2%

Twitter Tokens 33,451,199 68.1% 72.1% 88.8% 68.1% 71.3% 93.4% 75.0%
Vocab 719,927 2.6% 2.9% 15.1% 3.2% 3.1% 15.4% 4.4%

Table 5: The percentage of tokens and vocabulary of each platform found in FastText’s pre-trained
word vectors across Bikol (BCL), Cebuano (CEB), English (EN), Iloko (ILO), Kapampangan (PAM),
Tagalog (TL), and Waray (WAR). The total number of tokens and vocabulary size per platform are also
indicated.

While personality traits are known to be relatively
enduring across time (Larsen and Buss, 2008),
traits aren’t immune to change even through adult-
hood (Roberts and Mroczek, 2008). Additionally,
Arnoux et al. (2017) was able to show that there
is merit in exploring a shorter number of docu-
ments for personality prediction; however, their
work mainly focused on English data. We spec-
ulate that more data might be needed to account
for the noise brought about by code-switching
found in our dataset. Hence, we encourage fu-
ture work on APR to explore how the recency of
one’s posts might have an effect on APR predic-
tion models. Third, the data characteristics show
that there are a number of participants with either
zero or a very low number of data points. Cou-
pled with missing image data and, specific to In-
stagram, missing text data, future studies in Fil-
ipino APR would need to conduct experiments to
find appropriate thresholds that determine when
there’s enough data to analyze one’s personality
and/or design a framework for APR that can han-
dle missing data. Lastly, the language characteris-
tics of the post data show that future studies work-
ing on the PagkataoKo dataset should primarily
focus on extracting information from Tagalog and
English text data because these languages were the
most prevalent. While it would be of particular in-
terest to study manifestations of personality in the
other Philippine languages, the collection methods
did not result in a sizeable amount of text data to
study the other Philippine languages. Regardless,
the nature of how Filipinos write on social media
poses a serious challenge to text processing given
multiple posts of a user could be in different lan-
guages or contain code-switching. We encourage
future Filipino APR studies to focus on experi-

menting with methods to handle multilingual data
– whether through combining language resources
or by exploring language-independent approaches.
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Abstract

Community Question Answering (CQA) fo-
rums are a popular place for open-ended
question-answers and discussions by the pub-
lic. Popular question answering sites have
become a one-stop solution for the diverse
information-seeking needs of the netizens.
However, it is quite common that users some-
times ask the same question which may have
been posted before and appropriately an-
swered by the community members. It is
not uncommon for users to perform an im-
proper search and pose the same question
again. Community members start responding
to that question; however, the answer may al-
ready have been proposed previously on a dif-
ferent thread. When two questions are get-
ting at the same problem, community mem-
bers (moderators) in the forum often flag one
as a duplicate of the other to help route traf-
fic to high-quality novel questions and their
correct answers. However, they usually do
this manually based on the novelty or redun-
dancy of the question. In this work, we try
to mitigate this problem of detecting semanti-
cally equivalent non-novel questions automat-
ically and flagging those. We also propose
an approach to identify novel questions from
CQA forums so that only the novel questions
and corresponding answers threads stay, and
semantic duplicates are removed. We make
use of a Dynamic Memory Network (DMN)
to assimilate information from multiple source
questions to answer whether a new question
is novel or a semantically equivalent question
already exists. We introduce a new dataset
for semantic-level novelty detection on com-
munity question answering. Our proposed ap-

proach attains performance improvements of
+6.64% in terms of accuracy and +9.09% in
terms of averaged F1 score over recent textual
novelty detection methods. We would make
our newly created dataset and the proposed
approach available at https://github.
com/edithal-14/DMN-Novelty.

1 Introduction

Community Question Answering forums are a con-
venient source of information for web users. Users
post their questions on the forum, and fellow com-
munity members help them with pointers or answers
to their diverse information needs. However, with
the rapid growth of content within those websites,
redundancy has become a problem. Unaware of
existing solutions, users pose questions on a new
thread that may already have been resolved in an ex-
isting thread. Such activity is widespread, and un-
aware community members start interacting on the
new thread with solutions/pointers that may have al-
ready been discussed on an older thread. Usually,
CQA forums have moderators who flag such non-
novel questions and route the users to the existing
solutions on the forum. To channel traffic to high
quality and novel questions and answers on the fo-
rum, it is important to weed out redundancies and
non-novelties.

Most of the CQA platforms request the users to go
through the previously asked questions before post-
ing a new question and post their question only if a
similar question does not exist. But expecting such
due diligence from each and every user is a tall ask
in itself. Moreover, manually tagging questions as
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duplicates also requires a lot of effort on the moder-
ators. This necessitates automatic techniques for ef-
ficient identification of non-novel or duplicate ques-
tions. Such a system could be used to tag and merge
the duplicates out of the already asked questions and
alert the users to the existence of a potential dupli-
cate question while attempting to post a new ques-
tion.

We leverage the DMN+ model (Xiong et al.,
2016a) which proposed modifications to the input
module and memory module of the original DMN
framework (Kumar et al., 2016). Also, we extend
the usage of DMN from word embeddings to sen-
tence embeddings. We use the Infersent sentence
encoder (Conneau et al., 2017) trained on the se-
mantically rich SNLI corpus using GloVe word vec-
tors. Experimental results show significant improve-
ments over two deep learning-based baselines and
two existing comparable systems. The major con-
tributions of our current work are (i). An improved
DMN framework for semantic level novelty detec-
tion in CQA forums, and (ii). A novelty detec-
tion dataset parsed from publicly available Stack Ex-
change (STE) data dump.

The remainder of the paper is organized as fol-
lows: Section 2 describes the related works. We de-
scribe the dataset in detail in Section 3. Methodolo-
gies adopted in this article are described in Section 4.
System evaluation results obtained along with com-
parisons and rigorous error analysis are presented
in Section 5. Finally, we conclude this article with
some future research directions in Section 6.

2 Related Works

The problem of novelty mining is a long-standing
problem in Information Retrieval (IR). The task has
matured through several shared tasks, workshops,
etc. Starting from Wayne (1997) to the novelty de-
tection track as a part of The Text Retrieval Con-
ference (TREC) workshop organized by NIST in
the year of 2002 (Voorhees, 2002), 2003 (Voorhees,
2003) and 2004 (Clarke et al., 2004). Allan et al.
(2003) investigated the tasks defined in the TREC
2020 novelty track, i.e., given a topic and list of doc-
uments relevant to the topic. The task is to first find
the relevant sentences from the collection of doc-
uments and then find the novel sentences from the

collection of relevant sentences.
The task of novelty detection can also be per-

formed by Textual Entailment (TE). This idea had
taken shape through the shared tasks organized in
the year 2006 (Bentivogli, 2010), and 2007 (Ben-
tivogli, 2011). In this era of deep learning, the
availability of high-quality benchmark data has been
the key bottleneck in advancing the novelty detec-
tion field. Ghosal et al. (2018b) first came up with
a considerable amount of data, namely Document
Level Novelty Detection (DLND) TAP-DLND 1.0
and later extended version TAP-DLND 2.0 to feed
data-hungry deep neural models and adapted the
novelty detection task from sentence level to doc-
ument level.

Duplicate questions detection is a sub-task in QA.
A pair of questions are assumed to be similar if both
the questions can be satisfied with the same answer.
It is a challenging task in two aspects: viz. (i). There
are many ways of asking a question, i.e., (question
paraphrasing) and (ii). Asking a question has an
implicit purpose, so even if two different questions
seem like looking for the same solution, they can
have entirely different purposes. Being able to de-
tect such questions leads to an increase in the accu-
racy of a QA system. Bogdanova et al. (2015) de-
fined two questions can be considered as duplicates
if the same answer can answer them. Robertson
et al. (1994) considered two questions as a bag of
words and computes scores between them. Further,
a weighted matching (Inverse Document Frequency)
between the tokens is performed for determining if
two questions are close. The system proposed in
Prabowo and Budi Herwanto (2019) detects dupli-
cate questions in QA Website. The proposed system
is equipped with GloVe pre-trained word embed-
dings, Convolutional Neural Network (CNN), and
siamese network. Labeled data is precious, Rücklé
et al. (2019) tried to mitigate this problem. They
framed this problem into a zero-shot setting.

In contrast to the prior work, we frame the prob-
lem of identifying duplicate questions from a differ-
ent viewpoint. We employ a novelty detection ap-
proach for this. There are almost no studies that ad-
dress this problem from a novelty perspective. We
consider duplication as an opposite characteristic of
novelty. So given a pair of input questions, novelty
detection system predicts as novel (non-duplicate) or
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non-novel (duplicate). With this intuition, we carry
out the experiments performed in this article. Our
model is based on the Dynamic Memory Network
(DMN) (Kumar et al., 2016) technique. DMN has a
special property of having a memory component and
an attention mechanism. This kind of network-aided
technique has been used for QA, but we are unaware
of any such methods that use DMN for novel ques-
tion detection in online CQA forums.

3 Dataset Description

We create a new ‘novel-question’ detection dataset
from the Stack Exchange family of websites. All of
the community-contributed questions and answers,
along with comments, upvotes, downvotes, tags, and
other metadata from all these sites, are published
publicly by the Stack Exchange network on the In-
ternet Archive1 regularly. As of this writing, the lat-
est available data dump is from 06 June 2022. In the
data dump, each question is connected to a set of re-
lated questions through the PostLinks entity. One of
the attributes of this entity is the LinkTypeId, pos-
sible values of which are 1 and 3, depending on
whether the present question is or is not a duplicate
of the related question, respectively. This informa-
tion comes from the act of marking questions as po-
tential duplicates of related questions by the CQA
forum moderators. The Stack Exchange (STE) nov-
elty dataset is thus automatically created by extract-
ing pairs of related questions, and the ground truth of
novelty is established based on the value of the Link-
TypeId for each such pair (NOVEL, NON-NOVEL).
The dataset thus created spans 50 different topics
with an average of 4312 question pairs for each topic
resulting in 215667 question pairs. In Figure 1 we
present the statistics for the top ten topics in the STE
dataset.

4 Methodology

Our proposed novelty-detection method is based on
Dynamic Memory Networks (DMN), which proved
to be very effective in question answering.

4.1 Dataset Used
SNLI: SNLI (Bowman et al., 2015) is a widely
used, well-recognized Natural Language Inference

1https://archive.org/details/stackexchange

Figure 1: Statistics of top 10 topics by number of in-
stances in the Stack Exchange dataset. The F-score cor-
responds to the performance of our DMN+ based model
on that topic.

(NLI) corpus. It has 570k human-written English
example pairs that are labeled manually for balanced
classification with the labels entailment, contradic-
tion, and neutral. We use SNLI to train our sentence
encodings method (Infersent).

Stack Exchange Dataset: We parse the Stack Ex-
change data dump to create a Novelty detection
dataset as described in Section 3 and run our pro-
posed model on this newly created dataset.

4.2 Data pre-processing
We convert the source and target documents into a
document matrix by encoding each sentence in the
question into a 2048 dimensional vector. We employ
InferSent(Conneau et al., 2017) for this purpose.

4.3 An improved DMN framework: DMN+
The basic DMN framework (Kumar and Irsoy, 2015)
was proposed for dealing with QA problems. DMN
consists of four independent modules viz. Input
Module, Question Module, Episodic Memory Mod-
ule, and Answer Module that can be improved in-
dependently. We re-implement the DMN+ model
(Xiong et al., 2016b) for our task, which proposes to
change the Input and Memory module of the original
DMN framework.

Input Module: This module is responsible for en-
coding the inputs and adding contextual information
to the inputs to produce fact vectors (f ) used for fur-
ther processing. The vanilla DMN model works on
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the word level. In contrast, in the DMN+ model, we
work on document level. We compute all sentences
(contained in a document) embedding beforehand
(using Infersent) and pass them through a Bi-GRU,
and consider the output at each time-step is one fact.
Let us consider our input consists of n sentences,
and representation for each sentence from Infersent
as Si, i = 1....n; so the input is a sequence of n such
representations as follows: S = (s1, s2, s3......sn).
This sequence is fed into a Bi-GRU, At each time
step t, the network updates its hidden state ht =
BiGRU(M [wt], ht−1), where M is the embedding
matrix and wt is the sentence index of the tth sen-
tence of the input sequence. This module outputs the
hidden states of the recurrent network. So we obtain
fn facts representation. The DMN+ approach solves
two problems: (i). it allows for direct interaction be-
tween sentences that might be related to each other;
at the word level, this type of interaction is difficult
to capture, and (ii). a Bi-GRU allows for incorporat-
ing more contextual information from preceding and
succeeding sentences, improving the quality of the
fact vectors. We opt for Bi-GRU as it is lightweight,
has fewer parameters, requires fewer computational
resources, and is much faster than LSTM.

Question Module: We encode the target doc-
ument’s sentence representations via a Bi-GRU.
Given the target question of TQ sentences, hidden
states for the question encoder at time t is given by
qt = Bi − GRU(M [wQ

t ], qt1), M represents the
embedding matrix as in the Input Module and wQ

t

represents the sentence index of the tth sentence in
the question. The word embedding matrix is shared
across the input and question modules. This mod-
ule produces the final hidden state of the Bi-GRU
encoder, q = qTQ

.

Memory Module: The outputs from the previous
two modules are fed into the memory module. We
attend the facts with respect to the question vector
and the memory state (m) (initial memory state is
the question vector itself) using a modified GRU
called Attention GRU to create a context vector (c).
The vanilla model sets the next memory state equal
to this context vector, however the DMN+ model
uses a memory update step to compute the next
memory state using a ReLU layer over c, Q, and

m. The final memory state after a defined number
of memory state updates (also known as episodes or
hops) is sent to the answer module. The final mem-
ory state should have enough information to answer
the question after multiple attention passes over the
incoming facts.

Attention GRU: The attention GRU is a tradi-
tional GRU with its update gate modified, which
represents the importance of the incoming fact at the
current time step. Following is a mathematical rep-
resentation of a traditional GRU (here, x is the in-
coming fact, h is the hidden state of the GRU, i is
the current time step, and • symbolizes the element-
wise product)

ui = σ(W (u)xi + U (u)hi−1 + b(u)) (1)

ri = σ(W (r)xi + U (r)hi−1 + b(r)) (2)

h̃i = tanh(Wxi + ri • Uhi−1 + b(h)) (3)

hi = ui • h̃i + (1− ui) • hi−1 (4)

We replace the update gate u with an attention gate
g as follows (here, f is the incoming fact, q is the
question vector, m is the memory state, i is the cur-
rent time step and t is the current memory update
step)

zti = [fi • q; fi •mt−1; |fi − q|; |fi −mt−1|] (5)

Zt
i =W (2)tanh(W (1)zti + b(1)) + b(2) (6)

gti =
exp(Zt

i )

Σn
k=1exp(Z

t
k)

(7)

hi = gti • h̃i + (1− gti) • h(i−1) (8)

Note that g is the output of a softmax layer which is
essentially a probability distribution of how impor-
tant each feature of the incoming fact is. The final
hidden state of the Attention GRU is called the con-
text vector (c).

Memory update step: This step is used only in
the DMN+ model to compute the memory state
based on the context vector. Note that the initial
memory state m0 is the question vector itself.

mt = ReLU(W t[mt−1; ct; q] + b) (9)
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Figure 2: Novelty detection model based on DMN+
framework, colored blocks represent various tensors (e.g
word/sentence embedding, attention and memory ten-
sors).

Answer Module: This module differs according
to the task at hand. We can use a linear layer with
softmax for classification or one-word answer prob-
lems. We can use an RNN-based decoder network;
if the answer is expected to be a sentence. We
use the former approach, as our task is to classify
the target document (question) as ‘Novel’ or ‘Non-
Novel.’ The final memory state is concatenated with
the question vector and passed through a ReLU layer
followed by a softmax layer for classifying the target
document as novel or non-novel.

5 Evaluation

5.1 Training

We use the Pytorch library for the implementation of
the proposed model. We use the cross-entropy loss
function since we have the softmax layer as the final
layer to classify into Novel or Non-Novel classes.
We initialize the model parameters using the Xavier
initialization method, and we optimize them using
Adam optimizer (Kingma and Ba, 2017). We de-
crease the learning rate (LR) by a factor of 10 on
the validation accuracy plateau with the patience of
3 epochs (if validation accuracy does not improve by
1% in 3 epochs); this allows the optimizer to escape
the local minima when it is stuck in one and prevents

the model from over-fitting. We use a batch size of
32. We train the model for 25 epochs with an early
stopping of 10 epochs (stop if the validation accu-
racy does not improve in 10 epochs). We chose the
model with the best validation accuracy for testing.
We perform model hyper-parameters tuning manu-
ally. The original DMN+ model uses three memory
update iterations (hops) in its memory module; how-
ever, we observe that four hops provides the optimal
result, further increasing the number of hops reduces
the accuracy.

5.2 Results

We test our model on the newly introduced Stack
Exchange (STE) novelty dataset. We compare the
results with two deep learning-based models that
we consider as the baselines and two other exist-
ing comparable systems, viz. (i) RDV-CNN (Ghosal
et al., 2018a) and (ii) Decomposable attention-based
model (Ghosal and Edithal, 2020). For each of the
50 topics in the dataset, we split the available docu-
ment pairs into 80:20 ratios for training and testing,
respectively. We then individually train and evalu-
ate the model on each topic separately. Finally, we
average the performance of the model across all the
topics. We show a comparison of the results in Table
1. From the Table we conclude that leveraging the
DMN+ framework to obtain a joint representation of
a pair of source and target documents and then using
it for Novelty judgment provides much better accu-
racy than simply passing the sentence embeddings
through a BiLSTM.

5.3 Analysis

We now show an example non-novel (redundant)
source/target document pair, where our proposed
model can capture document redundancy. In con-
trast, its close competitor, the decomposable atten-
tion model (Ghosal and Edithal, 2020) fails to detect
the redundancy and classifies the document pair in-
correctly as Novel. We present the model’s predic-
tions along with a heatmap to explain the predictions
in Figure 3.

Source [s1] Coronavirus disease (COVID-19) is
an infectious disease caused by a newly discovered
coronavirus. [s2] Most people who fall sick with
COVID-19 will experience mild to moderate symp-
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Model Accuracy P (N) R (N) P (NN) R (NN) F1 (avg)
Doc2Vec + BiLSTM + MLP 64.88% 0.66 0.62 0.64 0.67 0.65
Inner attention + BiLSTM +
MLP

70% 0.60 0.70 0.75 0.75 0.70

RDV-CNN (Ghosal et al.,
2018a)

72% 0.71 0.61 0.70 0.71 0.72

Decomposable Attention
(Ghosal and Edithal, 2020)

77% 0.82 0.68 0.73 0.85 0.77

Inner attention + DMN+ +
MLP

83.64% 0.86 0.80 0.81 0.87 0.84

Table 1: Comparing our model with two baselines and two comparing systems (RDV-CNN and Decom-
posable attention) on the STE dataset. Average performance across all the 50 topics in the STE dataset.
N→Novel, NN→Non-Novel

Topic Link to Source Docu-
ment

Target Document Gold
class

Predicted
class

Comments

blender
/08761.json

https://blender
.stackexchange.com
/questions/16267/i-dont-
know-how-i-locked-
view-offset-but-how-do-i-
unlock-it

https://blender
.stackexchange.com
/questions/47935/how-to-
remove-revert-blender-
object-centre-view

Novel Non-
Novel

Domain specific parlance and overlap-
ping named entities caused the model
to predict Non-Novel

cs /00632.json https://cs.stackexchange.
com/questions/4800/the-
order-of-growth-analysis-
for-simple-loop

https://cs.stackexchange.
com/questions/
10813/decreasing-runs-
of-inner-loop-in-outer-
loop

Non-
Novel

Novel Inability of the model to under-
stand mathematical formatting and
programming language syntax causes
wrong prediction

academia
/00074.json

https://academia
.stackexchange.com
/questions/1190/what-
are-some-good-project-
management-tools-for-
academics

https://academia
.stackexchange.com
/questions/1273/use-
cases-of-org-mode-as-a-
scientific-productivity-
tool-for-academics-
without-pr

Non-
Novel

Novel There are instance of incorrect gold la-
bels in this dataset, since this dataset
is created by an algorithm which uses
linked posts and post metadata, it is
prone to mistakes. In this case the
given document pair is clearly Novel,
however, the gold label states Non-
Novel

Table 2: Error analysis of the DMN+ model using STE instances, topic corresponds to the topic specific
Stack Exchange forum where the questions were asked. The comment column explains the cause of the
miss-classification.

toms and recover without special treatment. [s3] The
virus that causes COVID-19 is mainly transmitted
through droplets generated when an infected person
coughs, sneezes, or exhales. [s4] These droplets are
too heavy to hang in the air, and quickly fall on floors
or surfaces. [s5] You can be infected by breathing in
the virus if you are within close proximity of some-
one who has COVID-19, or by touching a contam-
inated surface and then your eyes, nose or mouth.
[s6] You can reduce your chances of being infected
or spreading COVID-19 by regularly and thoroughly
cleaning your hands with an alcohol based hand rub
or wash them with soap and water. [s7] Washing
your hands with soap and water or using alcohol
based hand rub kills viruses that may be on your
hands.

Target (Non-Novel) [t1] COVID-19 symptoms
are usually mild and begin gradually. [t2] Some
people become infected but don’t develop any symp-
toms and don’t feel unwell. [t3] Most people (about
80%) recover from the disease without needing spe-
cial treatment. [t4] Older people, and those with un-
derlying medical problems like high blood pressure,
heart problems or diabetes, are more likely to de-
velop serious illness.

5.4 Error Analysis

In Table 2 we present a few instances from the STE
dataset wherein our model failed to classify the nov-
elty of the document pair correctly. In some cases,
our model predicts a pair of source and target doc-
uments as non-novel or duplicate due to a signif-
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Figure 3: Heatmap denoting attention values between
source and target sentences for the document pair men-
tioned in the Analysis section. Left: attention values from
the last hop of the episodic memory module in our DMN
based model. Right: attention values from the sentence
comparison step of the Decomposable attention model.

icant overlap of named entities between the two.
For instance, consider the pair for the topic blender,
our model incorrectly predicts it as a non-novel pair
mainly because of the use of domain-specific termi-
nologies and due to the occurrence of named entities
such as blender, numpad, view and others in both the
source and the target.

In some other cases, the model makes wrong pre-
dictions due to the inability to understand the mathe-
matical formatting and programming language syn-
tax used in the questions’ text. An example of such
a pair is the one under the topic of cs, in which both
the source and target consist of code snippets and
inline mathematical expressions. Moreover, there
are also instances of erroneous duplicate tagging of
the question pairs in the gold set. This might be at-
tributable to the subjective nature of the job, as often
in CQA forums, the questions marked as duplicates
and merged by moderators are later unmerged af-
ter reviewing the appeals from the original user who
posted the question or even fellow community mem-
bers. This is illustrated by the pair from the topic
academia.

6 Conclusion and Future Work

In this work, we address the problem of dupli-
cate question identification in community question-
answering forums from the perspective of textual
novelty detection. To the best of our knowledge,

no prior work has leveraged textual novelty detec-
tion for tackling this problem. We use a deep Dy-
namic Memory Network, specifically the DMN+ for
assimilating information from multiple source ques-
tions to detect the novelty of a target question at the
semantic-level. Our method outperforms the deep
learning-based baselines and recently proposed tex-
tual novelty detection methods. We also propose a
new dataset consisting of 215K novel and non-novel
question pairs over 50 different topics. We automat-
ically create this dataset from the publicly available
data dumps of the Stack Exchange network of web-
sites.

In the future, we would like to validate our ap-
proach on other CQA forums such as Reddit and
Quora questions/posts. We would also like to in-
vestigate how the recent large contextual language
models would perform for this problem. We envis-
age that our novel investigation of associating tex-
tual novelty detection to detect semantic duplicates
on the web would aid in several downstream tasks to
alleviate the quality of information available.
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Abstract

In this paper, we present a novel graph-based
contextual and semantic learning approach for
detecting rumors on online social media. The
underlying hypothesis is that social media en-
tities are intertwined, and if an event unfolds
then similar narratives or user reactions with
common interests get circulated. The proposed
approach uses tweets and their reactions to un-
derstand the underlying interaction patterns
and exploits the textual and latent informa-
tion. Textual data is modeled as a words co-
occurrence graph, which produces two preva-
lent categories of words – substantial words
and bridge words. These words serve as build-
ing blocks for constructing contextual patterns
for rumor detection by computing node-level
statistical measures. The contextual patterns
are further enriched by identifying negative
emotions and inquisitive aspects in the reac-
tions. The patterns are finally ranked and only
top-k check-worthy patterns are used for fea-
ture generation. In order to preserve the se-
mantic relations, we use word-level GloVe
embedding trained over a Twitter dataset. The
proposed approach is evaluated over a publicly
available PHEME dataset, and compared with
various baselines and SOTA techniques. The
experimental results are promising and the pro-
posed approach seems useful for rumor detec-
tion on online social media.

1 Introduction

The increasing popularity of online social media has
motivated various actors to use them for spreading

misinformation to set their personal agendas. Mis-
information is dangerous, and it can stymie our ef-
forts to address global challenges as many issues
are being fuelled and distorted by it. Misinforma-
tion acts like a virus in the sense that it exploits our
weaknesses, biases, prejudice, and emotions. It has
deadly consequences, including polarizing debates,
creation or deepening of societal tensions, under-
mining truth, and manipulation of the electoral pro-
cesses. What we share online can have consequences
in the real-world. The world economic forum has
ranked massive digital misinformation as one of the
top global risks1. The United Nations urged social
media users to “pause- take care before you share”
on the world social media day to combat misinforma-
tion. The world health organization termed misinfor-
mation as an “infodemic” which is spreading faster
than COVID-19, disrupting public health efforts and
distorting the sound scientific guidance2.

Manual fact-checking sites like Snopes,
PolitiFact, and FactCheck are available
with some traditional media fact-checkers, such
as (i) Reality Check – a fact-checking arm of
the BBC which is reported in an article entitled
Coronavirus: the human cost of fake news in
India3, and found spam propagating life-threatening
consequences based on the false claims related
to coronavirus outbreak, Delhi riots, citizenship
amendment act, and claims about the minority com-

1https://www.weforum.org/reports/the-glo
bal-risks-report-2020

2https://www.who.int/health-topics/info
demic

3https://www.bbc.com/news/world-asia-i
ndia-53165436
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munity, (ii) Verified, which is an United Nation’s
initiative providing facts and life-saving information
to the citizens of the world, (iii) Google News
Initiative, which provides funding to fight
misinformation during the COVID-19 pandemic, (iv)
NewsGuard, which is an internet tool for tracking
misinformation. It investigated and flagged several
Facebook pages as rumor spreaders. Apart from
these, social media firms are also concerned with the
identification of misinformation on their sites and
consequently employing experts and encouraging
users to flag or report posts that are not credible.

In the recent era of social media, a type of misin-
formation that spreads across the network in a short
time span is known as a rumor. Rumor consists
of controversial news, including factually incorrect
information about celebrities, politics, crises, and
social affairs. Information keeps circulating across
social media platforms with unchecked veracity. In
due course, the veracity of any information may be
determined as true or false, or the same may remain
unchecked (Zubiaga et al., 2018). Any kind of ru-
mor or false news disseminates faster than authentic
and true news. However, in the case of rumors on
political matters, the rapidity of spread and the nega-
tive consequences of rumors or fake news is exacer-
bated (Vosoughi et al., 2018).

The ruckus caused by the spread of misinformation
with nefarious motives distorts the truth and tarnishes
the spirit of social media platforms. Therefore it is
essential to curtail the spread of false rumors and
elevate trust in the whole ecosystem of social media.
Accordingly, it is becoming a challenge for social
media scientists and researchers to devise effective
algorithms for determining the veracity of any infor-
mation on the breeding ground of social media. How-
ever, the methods devised for identifying and deter-
mining the veracity of rumors on social media, espe-
cially on Twitter, are based on hand-crafted features
that come from two main aspects – content and users’
social context (Zubiaga et al., 2017). Researchers
are generally using traditional machine learning ap-
proaches for learned-representation of deep learning
techniques to classify rumorous messages. There are
recent works on determining the veracity of rumors,
but very few of them focus on the detection of rumors
based on the contextual representation learning using
a graph-based approach. When an event begins to

unfold, a similar type of user responses and a compa-
rable set of patterns are generated. The re-circulation
of the original post and showing skeptical or negative
responses create echo chambers, convincing us to
incorporate reactions and retweets while addressing
the truthfulness of a tweet.

In this paper, we present a graph-based contextual
learning representation for detecting rumors in Twit-
ter. The graph-based approach is exploited to capture
the contextual information from the tweets. Word
co-occurrence graphs are constructed using textual
data, and node metrics like eigenvalue centrality and
clustering coefficient are computed. The clustering
coefficient sets out the topical words that are gener-
ally clustered together, while eigenvalue centrality
lists the words that connect the topical words. These
two families of words are collaborated to create pat-
terns. The novelty of our approach is in incorporating
reactions with the source tweets to capture their in-
herent semantic affinity. Our approach is also unique
in its way of graph-based representation learning and
identifying two prevalent categories of words to ex-
tract the rumorous patterns. Moreover, the emotional
and inquisitive words are considered to make patterns
more generic. The ranking of patterns is performed
through tf-idf weight score and top-k check-worthy
patterns are extracted. For preserving the seman-
tic relations, word-level GloVe embeddings learned
from a Twitter dataset is applied. The tweets are
split into n-grams, and Cosine similarity is used to
generate the feature vectors by calculating the sim-
ilarity between the patterns and tweets. Different
classification models are trained over the original
and a balanced distribution of the publicly available
PHEME dataset. In comparison to the word-based
method, the pattern-based approach has the advan-
tage of being more representative and retaining the
syntactic sense.

2 Related Works

In recent years, rumor and fake news detection are
becoming one of the most explored areas of research.
Although the rumor is an old phrase, the implications
of such mis/disinformation on online social networks
become apparent when events unfold as breaking
news, prompting individuals to rely on social media
for news and information. It can be said that the term
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fake news is also old, but got popularized after the
2016 presidential election in the USA. The very first
work tackling the detection of emerging rumors was
proposed in (Zhao et al., 2015), based on extracting
correction and verification signals using regular ex-
pressions. Alternately, the authors in Zubiaga et al.
(2017) leveraged the context using CRF with assump-
tions that context plays a crucial role in determining
the rumors.

Gradually, research on the subject of rumor identi-
fication progressed, with mechanisms ranging from
evaluating the rumorous nature of tweets to detecting
stances and establishing the truth value of social me-
dia posts (Mohammad et al., 2016; Kochkina et al.,
2017; Rosenfeld et al., 2020). The transformation of
approaches varies from traditional models like SVM
and Random Forest to probabilistic graphical mod-
els like Bayesian classifier and deep neural networks
like LSTM and GCN (Castillo et al., 2011; Bai et al.,
2021). Some researchers have explored behavioral,
emotional, and sentimental aspects for the detection
of rumors and fake news (Ajao et al., 2019). Abulaish
et al. (2019) proposed a graph-based approach for
rumor detection using POS tags to identify anxious
and doubtful terms present in microblogging posts.

In recent years, various deep learning approaches
are proposed for rumor detection. Some recent ap-
proaches are based on Graph Convolutional Neural
Net (GCN) Bai et al. (2021) using a relationship be-
tween source and reply, whereas Dong et al. (2019)
identified multiple rumor sources without knowing
the underlying propagation structure. In Tu et al.
(2021), the authors proposed a CNN-based model us-
ing text and propagation structure. Ma et al. (2019)
applied a Generative Adversarial Network (GAN)
based model to detect rumor-inductive patterns even
for a low-frequent rumor. Nguyen et al. (2020) dis-
cussed a graph learning framework for fake news
detection using the social structural engagements of
the users. Compared with traditional textual content
and social user features, the images and video-based
rumors have been researched less. Deep learning
has encouraged researchers to explore multimodal
features of rumors (Zhou et al., 2020). Related re-
search has looked into many elements of detecting
rumors and fake news on social media, but they are
less focused on inferring underlying information and
extracting patterns from tweets and reactions. More-

over, of all the strategies produced, only a few are cen-
tered on graph-based representation learning mecha-
nisms.

3 Proposed Approach

Following the existing state-of-the-art works, we con-
sider rumor detection as a binary classification prob-
lem. Given a tweet ti ∈ T of a Twitter dataset T ,
rumor detection problem aims to estimate a function
r which predicts the class level of ti as a rumor or
non-rumor. Mathematically, it can be defined as r: ti
→ {0, 1} such that,

r(ti) =

{
1 if ti is a rumor
0 otherwise.

(1)
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Figure 1: Work-flow of the proposed approach for
rumor detection

The work-flow of the proposed approach for rumor
detection is presented in figure 1. Different function-
alities of the proposed approach are explained in the
following sub-sections.

3.1 Data Pre-processing

In this step, several data pre-processing tasks such
as tokenization, cleaning and normalization are per-
formed on the Twitter dataset. All the tweets and
reactions are tokenized with white space. To normal-
ize the dataset and avoid any bias towards any events
or twitter-name, we replace the twitter-specific tokens
hashtags, urls, retweet and mentions with the tag
≺hashtags�, ≺urls�, ≺retweet� and ≺mentions�,
respectively. The punctuation and emoticons such
as ?, !, and :( are not removed because they play a
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significant role in examining the writing style of ru-
mors. Stop-words and capital letters are significantly
important to understand the context of tweets. The
capital letters show emphasizing and stop-words in-
tact syntactic sense. Therefore, stop-words are also
retained to aid in forming rumor patterns.

3.2 Inferencing Tweet-Reactions Relationships
This section aims to identify closeness between the
source tweets and reactions. The reactions describe
the underlying latent information. Users show skep-
ticism, correction, and verification in their reactions
towards the truthfulness of a tweet. Some users
give opinions or clues regarding the factuality of
a tweet. Therefore, tweets and reactions are highly
correlated. The reactions provide supplements to the
source tweet that enhance and describe their quality
and are also helpful for identifying the underlying
patterns in rumorous tweets.

For making tweets explainable towards rumors, the
reactions are incorporated with them to get additional
knowledge. When combining of tweets and reactions,
the repetition of the same tweets in reactions should
be avoided to make them unique and descriptive. For
this purpose, the symmetric difference approach is
used at the sentence level on the tweets and their re-
actions. For any tweet ti and its set of reactionsRti =
{rti1 , rti2 , ....., rtin }, the repetitions are removed using
equation 2 by calculating the symmetric difference
of a tweet and all its reactions.

SDi = ti∆{rtin }n1 (2)

The symmetric differences between a tweet and
reactions can be formally defined as:

ti ⊕ {rtin }n1 (3)

To maintain the inclusiveness of a tweet and its re-
actions, a single input tweet is created by combining
a tweet and its deduplicated reactions by making a
union of all the symmetric differences SDi. We de-
fine this relation in equation 4, where X = (ti, Rti)
is the set of a tweet and the union of symmetric dif-
ferences SDi of a tweet ti ∈ T . This equation 4 rep-
resents an input tweet Xi in which the first sentence
is a tweet followed by all its deduplicated reactions.

Xi = ti +

n⋃

1

SDti
i (4)

3.3 Graph Generation
With minimum domain knowledge, the graph-based
method can effectively capture linguistic variation
and contextual information in textual data. The in-
put tweets are represented as a word co-occurrence
graph, G(V,E), where V is a finite set of nodes rep-
resenting words andE is the set of edges representing
the relationship between the nodes. To preserve the
underlying structure of the input tweets, edges are
defined as a sequence of words in an input tweet with
a window size of 2. The graph is used to model two
prevalent categories of the words – substantial words
and bridge words that are identified by computing
node-level statistical measures. The key objective is
to collect the words that are relevant to constructing
rumorous patterns. Two operations are performed
on the graph for computing node statistics; cluster-
ing coefficient and eigenvector centrality. Clustering
coefficient is used to identify substantial and topi-
cal words, whereas eigenvector centrality is used to
identify bridge words that provide connections to the
substantial words.

3.3.1 Substantial Words
When any event starts unfolding, a similar type

of tweets start posted on social media that contains
a similar set of responsive or reactive words. These
words can be psychological, sentimental, or skepti-
cal that are normally clustered together to impose
sentiments, feelings, or suspicions about the event.
These types of words are also connected with each
other through the same words that we recognize as
bridge words. Therefore, in order to trace the clus-
tering behavior of such topical words, the clustering
coefficient of each node vi ∈ V is calculated using
equation 5.

Cc(vi) =
2|ejk : vj , vk ∈ Ni, ejk ∈ E|

ki(ki − 1)
(5)

The average clustering coefficient of a node vi is de-
fined as Cc(vi)/|V | and the average clustering score
of the graph G is defined as

∑
v∈V Ccv/|V |. At the

end, the list of substantial words is compiled with the
words having a clustering coefficient value greater
than the threshold θCc , which is determined empiri-
cally as a value just greater than the average cluster-
ing score of the underlying graph.
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3.3.2 Bridge Words
As the name suggests, this category of words

makes a bridge between two substantial words and
contributes to making rumorous patterns. It is used to
deliberate the meaning of the substantial words and
categorize the informal representation of the words
because people use to write in casual ways on so-
cial media. To consider the frequent as well as focal
nodes in the graph and based on the fact that a node
is important if its neighbors are important, we choose
the eigenvector centrality measure to identify bridge
words. The benefit of choosing eigenvector central-
ity is to avoid frequent but irrelevant words in the
graph. The eigenvector centrality of a node vi ∈ V
is calculated using equation 6, where Ni is the neigh-
bors of vi and A(i, j) is the adjacency matrix of the
graph G. In other words, the centrality of a node vi
is proportional to the combined centrality values of
its neighbors vj ∈ Ni.

Ce(vi) ∝
∑

vj∈Ni

A(i, j)Ce(vj) (6)

Now, it can be re-written in a matrix form as given
in equation 8, where λ is a proportionality constant.

x ∝ Ax (7)

λx = Ax (8)

This equation looks exactly like the eigenvector
equation. The centrality vector x is the eigenvector
of the adjacency matrix A(i, j) associated with the
eigenvalue λ. By virtue of the Perron-Frobenius
theorem, it takes the largest value of λ, and we find
the corresponding eigenvector that is positive and
unique, giving the eigenvector centrality of each node
vi ∈ V . The list of bridge words is compiled with
the words having a centrality value greater than the
empirically calculated threshold θCe value.

3.4 Pattern Extraction

The objective of this step is the extraction of the rich
rumorous patterns that are found more frequently
in rumors. The order of words in any language is
critical for delivering meaningful information. Peo-
ple communicate based on syntactic rules to convey
the proper meaning. The same syntactic rule is fol-
lowed in social media while writing posts. During

the extraction of check-worthy patterns, we have con-
sidered the syntactic rule as well as the emotion and
skeptical nature of social media users. We make the
patterns as a combination of above-mentioned two
categories of words. Keeping syntactic rules and
extracting meaningful patterns; first, the nodes that
satisfy the threshold condition are identified from
both categories and located in the graph. Thereafter,
we find the connections between the words of dif-
ferent categories. The connections are basically the
edges between a node vi and all its neighbor Ni.
Since we are interested in considering the patterns
that consists of maximum words to get more contex-
tual and syntactic meanings, we have taken 3-word
patterns that are created by combining a node with
its two neighbors in a way that not all three nodes
are from the same category. Finally, all possible n
patterns are collected and stored in the list P such
that P = {p1, p2, . . . , pn}.

3.4.1 Candidate Patterns Selection
The check-worthy patterns identified from list P

are named as candidate patterns. The following steps
explain the selection of the candidate patterns.

The first step is based on the assumption that the
rumor contents are related to a specific event, i.e.,
when an event unfolds, individuals begin to circulate
similar sets of responses and generate comparable
types of information without verifying their veracity.
Therefore, to incorporate event-specific patterns as
well as making patterns close to being rumorous, the
same set of procedures discussed above are applied to
that portion of training data which is labeled as rumor
only. Then this newly obtained list of patterns Pnew

is used to shorter the patterns list P . It is achieved
through matching the list P with a newly designed
list of patterns Pnew. The matching is performed as
described below:

N-gram matching: The n-gram matching works on
the word level, providing the collection of patterns
that match with rumor patterns. The matching is
done at the trigrams level, i.e., the patterns that match
all three words are collected in a list, PR, named as
rumor patterns list.

Similarity matching: In the above step, the exactly
matched patterns are captured, but some similar pat-
terns are left out that are extracted using a similarity
measure. We have used Cosine similarity for this
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purpose. The Cosine similarity between a pair of
patterns is calculated using equation 9, where pi is
the ith pattern of list P and pnewj is the jth pattern
of list Pnew. The obtained patterns from this step are
appended to the rumor patterns list PR.

Cosine(pi, pnewj ) =
pi · pnewj

||pi|| · ||pnewj ||
(9)

The first step gives the rumor patterns that are
event-specific and about the content of the in-hand
dataset. To make patterns generic, we consider the
responsive behavior of social media users since the
writing style and user behavior are mostly the same
for any sort of unverified or rumorous social media
posts. Incorporating reactions with tweets are advan-
tageous to examining the emotional, correcting, and
verifying contents in the input tweets.

The second step incorporates the sentimental
and emotional words in the patterns list P . As
discussed in Vosoughi et al. (2018), the reac-
tions to rumors contain fear, surprise, and dis-
gust. People re-circulate the rumorous tweet
with negative sentiments. To consider the neg-
ative emotional words, NRC Word-Emotion
Association Lexicon is used, consisting of
words along with associative emotions (anger, fear,
anticipation, trust, surprise, sadness, joy, and dis-
gust) and (negative and positive) sentiments (Mo-
hammad and Turney, 2013). The patterns having neg-
ative emotional words are extracted from the pattern
list P and produced as a part of a list of emotional
patterns PE .

The third step considers the skeptical nature of
social media users. When a tweet gets posted,
people show skepticism and start questioning and
verifying them in the form of support and de-
nial. The correction and verification inquiry in
the replies are also observed in (Zhao et al.,
2015). Inspired by their work, the regular ex-
pressions such as (true|not|true), (real?|really?),
(rumor|debunk), and (false|fake) are constructed
and passed through the pattern list P . The patterns
containing the skeptical words are extracted and con-
sidered as a part of skeptical patterns list PS .

The above three steps extract the generic and spe-
cific patterns from the list P . Thus, candidate pat-
terns have consolidated three categories of pattern

lists – rumor patterns, emotional patterns, and skepti-
cal patterns.

3.5 Pattern Weighting and Ranking

In this step, the top-k check-worthy patterns are se-
lected from each list of candidate patterns. Since we
are interested in finding highly rumorous patterns,
a weight value is assigned to each pattern to define
its ranking. It is achieved through tf-idf weight scor-
ing, where each pattern of all three categories of the
candidate list is assigned a weight score through the
rumor training corpus tc. Furthermore, semantic vec-
torization is performed using embeddings to preserve
semantic richness.

We modified the standard formula of tf-idf for cal-
culating the weight score to map the patterns close
to being rumorous. For this purpose, we split the in-
put tweets of the rumor training corpus into n-grams
where n is equal to the number of words in a pattern
pi. The modified tf-idf is applied separately on rumor
patterns list PR, emotional patterns list PE , and skep-
tical patterns list PS to assign weight scores to every
pattern of the respective categories. For any of the
above lists, each pattern of that list is considered as a
term, and its frequency value is calculated, named as
pattern frequency PF . We pass a pattern through the
n-grams rumor corpus, and word co-occurrence is
counted. The pattern frequency of a pattern PFpi is
defined in equation 10, where, tc is the rumor training
corpus, f(pi, tc) is the frequency of a pattern pi in tc,
and f(p, tc) is the total number of patterns present in
tc.

PF(pi, tc) = log

(
1 +

f(pi, tc)

f(p, tc)

)
(10)

The inverse document frequency IDF for a pat-
tern pi is computed to provide the relevance of pattern
pi with the training corpus using equation 11, where
n(X) is the total number of input tweets in the rumor
training corpus tc and f(x, pi) represents the total
number of input tweets in which pattern pi occurs.

IDFpi = log

(
1 +

n(X) ∈ tc
f(x, pi)

)
(11)

Thus, the pattern frequency-inverse document fre-
quency PF − IDF is calculated by scalar multipli-
cation of equations 10 & 11, as shown in equation 12,
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and it is considered as the final weight score for a
pattern pi.

PF − IDF(pi, tc) = PF(pi,tc) × IDFpi (12)

We arrange the patterns in each category of the
list in descending order of their weight score for
selecting top-k check-worthy patterns. Finally, the
top-k patterns from all three lists are combined to
make a hybrid patterns list that is useful in detecting
the rumor.

3.5.1 Semantic Vectorization
We have applied embedding on the input tweets

to preserve the semantic similarity with the patterns.
For each input tweet Xi of the training corpus, we
split it into n-grams and generate a semantic vector
of each n-gram using word embedding. For exam-
ple, if a tweet has m number of n-grams, then the
semantic vector of the tweet is represented as a ma-
trix of

[
[|n| × [d] |n| × [d] . . . |n| × [d]

]
1×m,

where |n| is number of words in n-grams and d is the
dimension of the word embedding vector.

The vectorization step is also applied over the iden-
tified patterns. It enriches patterns and provides se-
mantic information by using word embedding. For
preserving the semantic relations, we make a seman-
tic vector for a pattern using the same word embed-
ding. The semantic vector of a pattern is a matrix of
order |vi| × [d], where |vi| represents the number of
words in a pattern pi.

3.6 Feature Vector Generation

In this step, tweets are converted into a feature vec-
tor using Cosine similarity. The semantic vector of
both the patterns and n-grams of the input tweets
are matched, and the mean similarity score is calcu-
lated. For example, a list consists of top-k patterns;
for an ith pattern pi, the similarity score is obtained
by matching it with each n-gram. Furthermore, we
calculate the mean of the similarity score. This step
repeats until all the patterns from the list are matched
with n-grams of the input tweets. Since there are
total k patterns, the size of the final feature vector is
k. For a pattern pi, the numeric value for the feature
vector is denoted by χpi and calculated using equa-
tion 13, where m is the total number of n-grams in

input tweet Xi and Cosine(pi, Xim) is a similarity
score of a pattern pi and a n-gram of input tweet Xi.

χpi =

∑m
1 Cosine(pi, Xim)

m
(13)

4 Experimental Setup and Results

4.1 Dataset

We conduct our experiment on a publicly available
PHEME dataset described in (Zubiaga et al., 2017).
The dataset contains a collection of tweets with their
reactions (direct or nested) and metadata of five
breaking news events. There is a total of 5802 source
tweets in which 1972 are labeled as a rumor and 3830
as a non-rumor. This dataset contains less number
of rumors in comparison to non-rumors. Therefore,
another variant of a balanced dataset is created from
the original dataset, where both rumor and non-rumor
have an equal number of 1972 instances. We con-
duct our experiment on both variants of the datasets.
The detailed statistics of the dataset is presented in
Table 1.

Table 1: Statistics of the dataset

Events Name Source Tweets Reactions Rumors Non-Rumors Total

Charlie Hebdo 2079 36189 458 1621 38268

Sydney Siege 1221 22775 522 699 23996

Ferguson 1143 23032 284 859 24175

Ottawa Shooting 890 11394 470 420 12284

Germanwings Crash 469 4020 238 231 4489

Total 5802 97410 1972 3830 103212

4.2 Evaluation Metrics

This section discusses the formal description of per-
formance evaluation metrics for classification. The
three standard data mining evaluation metrics- Pre-
cision, Recall, and F1-Score are defined in the equa-
tion 14, 15, and 16, respectively. For defining the
evaluation metrics, we have used the concept of True-
Positive (TP), i.e., the number of rumorous tweets
identified correctly, False-Positive (FP), i.e., the num-
ber of non-rumor tweets identified as rumorous, and
False-Negative (FN), i.e., the number of rumorous
tweets identified as non-rumor. Precision evaluates
the correctness of the classifier, and Recall evaluates
the completeness of coverage of the classifier, while
F1-Score provides the way to combine the contri-
bution of both precision and recall evenly by using
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harmonic mean.

Precision =
TP

TP + FP
(14)

Recall =
TP

TP + FN
(15)

F1− Score =
2× Precision×Recall
Precision+Recall

(16)

4.3 Evaluation Results and Comparative
Analysis

The experimental evaluation is performed using four
machine learning classification algorithms support
vector machine (SVM), gradient boosting (GB), con-
ditional random field (CRF), and logistic regression
(LR) over both the variants of benchmark dataset. The
proportion of train and test sets in the proposed ap-
proach is 8 : 2. We have implemented the above clas-
sification models using scikit-learn python
library.

Following pre-processing, the unigram frequency
matrix of graph words is generated. Those unigrams
with a frequency of less than ten are discarded. After
that, we applied clustering coefficient and eigenvec-
tor centrality on the graph to extract the two prevalent
categories of words. The graph generation and its op-
erations are implemented using the networkx pack-
age for the Python programming language. We
have considered different threshold values to extract
top words from both categories. Words of these two
categories are located in the graph and their imme-
diate connections i.e., eij ∈ E of a node vi with
neighbors Ni, where vj ∈ Ni, are retrieved. We used
the sliding window of size 2; therefore, patterns of
three words are created by combining a node with its
neighbor in a way that not all three words are from
the same category.

To make patterns generic, we incorporated nega-
tive emotional lexicons and skeptical words. As a
result, we curated three lists of patterns named rumor
patterns, emotional patterns, and skeptical patterns.
The word clouds in figure 2 present words of the
top-100 patterns for each category in which the font
size of a word is directly proportional to its relevance
score. It can be observed from these word clouds
that the words with larger font sizes are significantly

related and explain the context of the underlying cat-
egories. We ranked the patterns through tf-idf and
selected the top-k patterns empirically. We have used
100-dimensional word-level pre-trained GloVe em-
bedding trained over the Twitter dataset with 27
billion tokens. Those words that do not exist in the
pre-trained word vectors are ignored. We split each
input tweet into trigrams since each pattern has three
words. While splitting the input tweets, 2 rumors and
15 non-rumor are ignored since they have less than
three words, and trigrams can not be created. The
patterns and trigrams of tweets are represented in the
3 × 100 dimensions; we have taken their centroid
value and reduced it to the 1× 100 dimensions. At
last, the mean similarity value of a pattern with each
trigram of tweets is calculated. The top-k patterns
produce a k-dimensional feature vector.

The propose approach is compared with the follow-
ing baseline methods and state-of-the-art approaches.

Baseline 1: In this method, only the top-k rumor
patterns are incorporated to generate the feature
vector.

Baseline 2: In this method, the top-k patterns from
rumor as well as skeptical patterns are incorpo-
rated to generate the feature vector.

Baseline 3: In this method, the top-k patterns from
rumor as well as emotional patterns are incorpo-
rated to generate the feature vector.

Ajao et al. (2019): This approach considered the
relationship of rumors with the sentiments of the
social media post. It has used emotional words
to detect the sentiment-aware misinformation.

Abulaish et al. (2019): This approach used the
graph-based approach for rumor detection that
incorporated the sentimental aspects, such as
anxiety and doubtful terms from the social me-
dia post.

Zubiaga et al. (2017): This approach has learned
through the sequential dynamics of the social
media post. The content features and user social
features have experimented with conditional
random fields (CRF).

We have compared the proposed approach with
three baselines and three state-of-the-art approaches.
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(a) Rumor patterns (b) Emotional patterns (c) Skeptical patterns

Figure 2: A word-cloud representing words of the top-100 patterns for each category

Table 2: Comparative performance evaluation results of our proposed approach with state-of-the-art
approaches and baseline methods over the original dataset

Approach
GB SVM CRF LR

P R F1 P R F1 P R F1 P R F1

Baseline1 82.48 72.44 77.13 82.07 62.61 71.03 79.81 65.68 72.04 76.09 52.35 62.03

Baseline2 79.38 76.35 77.83 81.20 63.32 71.15 82.32 72.34 77.00 80.00 53.71 64.27

Baseline3 85.80 87.82 86.80 87.53 91.45 89.45 86.34 82.56 84.40 83.84 76.50 80.00

Ajao et al. (2019) 84.80 85.12 84.96 86.68 85.82 86.24 86.43 84.64 85.52 83.83 85.11 84.46

Abulaish et al. (2019) 56.26 55.40 55.82 41.30 45.56 43.32 64.62 60.10 62.28 40.80 41.93 41.11

Zubiaga et al. (2017) 52.43 54.19 53.29 36.60 44.78 40.27 69.19 54.59 61.02 33.10 40.72 36.51

Proposed Approach 92.83 94.02 93.42 93.48 91.88 92.67 91.06 88.97 90.00 90.97 86.11 88.47

Table 2 summarizes the comparative results in terms
of precision, recall, and f1-score over the original
dataset. It can be observed that the proposed ap-
proach outperforms all other approaches for all four
classification algorithms. Our best result is obtained
through the gradient boosting. It can also be ob-
served that gradient boosting achieved highest recall
and f1-score, whereas SVM achieved highest preci-
sion. To assess the effect of class imbalance, we
repeated the same set of experiments with the variant
of a balanced dataset. As shown in table 3, gradient
boosting scored the highest value of precision and
f1-score, whereas CRF achieved the highest recall
value. It can also be observed that the recall and
f1-score values are better over the balanced dataset
for all four classification algorithms.

Figures 3 and 4 present a visualization of the
comparative analysis results of the proposed ap-

proach with three state-of-the-art techniques over
both original and balanced datasets, respectively. It
can be observed that the proposed approach per-
forms significantly better than all state-of-the-art ap-
proaches. The improvements of the proposed ap-
proach over the best state-of-the-art approach range
from 4.01−8.46% for the original distribution of the
dataset and 3.93 − 6.33% for the balanced dataset.
The out-performance consistency of our proposed ap-
proach is maintained for both variants of the dataset
with a difference of 1.03 − 3.85% in the f1-score
value. In contrast, the state-of-the-art approaches are
inconsistent; some methods improved 12.07% in the
f1-score value, whereas the performance of a few
decreases. The reason for the consistent performance
of the proposed approach is that the graph-based ap-
proach covers the topical words and the writing style
of the social media post, whereas the word embed-
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Table 3: Comparative performance evaluation results of our proposed approach with state-of-the-art
approaches and baseline methods over the balanced dataset

Approach
GB SVM CRF LR

P R F1 P R F1 P R F1 P R F1

Baseline1 82.49 79.54 80.99 79.62 79.96 79.79 81.21 82.38 81.79 76.82 75.53 76.17

Baseline2 82.77 85.86 84.29 76.35 85.24 80.55 80.54 87.24 83.75 76.57 78.79 77.66

Baseline3 91.10 92.83 91.95 89.90 95.10 92.42 88.13 95.04 91.45 85.80 94.30 89.85

Ajao et al. (2019) 86.88 89.21 88.03 88.00 89.56 88.77 84.50 83.86 84.18 85.11 82.37 83.71

Abulaish et al. (2019) 61.22 59.46 60.32 52.41 50.86 51.62 82.04 67.98 74.35 63.56 60.02 61.74

Zubiaga et al. (2017) 58.63 60.40 59.50 51.13 50.75 50.94 80.00 62.53 70.19 52.43 45.66 48.81

Proposed Approach 95.36 95.36 95.36 91.72 95.78 93.70 91.18 95.88 93.47 90.82 93.88 92.32

Figure 3: Comparative performance evaluation analysis over the original dataset

ding covers the higher dimensional semantic space.

5 Conclusion and Future Work

In this paper, we have presented a rumor detection
framework that uses a graph-based approach to lever-
age tweets and reactions for extracting rumorous pat-
terns. A graph-based learning representation is used
to capture contextual information. The inquisitive,
skeptical, sentimental, and emotional natures of so-
cial media users are identified through their writing
styles in the reactions to a tweet. The semantic rela-
tions are preserved through semantic vectorization,
based on word embedding. The hybrid top-k patterns
are extracted from all three categories – rumor, emo-
tional, and skeptical that are used to train the rumor
detection model. The experimental results explained
that our proposed approach significantly improves
the rumor detection task and outperforms the state-
of-the-art methods. As a result, it is concluded that
utilizing emotional and skeptical words makes the de-
tection system more effective. It can also be said that

the pattern-based approaches result in more represen-
tative and smaller size models than the word-based
approaches. The patterns also retain the syntactic
sense. In this study, we have considered three-words
patterns because long patterns are infrequent. The
proposed work can be extended to improve the pat-
tern ranking mechanism to maximize the coverage of
patterns.
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Abstract 

Paraphrase detection allows identifying the 

degree of likelihood between source and 

suspect sentences. It is a critical machine 

learning problem in computational 

linguistics. This is due to the expression 

variability and ambiguities especially in 

Arabic language.  Previous neural models 

have yielded promising results, but are 

computationally expensive. They cannot 

directly align long-form sentences expressing 

different meanings. To address this issue, 

Siamese neural network is proposed for 

Arabic paraphrase detection based on deep 

contextual semantic textual similarity. 

Despite that the pre-trained word embedding 

models have advanced NLP, they ignored the 

contextual information and meaning within 

the sentence. In this paper, the potential of 

deep contextualized word representations was 

firstly investigated using Arabic Bidirectional 

Encoder Representation from Transformers 

(AraBERT) as an embedding layer. Then, 

Long Short Term Memory (LSTM) modeled 

high-level semantic knowledge. Finally, 

cosine distance identified the degree of 

semantic textual similarity. Using our own 

generated corpus, experiments showed that 

the proposed model outperformed state-of-

the-art methods, in terms of F1 score.   

1 Introduction 

The accumulation of textual data exchanged on 

the web over time has increased the potential 

source of paraphrase (Karaoglan et al., 2016). Its 

identification has become increasingly 

challenging especially in the case of Arabic 

language due to its richness of ambiguous 

specificities (Sghaier and Zrigui, 2020). The 

same sentence can be reformulated in different 

ways using semantically similar words 

(Mahmoud and Zrigui, 2021a). This task allows 

modelling and identifying the semantic 

interactions between sentence pairs. It represents 

a challenge in the area of information retrieval 

and Natural Language Processing (NLP). 

Recently, several neural models for word 

embedding have been introduced like word2vec 

(Mikolov et al., 2014) or GloVe (Pennington et 

al., 2014). The produced vectors representations 

of sentence pair are used as inputs to measure the 

similarity between them. However, these models 

provided fixed representation for each word and 

did not capture its context in different sentences 

(Mahmoud and Zrigui, 2019a).  

To deal with this drawback, contextualized 

word representation methods such as ELMo 

(Peters et al., 2018) and BERT (Babi et al., 2020) 

have become prevalent and received a lot of 

attention for obtaining sentence representations. 

They learnt efficiently the contextualized word 

representations from deep bidirectional language 

model pre-trained on large text corpora or via 

utilizing the encoder of transformer (Babi et al., 

2020). Better sentence representations are 

captured from each generated word embedding 

based on its surrounding context. Therefore, we 

are motivated to use them for sentence modelling 

and Arabic paraphrase detection.  

In this paper, the main objectives are focused 

on studying how the applications of Bidirectional 

Encoder Representations from Transformers 

(BERT) and neural networks models are suitable 

for semantic equivalence assessment and Arabic 

paraphrase detection. Indeed, the contextual 

features are firstly extracted using Arabic BERT 

(AraBERT) model. Then, the resulted embedded 

vectors are trained by applying deep Siamese 

Long Short Term Memory (LSTM) model for 

sequential data modelling. Finally, semantic 
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similarity scores are identified. To conduct 

experiments, paraphrased corpus is proposed 

preserving semantic and syntactic properties of 

original sentences. This paper is organized as 

follows: First, state of the art on paraphrase 

detection is presented in section 2. Then, the 

proposed approach is detailed in section 3. 

Subsequently, the experiments are described in 

section 4. Finally, we end by a conclusion and 

future work in section 5. 
 

2 State of the Art 

Although processing language and 

comprehending the contextual meaning is an 

extremely complex task, paraphrase detection is 

a sensitive field of research for specific language 

(Mahmoud and Zrigui, 2019b). Following the 

literature, numerous neural models were 

proposed for modelling semantic similarity 

among sentence pair. They have gained 

promising results in major NLP tasks distinguish 

supervised and unsupervised approaches.  

Unsupervised methods use pre-trained 

word/phrase embeddings directly for the 

similarity task without training a neural network 

model on them which supervised ones do (Aliane 

and Aliane, 2020).  

Word2vec is one of the most popular 

unsupervised methods. It generates words 

embeddings according to their semantics in the 

sentence. Some researches were already used it 

to detect similarity between texts. Veisi et al. 

(2022) employed word2vec and cosine distance 

for Persian text similarity detection. The same 

approach was proposed by Gharavi et al. (2016). 

Indeed, the generated word vectors from 

word2vec model were averaged to produce 

sentence vector. Then, the Jaccard coefficient 

was used to report plagiarism cases. For Arabic 

language, Nagoudi et al. (2018) detected 

verbatim and complex reproductions using 

fingerprinting and word embedding. Next, 

different NLP techniques were combined like 

word alignments, Inverse Document Frequencies 

(IDF) and Part-Of-Speech (POS) weighting to 

identify the most descriptive words in each 

textual unit. Similarly, Yalcin et al. (2022) 

indexed each document according to the 

grammatical classes of their n-grams. The aim 

was to access rapidly to sentences that were 

possible plagiarism candidates. Then, word2vec 

and Longest Common Subsequence (LCS) were 

combined for measuring semantic similarity. 

Unlike word2vec, GloVe model does not rely 

on local context information, but incorporates 

global statistics through word co-occurrences to 

obtain word vectors (Mahmoud and Zrigui, 

2021b). For English text similarity identification, 

the superiority of GloVe compared to word2vec 

was demonstrated by Hindocha et al. (2019) and 

Mohammed et al. (2019). 

Other works adopted FastText model. For 

example, Iqbal et al. (2021) investigated several 

word embedding techniques (word2vec, GloVe, 

and FastText) for Bengali semantic similarity. 

Experiments showed that FastText with cosine 

distance were the most suitable for this task.  

Recently, context-depending embedding 

techniques have been introduced. They used 

transformers and long and short-term memory 

techniques to convert a word into n-dimensional 

vector. To enhance unsupervised sentence 

similarity methods, Ranashinghe et al. (2019) 

enhanced various context-based models: 

Embedding from Language Models (ELMO) 

(Peters et al., 2018), Bidirectional Encoder 

Representations from Transformers BERT (Babi 

et al., 2020), Flair (Akbik et al., 2019) and 

stacked embedding on different datasets: 

English, Spanish and Biomedical. The best 

experimental results were obtained with stacked 

embeddings of ELMO and BERT.  

On the supervised methods side, deep pairwise 

fine-grained similarity network is based on 

Siamese architecture. Two identical neural 

networks sharing the same weights. The resulted 

output vectors are fed to a join function for 

paraphrase prediction (Mahmoud and Zrigui, 

2021c).  

Convolutional Neural Networks (CNN) were 

efficient to extract the most descriptive n-grams 

of different semantics through convolution and 

pooling layers. This model was applied for 

sentence modeling and semantic text similarity 

computation as shown by Shao (2017) and He 

and Lin (2015) for English, and Mahmoud and 

Zrigui (2017) for Arabic. Recurrent neural 

networks have recently shown promising results 

for analysing sequential data and modelling long-

term dependencies within sentence (Haffar et al., 

2021). For modelling context and structure of 

sentence, Tai et al. (2015) proposed tree-

structured LSTM model while Liu et al. (2019) 

introduced a Multi-Layer Bidirectional LSTM 

(Bi-LSTM) and TreeLSTM model. As shown in 

(Hambi and Benabbou, 2019), LSTM model 

learnt from the output of doc2vec while CNN 

model learnt thereafter the most relevant features 
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from documents for plagiarism detection. As 

described in (Othman et al., 2021), LSTM model 

was augmented with an attention mechanism to 

extract the most representative words within 

questions. Then, CNN retrieved relevant 

questions. Hamza et al. (2020) extracted 

semantic and syntactic relations between words 

using ELMo model. Then, different deep neural 

models were analyzed such as simple models, 

CNN and RNN (Bi-LSTM, GRU) mergers 

models, and ensemble models. Then, a 

concatenation operation was used as a merge 

operation and Softmax function for Arabic 

similar questions classification. Recently, 

Meshram and Kumar (2021) demonstrated that 

deep contextualized word representations using 

BERT model became a better way for feature 

extraction from sentences. LSTM was thereafter 

applied for high level features knowledge. Then, 

Manhattan distance was used for similarity 

identification.   

Following the literature, our approach 

combines the power of unsupervised learning 

through contextualized word embedding and 

supervised deep pairwise similarity network that 

outperformed state-of-the-art. Our motivation is 

to use them for sentence modelling and 

paraphrase identification in Arabic. This is due to 

the rich language of features that made its 

processing difficult than other languages 

(Meddeb et al. 2021). It is non-vocalized, non-

concatenative, homographic, agglutinative and 

derivational, which needs deep understanding of 

textual components (Haffar et al., 2020) 
 

3 Proposed Approach 

In this section, deep contextual embedding based 

similarity approach is presented briefly for 

Arabic paraphrase detection. It is based on a 

Siamese neural architecture. It has proven its 

relevance for learning sentence semantic 

comparability through two identical sub-

networks that are fit for handling sentence pair 

and likeness measure. The phases constituting 

the proposed architecture are described in Fig. 1: 

1) Firstly, text features are extracted using the 

Arabic Bidirectional Encoder 

Representations from Transformers 

(AraBERT) process. 

2) The embedded vectors are subsequently 

trained by using Long Short Term Memory 

(LSTM) recurrent neural network model.  

3) Finally, similarity scores are determined for 

each sentence pair, and the semantic textual 

similarity is learned.  

 

 

 

Fig. 1: Proposed architecture.
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3.1 Arabic BERT (AraBERT) Embedding 

Phase 

The use of word embeddings allows to 

effectively detect the syntactic and semantic 

similarities between words. In this work, we 

resorted to the AraBERT model which 

outperformed previous language models like 

word2vec, GloVe, etc. It addressed effectively 

ambiguity in which multiple vector 

representations could be extracted for the same 

word based on its context. More precisely, 

AraBERT is a bidirectional transformer for 

generating sentence representation by learning 

the context of each word on all of its 

surroundings in the sentence. Because AraBERT 

uses sub-words as a unit instead of words, the 

source   and target  sentences are tokenized 

into words. Then, the obtained tokens are 

thereafter encoded by the AraBERT model. For 

the input sequence of N tokens , we 

obtain the final hidden states 

}representing the output of the 

transformer as denoted in Eq. (1) :  

                                  (1) 

To generate the representations of source 

and target  sentences, we use the 

mean_pooling process applied on the outputs of 

AraBERT model. It consists computing the 

means over each vector dimension as follows in 

Eq. (2) and Eq. (3):  

                          (2) 

                         (3) 

Where: m and n are the lengths of source and 

target sentences.  

3.2 Sentence Modeling Phase 

The major reason for relying on Long-Short 

Term Memory (LSTM) recurrent neural network 

is its proven performance to capture short and 

long-term dependencies, model variable-length 

of sequential data and prevent the vanishing 

gradient problem of RNN. LSTM is 

characterized by a memory cell that is capable of 

maintaining its state over time, and internal 

mechanisms called gates to regulate the 

information flow.  

Given the input vector , hidden sate  and 

memory state , the updates in LSTM are 

performed as denoted in Eqs. (4, 5, 6, 7, 8 and 9): 

                         (4) 

                       (5) 

                        (6) 

                                     (7) 

                   (8)                                                                                                

                          (9) 

Where :  are input, forget, memory 

and output gates at time 

;   are weight 

matrices ;  are the bias vectors ; ReLU 

(Rectified Linear Unit) is the activation function 

and ⊙ denotes the Hadamart product of 

matrices.                                                             

3.3 Similarity Identification Phase  

Once we have the vectors  that capture the 

underlying meaning of sentence pair, the 

semantic similarity is computed using Cosine 

similarity measure as defined in Eq. (10):  

               (10) 

Where:  and  are the components of the 

vectors A and B, respectively. 

For prediction, the obtained scores of 

 are converted into probabilities 

 as defined in Eq. (11). To decide 

whether or not  are paraphrased (i.e., 

semantically equivalent), the obtained  is 

compared to a threshold : 

                                          

                 (11) 

4 Experiments and Discussion 

4.1 Dataset  

To tackle the lack of publicly available 

paraphrased corpora in Arabic, we intend to 

develop our own corpus. The main idea is to 

capture more semantic features from sentence 

pairs. This is done by combining word2vec 

model and POS weighting for better-paraphrased 

sentence generation. It consists of the following 

operations: 

Data collection. The Open Source Arabic 

Corpora (OSAC) is used as a source corpus from 

which passages of texts are extracted and 

replaced semantically. To do this, vocabulary 

model is proposed from which original words are 

replaced. It is collected from various resources 

(i.e. Arabic Corpora Resource (AraCorpus), King 

Saud University Corpus of Classical Arabic 

(KSUCCA) and a set of Arabic papers from 

Wikipedia) including more than 2.3 billion 

words. 

Data preprocessing. To remove worthless 

data and reduce thereafter the time required for 
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further processing, preprocessing operations are 

applied:  

(1) Unnecessary data (e.g. extra white 

spaces, titles numeration, non-Arabic 

words) are removed. 

(2) Some writing forms are normalized (e.g., 

Hamza “أ” and Taa Marboutah “ة” to “ا” 

and “ه”.)).  

(3) Sentences are tokenized into words to 

reduce lexical parsimony.  

Paraphrased corpus generation. Semi-

artificial approach is proposed as follows:  

(1) Given a random variable , the 

degree of paraphrase  is defined by 

applying a random uniform function, as 

denoted in Eq. (12): 

                        

 

(12)  
(2) The number of words to replace P is 

defined from the OSAC source corpus of 

size N . It is defined according to 

, as follows in Eq. 

(13):                                    

                                   (13) 

(3) To replace source words according to an 

index chosen randomly, random shuffle 

function is used.  

(4) Since paraphrase allows replacing the 

meaning of original words semantically, 

synonyms are identified from the 

vocabulary using Skip gram model. It 

predicts the context of middle word 

according to the unique word 

representation in a surrounding window 

as input. The original word is replaced 

by its most similar one that has the same 

grammatical class from the created 

vocabulary. In this way, original and 

paraphrased sentences will have the 

same syntactic changes with similar 

words semantically. The combination of 

word2vec and POS is reported to be 

good in capturing syntactic and semantic 

features of words.      

(5) Human judgments are used for final 

corpus validation. 

Table 1 summarizes some obfuscations 

forms created through our proposed approach: 

  

 

Original      

sentence 

  .التمتع غير العادل من عائدات النفط

‘Unfair enjoyment of oil revenue.’ 

iw  Obfuscation forms 

Synonym 

substitution  

Add / remove of 

words 

 التمتع  
‘enjoyment’ 

 الاستعمال

‘use’ 

 الاستعمال

‘use’ 

 غير 

‘not’ 

 غير

‘not’ 

- 

 العادل 
‘fair’ 

  
 الخاطئ 

‘wrong’ 
 السوي 

‘proper’ 

 من

‘of’ 

 من

‘of’ 

 ل

‘of’ 

 عائدات

‘revenue’ 

 محاصيل 

‘crops’ 

 محاصيل 

‘crops’ 

 النفط 
‘oil’ 

 البترول

‘petroleum’ 

 البترول

‘petroleum’ 

Suspect  

sentences 

الاستعمال غير السوي 

 من محاصيل البترول

‘Improper use of 

petroleum crops’ 

الاستعمال الخاطئ 

 لمحاصيل البترول

‘Misuse of 

petroleum crops’ 

Table 2: Examples of Paraphrased sentences in 

Arabic 
 

Table 2 describes the data used for training 

and testing the proposed approach: 
 

Corpora Models Total  

pairs 

Paraphrased 

pairs 

Original  

pairs  

OSAC Train 3,600 2,400 1,200 

Test 

Test 

 

1,500 1,000 500 

Semeval 250 196 94 

Table 2: Experimental dataset 
 

4.2 Neural Models Configuration 

 

Word2vec. Table 3 illustrates the parameters of 

word2vec algorithm that are useful to capture the 

right synonyms of the target word and increase 

the quality of Arabic paraphrased sentence 

generation: 

Parameters Values 

Vocabulary size More than 2.3 billion 

words 

Vector dimension 300 

Window size 3 

Minimum count ≤ 5 

Workers 8 

Epochs 7 

Table 3: Parameters of word2vec model 
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AraBERT 1 . This model is employed for 

sentence modelling. As shown in Table 4, the 

parameters (i.e., number of epochs, hidden 

layers, attention heads, and hidden size) are fixed 

according to the dataset and the memory 

reserved. The overall model is trained by Adam 

optimizer.  
 

Parameters Values 

Hidden layers 4 

Attention heads 4 

Hidden size 256 

Dropout  0.1  

Optimizer Adam 

Epochs 50 

Activation function ReLU 

Table 4: Parameters of AraBERT model 
 

 

LSTM. For sentence modeling, the 

parameters that increased the performance of the 

proposed LSTM model are summarized in Table 

5:  

 

Parameters Values 

Hidden units number 256 

Activation function ReLU 

Loss probability 0.2 

Optimizer Adam 

Batch size 100 

Table 5: Parameters of LSTM model 
 

4.3 Evaluation Metrics 

F1 score is a measure of the proposed model’s 

accuracy on the generated dataset. It is defined as 

the harmonic mean of the precision and recall 

ranging in [0, 1], as defined in Eq. (14) 

(Mahmoud and Zrigui, 2021d): 

 

                                                    (14) 

Where: precision P is the fraction of true 

positive examples among the ones that the model 

classified as positive; recall R is the fraction of 

examples classified as positive among the total 

number of positive examples. 

4.4 Discussion 

The performances of our approach using the 

proposed corpus and SemEval dataset are 

comparable to detect semantic meaning of words, 

 
1 https://github.com/aub-mind/arabert/tree/master/arabert  

which also depends on deep contextual 

embedding. Experimental results are shown in 

Table 6:  

 

Corpora Models F1  

OSAC GloVe-Cosine 0.7750 

AraBERT-Cosine 0.8050 

GloVe-LSTM 0.8731 

AraBERT-LSTM 0.8975 

SemEval GloVe-Cosine 0.7650 

AraBERT-Cosine 0.7850 

GloVe-LSTM 0.8397 

AraBERT-LSTM 0.8650 

Table 6: Experimental results  
 

Experiments demonstrated that GloVe model 

with cosine similarity achieved the lowest F1 

score (77.5% with OSAC and 76.5% with 

SemEval). This is due to the fact that GloVe 

worked on word level and cannot cope with 

Arabic language morphology. Indeed, different 

senses of the words are combined into one vector 

which can result a confused representation of the 

ambiguous Arabic language. As a solution, we 

proposed to integrate it topped with LSTM layer. 

It increased the number of learnable weights and 

paraphrase prediction layer. It captured 

efficiently sentence semantics better. As 

expected, adding a pairwise sentence similarity 

sub-networks improved the performance of our 

model achieving the best F1 scores: 87.31% 

using OSAC and 83.97% using SemEval.   

Instead of using GloVe model, the impact of 

contextualized word embedding AraBERT is 

examined. It consistently improved the results in 

all the proposed models. While Arabic language 

is highly derivational language mutating many 

morphological variations of each word, 

AraBERT model was able to generate vector 

representation of any arbitrary words and was not 

limited to the vocabulary space. It obtained the 

highest F1 scores: 89.75% with OSAC and 

86.50% with SemEval.  

Furthermore, we can notice that low 

performances are obtained when using SemEval 

corpus compared to the proposed OSAC corpus. 

Based on the complex nature and structure of 

Arabic language, this limit is related to the nature 

of the corpus, its language and the proposed 

paraphrase detection approach: Compared to the 

OSAC corpus, SemEval corpus has a relatively 

small vocabulary and training examples. That’s 

why, the performance of AraBERT based 

approach hasn’t been affected. We can deduce 
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also the effectiveness of the model when facing 

small amount of data and more generally its 

suitability when dealing with low resources 

languages like Arabic. 

As depicted in Table 7 and Fig. 2, final 

experimental results are competitive with those 

obtained with state-of-the-art methods achieving 

the best F1 score with AraBERT-LSTM model. 

It was efficient for text similarity prediction and 

paraphrase detection: 

 

References Corpora Models F1  

Ayata et 

al. (2017) 

SemEval 

English 

Word2vec-

LSTM 

0.587 

Peinelt et 

al. (2020) 

SemEval 

English 

tBERT-LDA 0.524 

MSRP 

English 

tBERT-LDA 0.884 

Meshram 

and 

Kumar 

(2021) 

SICK, 

STS, 

clinical 

dataset 

Word2vec-

BERT 

0.889 

GloVe-BERT 0.864 

BERT-BERT 0.896 

Ours 

 

OSAC 

Arabic 

AraBERT-

LSTM 

0.897 

SemEval 

Arabic 

AraBERT-

LSTM 

0.865 

Table 7: Comparison with state-of-the-art 

methods 
 

For sentiment analysis and Tweets similarity, 

word2vec algorithm was useful for features 

representation while LSTM model was thereafter 

efficient for avoiding the long-term dependency 

problem, as shown by Ayata et al. (2017). 

Recently, Meshram and Kumar (2021) and 

Peinelt et al. (2020) approved that the use of 

BERT model as a contextualized word 

embedding was even applying it on topics for 

English text similarity. Compared to the state-of-

the-methods, the overall best performing method 

was obtained using AraBERT for contextualized 

word embedding in Arabic, LSTM for sentence 

pair modelling and cosine for similarity 

prediction as demonstrated in our proposed final 

approach. It achieved the highest F1 scores 

(89.75% using OSAC and 86.50% using 

SemEval). 

 
Fig. 2: Comparison with state-of-the-art methods 
 

5 Conclusion and Future Work 

In this paper, we introduced an Arabic 

paraphrased corpus preserving semantic and 

syntactic features of sentences. Original words 

are replaced by their most similar ones that had 

the same part-of-speech from a vocabulary. The 

created corpus included various forms of 

obfuscation like same polarity, add/deletion of 

words, etc. Then, we studied how this corpus 

could be useful efficiently in the evaluation of 

Arabic paraphrase detection using deep 

contextual word embeddings. AraBERT-LSTM 

based approach outperformed significantly state-

of-the-art methods. It alleviated data sparsity and 

Arabic word semantics achieving the following 

F1 scores: 89,75% with OSAC and 86.50% 

SemEval. For future research, one possible way 

to further improve our system could be to feed 

AraBERT embedding to other recurrent neural 

networks like Bi-directional LSTM (Bi-LSTM), 

or Gated Recurrent Units (Bi-GRU).  
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Abstract

In this paper, we present an approach and im-
pact of isometric neural machine translation on
the automatic dubbing process. The length of
generated isometric translated sentences ranges
within a±10% of the source text. We propose a
hierarchical and multilingual approach toward
generating isometric translation via publicly
available MUST-C, WMT, and IIT-Bombay(en-
hi) datasets. Our experiments use namely, Ger-
man(de), French(fr), Russian(ru), Italian(it),
and Hindi(hi) languages. Additionally, we im-
plement a paraphrasing module with Opuspar-
cus(fr,de,ru), PAWS-X(fr,de) and Topaco(ru)
datasets for German, French, and Russian lan-
guages to enhance the vocabulary and main-
tain the isometric constraints. In performance
analysis, we report the average length range of
source to translation, 55.15% for all languages,
while ru exhibits the highest with 62.475% and
a relative improvement of 23.04% from the
baseline OPUS-MT model.

1 Introduction

Isometric translation is a relatively new concept
in neural machine translation. As video content
reaches worldwide, it becomes crucial to localize
it for different regions. One of the major problems
faced while translating media content is the syn-
chrony between the translated output and the visual
content. This problem mainly occurs due to a con-
siderable variation in vocabulary between different
languages. [1] state that the ideal length of the
generated output should be within ±10% range of
the source length. The recent machine translation
models do not have any parameters to control the
length of the output sequences.

To solve the problem mentioned earlier, we fine-
tune different pre-train language models using the
prompt engineering method. The initial step in all

our methods is to identify the appropriate prompt.
We use the approach described in [2] to generate
prompts while training. Prompt engineering is an
efficient way to perform transfer learning while
fine-tuning a model.

In this paper, we present, an empirical analy-
sis of our different translation and paraphrasing
models. In our approach, the best performing trans-
lation model is OPUS MT and the most efficient
paraphrasing model is mBART [3]. However, we
train the paraphrasing model only for German, Rus-
sian and French because of the limited number
of languages supported by paraphrasing datasets.
We use a combination of Opusparcus and Topaco
datasets for Russian, and Opusparcus and PAWS-X
datasets for French and German. As per our knowl-
edge, while writing this paper, we cannot find a
standard paraphrasing corpus for Italian and Hindi
languages.

2 Background

In this section, we further explain neural machine
translation in section 2.1, and its corresponding
controlling output length in section 2.2 with lexical
and length constraint.

2.1 Neural Machine Translation

For a language pair with parallel data as 1, an MT
model parameterized with θ, trains to maximize
likelihood on the training sample pairs 2.

D = {(si, ti) : i = 1, . . . , N} (1)

L(θ) = θargmax

N∑

i=1

log p (ti | si, θ) (2)
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2.2 Controlling output length of MT
Several attempts have been made to control the out-
put length attributes, this includes user preference
for desired length summarization [4] or using of
multiple extractive summarization algorithms for
strict length constraints [5], use of side-information
[6] or source text involvement and formality [7] [8].
There can be 2 major approaches for constraining
sequence length using MT: i) lexically constrained
translation, ii) length constrained translation.

2.2.1 Lexically constrained MT
This section includes lexical integration of length-
constraint in NMT, either via constrained train-
ing or decoding. [9] replaced recognized entities
(URL and number) with place-holders which are
then detokenized during post-processing. [10] em-
ployed a transformer model, augmenting source
phrases with target translations to maintain transla-
tion consistency while also allowing the machine
to learn lexicon translations by duplicating source-
side target terms. On the contrary, [11] leverage
the effectiveness of Levenshtein Transformers by
injecting terminology constraints at inferences time
without any significant impact on decoding speed
while also mitigating the re-training procedure.

2.2.2 Length constrained MT
[1] injects length control information via the posi-
tional encodings of the self-attention, thus enrich-
ing the input embedding in source and target with
positional information. [12] extend this approach
by computing the distance from every position to
the end of the sentence, which is further summed
with input embedding in the decoder network. [1]
combines the methods for biasing the output length
by i) conditioning the output to target-source length
ratio and ii) enriching the decoder input with rela-
tive length embeddings computed according to the
desired target string length. [13] involves translat-
ing sentences in source language containing pause
marker information and integrates verbosity control
of phrases between consecutive pause markers.

3 Proposed Methodology

Our methodology incorporates the approach pre-
sented by [2]. As shown in figure 1, our model
architecture comprises two main components: 1)
Translation module and 2) Paraphrasing Module.
We experiment with multiple models for both trans-
lation and paraphrasing. Our best approaches con-
sist of OPUS MT [14] as the translation model and

I don’t know what every transistor
in the connection machine does.

<normal> I don’t know what every
transistor in the connection
machine does.

Source Text

Preprocess &  
Attach Prompt

Preprocessed Text

Machine Translation Model
Translated Text

Tokenize Data 

MT Output (Greedy)

Reverse-Prompt  
(using target to source length)

Paraphrase Model

mBART
Paraphrased Output

OPUS MT
Ich weiss nicht, was jeder
einzelne Transistor in
der Verbindungsmaschine  macht.

Ich weiß nicht, was jeder Transistor
in der Verbindungsmaschine macht

Figure 1: This is the system pipeline of our best-
proposed method. After the first step of attaching length
prompts, we pass the data from our fine-tuned transla-
tion model(OPUS-MT). Further, we pass these trans-
lated sentences through a paraphrasing model(mBART)
for de,fr,ru.

mBART paraphrasing model. The intuition behind
paraphrasing is to increase the vocabulary of the
target language. As the primary purpose of iso-
metric translation is to control output length, the
paraphrasing model, when used with prompt en-
gineering, helps us adhere to this constraint. For
example, the sentence "The name of this person is
John" can also be written as "This is John." This ex-
ample is a precise instance of how paraphrasing can
vary the length of generated translated sentences. It
is only possible when the model can understand the
semantics of a sentence and have the vocabulary
to rewrite it. The following two subsections will
further elaborate on our two modules.

3.1 Machine Translation

As mentioned earlier, we use OPUS MT for trans-
lation. OPUS MT is trained on 108 different lan-
guages and performs very efficiently on most lan-
guages. Figure 2 describes the general architecture
of the OPUS MT model. The OPUS MT model is
trained using the Marian NMT framework [15] and
constitutes 6-self attentive layers in both encoder
and decoder network with 8 attention heads in each
layer. However, using baseline OPUS MT does not
yield ideal results, as evident in table 4. To comply
with the length constraints, we make use of prompt
engineering methods and leverage the flexibility
of multi-task learning. Our model learns which
sentences fall within the normal, short, and long
range through prompts. While testing, we add a
normal prompt to all input sentences so that model
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language model dataset BLEU Score BERT Score Length Ratio Length Range

de
OPUS-MT MuST-C + WMT 42.3 0.85 1.087 49.81
OPUS-MT +
few short mBART

MuST-C + WMT + Opusparcus + Paws-X 29.1 0.83 1.04 50.55

OPUS-MT +
mBART

MuST-C + WMT + Opusparcus + Paws-X 29.9 0.83 1.05 51.95

it OPUS-MT MuST-C 34 0.84 1.045 57.032

fr

OPUS-MT MuST-C 44.8 0.87 1.08 49.6
OPUS-MT+ MT5 MuST-C 42.3 0.85 1.12 51.3
OPUS-MT + MT5 MuST-C 38 0.86 1.11 46.4
OPUS-MT + few short mBART MuST-C + Opusparcus + Paws-X 40.9 0.85 1.03 57.33
OPUS-MT + mBART MuST-C + Opusparcus + Paws-X 41.2 0.85 1.04 61.81

ru

OPUS-MT MuST-C + WMT 22.7 0.84 1.005 54.517
OPUS-MT + few short mBART MuST-C + WMT + Opusparcus + Paws-X 20.8 0.82 0.95 58.934
OPUS-MT + mBART MuST-C + WMT + Opusparcus + Paws-X 21.7 0.83 0.967 62.475
MT5 MuST-C + WMT 5.6 0.76 0.732 19.3

hi OPUS-MT IITB-En-hi 11.9 0.84 0.941 42.521

Table 1: Evaluation scores of various experiments. In this table, we state the language-wise experiments along with
the datasets used

Source - Target
Langauge

Total
Instances

Avg. Source
Length

Avg. Target
Length

Length
Ratio

Length
Range %

MuST-C
en-fr 275K 101.78 112.31 1.141 37.65
en-de 229K 100.77 108.84 1.319 36.93
en-it 253K 103.97 108.2 1.076 47.66
en-ru 229K 104.25 102.14 1.044 43..212

IIT-B Corpus
en-hi 1.65M 74.81 72.92 1.043 46.95

WMT
en-de 4.5M 138.26 152.45 1.204 28.12
en-ru 2.5M 107.33 98.75 1.18 38.29

Tapaco
ru-ru 29K 26.38 26.35 1.025 49.45

Opusparcus
ru-ru 150K 15.81 15.84 1.059 54.948
fr-fr 940K 19.3 19.31 1.079 39.34
de-de 590K 19.63 19.64 1.074 39.33

PAWS-X
fr-fr 940K 120.94 122.32 1.004 82.61
de-de 50K 119.02 118.24 1.003 85.27

Table 2: Dataset Statistics

generates isometric output.

3.2 Paraphrasing & Length Correction

This module significantly improves our score con-
cerning the isometric constraints. As mentioned
above, the main goal of applying the paraphras-
ing module is to enhance the vocabulary to write
sentences with similar meanings in different ways.
After exhaustive experimentation, we find that the
mBART model is most suitable for paraphrasing.
We chose a multilingual version of BART [3] be-
cause of its auto-encoding capabilities, which al-
lows it to fully comprehend the language of the
text it is parsing, thus making it the best fit for para-
phrasing tasks. mBART is a model for text genera-
tion in different languages. As seen in table 2, it is
evident that the paraphrasing module improves the
length ratio and length range significantly.

This module also implies a few-short learning ap-
proach via prompt engineering as described by [16].

EN
CO

DE
R 

BL
OC

K

OPUS-MT
FINETUNED

Self-Attention

Add & Normalize

Feed Forward

Add & Normalize

ENCODER BLOCK

ENCODER BLOCK

ENCODER BLOCK

ENCODER BLOCK

ENCODER BLOCK

INPUT

DECODER BLOCK

DECODER BLOCK

DECODER BLOCK

DECODER BLOCK

DECODER BLOCK

DECODER BLOCK

Self-Attention

Add & Normalize

Feed Forward

Add & Normalize

Encoder-Decoder
Attention

Add & Normalize

Figure 2: A detailed architecture diagram of our transla-
tion model OPUS-MT

The prompts while training are decided similarly
to the translation module. However, the difference
here is in selecting prompts while making infer-
ences. Given that this model follows the translation
module, we slightly employ a different methodol-
ogy for choosing the prompts for the predictions.
We use the paraphrasing module to shorten the
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long translated outputs or lengthen the short trans-
lated outputs. Equation 3 represents the process
of finding the appropriate prompt for paraphrasing
prediction.

f (x) =

{
long, LR < 0.95
short, LR > 1.10

(3)

In equation 3 LR is computed by the length of
generated translated text divided by the source text.
We do not apply paraphrasing to the translated sen-
tences under the normal range. The paraphrasing
module’s reverse prompts improve our results and
indicate that few short learning is performing as ex-
pected. This also indicates that the mBART model
successfully understands the length constraint dur-
ing paraphrasing.

4 Experimental Setup

In this section, we describe dataset details in sec-
tion 4.1, hyper-parameter settings in Section 4.2
and training procedures in Section 4.3

4.1 Dataset

We implement different datasets for translation and
paraphrasing module. As shown in table 1, for ma-
chine translation, we use the Multilingual Speech
Translation Corpus (MuST-C) [17] for translating
majority of our source languages. We also use
the Statistical Machine Translation Dataset (WMT)
[18] for German (de) and Russian (ru). Addition-
ally for translating Hindi (hi) we use the IIT-B
English-Hindi Corpus [19]. Next, we use a com-
bination of Opusparcus [20] and PAWS-X [21]
datasets for most of our Paraphrase training tasks,
However, due to unavailability of PAWS-X dataset
for Russian (ru), we utilize the Tapaco dataset [22]
which is a sub-extracted paraphrase corpus derived
from the Tatoeba database [23].

4.2 Hyper-parameter Settings

We used 4 Tesla V100-PCIE GPU for all experi-
ments with a memory size of 32510 MiB each. Due
to resource constraints, we train each of our models
for 1 epoch with a batch size of 32. We apply a
learning rate of 2 × 10−5 with a weight decay of
0.01. We implement the AdaFactor optimizer [24],
which internally adjusts the learning rate based on
the scale parameter and relative/warmup steps.

4.3 Training

In this section, we will discuss details of all experi-
ments performed. In [2], the hierarchical approach
was implied only on the French MUST-c dataset
with OPUS-MT and MT5 [25] models. This paper
extends that approach to five different languages
and includes mBART in the paraphrasing module.
Our results stand out, and the mBART model per-
forms better than MT5 as a paraphrasing model.
This paper also uses reverse-prompt in the para-
phrasing module, significantly impacting the re-
sults.

We employ prompt engineering on OPUS-MT
and MT5 translation models because languages like
Italian (it) and Hindi (hi) lack a standard paraphrase
dataset. There are very few MT models that support
en-hi translation, we utilize only OPUS-MT for this
task.

We also implement a singleton MT5 model that
performs translation and paraphrasing of 5 sup-
ported languages using the prompt engineering
method. We utilize the MT5 model for this single-
ton approach, one of the most optimized multi-task
learning models. We use two additional prompts
in this approach: 1) Translation and 2) Paraphras-
ing. The translation prompt signifies that the model
will translate the given input, and the paraphras-
ing prompt signifies that the model will generate
isometric sentences from the translated sentences.
Further, these two prompts were combined with
length prompts. In this model, we use the MUST-C
dataset for translation and PAWS-X and Topaco for
paraphrasing. However, the sentences generated by
this MT5 model are very absurd. After our analy-
sis, we find that the model is mixing up different
languages. One possible reason for this is the small
dataset size (approx 200K) for each language.

In our experimental setup, we adopt a prompt-
based few-shot learning strategy for the paraphras-
ing task. The model utilizes a small sample of
the training dataset(approx 500) and then tries to
integrate the derived model with the predictions ob-
tained from the MT model. The comparative scores
achieved by assessing using the same technique are
listed in table 1. The few-shot model can constrain
the output length adequately while also preserving
the semantical aspects of the MT. We employ the
few-shot learning strategy to train the pre-trained
mBART model like the main paraphrase module.
Instead of facilitating downstream fine-tuning via
pre-training on different corpora, we focus on using
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Source Text Translated Text Reverse-Pormpt Paraphrased Sentence CL Length BERT Score

I don’t know what
every transistor in
the connection machine
does.

Ich weiss nicht,
was jeder einzelne
Transistor in der
Verbindungsmaschine
macht.

Short

Ich weiß nicht,
was Jeder Transistor
in der
Verbindungsmaschine
macht.

70 0.964

Normal

Ich weiß nicht,
was der einzelne
Transistor in der
Verbindungsmaschine
macht.

77 0.951

Long

Ich weiß nicht,
was der einzelne
Transistor in der
Verbindungsmaschine
macht.

77 0.951

Say, "Please repeat
that process."
Score them again.

Sag: "Bitte wiederholen
Sie diesen Vorgang.
" Zählen Sie sie
noch einmal.

Short Bewerte sie nochmal 20 0.749

Normal
Sag, "Bitte wiederhole
diesen Prozess."
Bewerte sie.

52 0.979

Long
Sag, "Bitte wiederhole
diesen Prozess" und
bewerte sie nochmal.

63 0.908

Table 3: In this table the first & second column represents the source & the generated translated text respectively.
The third column shows the value of reverse-prompt that we append on the translated output generated by our model.
fourth column represents the paraphrased text generated by our paraphrasing module. CL is the character length of
the paraphrased sentences.

accessible data samples to perform few-shot learn-
ing. We utilize the prompt-engineering techniques
to extend the pre-trained model’s performance for
the specific task of paraphrasing non-isometric text.
We use a similar data configuration for the follow-
ing source languages: de, fr, and ru.

5 Result and Analysis

For evaluating isometric translation outputs for we
use BLEU, BERTScore and length compliance.

• BLEU [26] score is a statistical method that
evaluates on the basis of n-grams in translated
and reference text. Particularly for isometric
translation, where the length of translated sen-
tence may vary from the reference text, BLUE
score is unable to capture the semantic mean-
ing.

• BERT score [27] however, uses pre-trained
contextual word embeddings to calculate co-
sine similarity between translated sentences
and reference text. BERT score is the most
appropriate option because it can evaluate
sentences based on semantics and is com-
paratively more robust while evaluating short
translation sentences.

• Length Compliance [28]. is isometric con-
straint specific evalaution metric which com-
prises of two measure: (1) Length Ratio and
(2) Length Range. Length Ratio is defined
as the ratio of source text by generated text.
Length Range is defined as the percentage of
sentences that falls within ideal span of length
ratio 0.90-1.10.

5.1 Evaluation Measures Analysis

Adhering to isometric constraints can negatively
affect the derived BLEU score as it depends on
the number of characters. The best performing
models for the isometric task across each source
language have a lower BLEU score, as seen in table
1. This dip in the BLEU score is fairly evident in
the languages that use the paraphrase module. The
paraphrasing module modulates sentence length to
conform to the interchangeable vocabulary. Each of
the following language pairs, (en-de, en-fr, en-ru)
have a high BLEU score for the baseline OPUS-
MT. However, the BLEU score changes abruptly
when the paraphrase module is applied, although
the value of length compliance metrics improves.
Consequently, we recommend the BERT score as a
similarity measure since it provides a more precise
similarity assessment while taking the semantical
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Language Model BLEU Score BERT Score Length Ratio Length Range(%)

de
baseline OPUS 33.1 0.84 1.14 35.74
finetuned OPUS + mBART 29.9 0.83 1.05 51.95

it
baseline OPUS 31.3 0.82 1.037 54.662
finetuned OPUS 34 0.84 1.045 57.032

fr
baseline OPUS 45.4 0.86 1.149 35.41
finetuned OPUS + mBART 41.2 0.85 1.04 61.81

ru
baseline OPUS 20.4 0.83 1.001 50.776
finetuned OPUS + mBART 21.7 0.83 0.967 62.475

hi
baseline OPUS 9.9 0.83 0.844 31.911
finetuned OPUS 11.9 0.84 0.941 42.521

Table 4: Comparison of our language-wise best performing systems with the baseline OPUS-MT models

component of translations into account.

5.2 Comparison with Baseline OPUS

We see a significant difference in the length compli-
ance metrics when we compare our results with the
pre-trained OPUS-MT model. As depicted in table
4, our best performing models have shown improve-
ment compared to the respective baselines OPUS
models. In contrast to the baseline OPUS-MT mod-
els, our models can provide length-controlled out-
puts. In table 4, it is visible that the BLEU score
of the pre-trained OPUS-MT model is better than
our models in most of the cases; however, there is
no significant difference in the BERT score. These
statistics further reinforce our point of using the
BERT score as an evaluation measure for isometric
translation. Particularly for Russian, our predic-
tions Exhibit a high length range of 62.475% and
a Length Ratio of 0.967. Moreover, even though
the OPUS en-hi corpus is used for pre-training,
OPUS-MT consists of only 24M entries compared
to 421.5M for de, 550.7M for fr, 241.4M for it,
and 160M for ru, we were still able to improve the
BLEU score and BERT score.

5.3 Qualitative Analysis

Table 3 provides two instances that demonstrate
our reverse-prompt method. As mentioned in ear-
lier sections, reverse-prompt was designed to assist
the paraphrasing module in constructing length-
controlled phrases. As shown in the second in-
stance of table 3, when the short prompt is applied,
our model ignores the content enclosed within the
double-inverted commas. At the same time, the
long prompt tries to append extra vocabulary to
increase the prediction length. As shown in ta-
ble 3, all three types of outputs (short text, long
text, and normal text) exhibit a similar BERT

score except for some extreme cases. This con-
sistency in the BERT score represents that our
paraphrasing model maintains the semantic mean-
ing while controlling the length of the generated
output. When we applied the reverse-prompt ap-
proach to Google’s MT5 model, the results were
not promising compared to mBART. We believe
that mBART is more optimized for paraphrasing
tasks and prompt-engineering mechanisms.

5.4 Automatic Dubbing Analysis

The main purpose of isometric translation is to es-
tablish synchrony between the source speech and
the translated speech. As stated previously, the
ideal range of LR is 0.90 − 1.10 for source-text
translation with isometric constraints so that text-
to-speech(TTS) modules can produce a more syn-
chronous output. To analyse this statistic, we use
Amazon’s Polly(Joanna speaker) 1 and Google’s
text-to-speech(default speaker) 2 models. Figure
3 shows eight graphs, each representing the time
taken by AWS Polly for speaking source language,
target language, and our generated isometric trans-
lated sentences. We can see that the green and blue
lines tend to come together in most cases. This rein-
forces the claim made by authors of [28] regarding
the ideal LR value.

In contrast to AWS Polly, Google’s text-to-
speech model does not differentiate much between
our generated translated outputs and the target out-
puts. In figure 4 we can see that there is a lot of
overlap between the red line and the green line. It
is evident that AWS Polly was producing different
duration of speech, while Google’s Text-to-Speech
is not recognizing the difference for the same sen-

1https://aws.amazon.com/polly/
2https://cloud.google.com/

text-to-speech
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(g) Opus-mt-en-it
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Figure 3: Comparison of time-duration across source, target and prediction for all of the aforementioned models as
well as languages (de, fr, ru, it, hi) using Amazon Polly text-to-speech API. Here y-axis represents the duration of
speech and Blue, Red, and Green lines show the time duration taken by the model for uttering the source text, target
text, and generated isometric translated text.

tences. One possible reason can be that there can
be a different ideal range of LR for Google’s text-
to-speech model to generate isometric outputs. An-
other reason can be that Google cloud uses wavenet-
generated voices3, which are trained using raw au-
dio samples of actual humans speaking, which lead
to a more human-like emphasis and inflection on
syllables, phonemes, and words. On the contrary,
the AWS Polly produces a more auto-tuned version
of voices.

A point worth noting in figure 3 is that although
OPUS-MT + mBART model of en-ru achieves the
highest length range, the graph of fine-tuned OPUS-
MT model seems more convincing and aligned

3https://cloud.google.com/
text-to-speech/docs/basics

with the source speech. From table 1 we can see
that fine-tuned OPUS-MT of ru exhibits the Length
Ratio of 1.005, which is extremely close to the
ideal value 1. On the other hand, OPUS-MT +
mBART achieves the LR of 0.967. After our analy-
sis, we observe that although the LR of OPUS-MT
+ mBART falls within the isometric constraints, it
is shortening most of the sentences.

In our analysis, we also found that the ideal LR
can be changed based on the speed of the target
language. For example, French is a faster-paced
language than English, while German is slower
than English. Therefore the value of the ideal LR
for generating isometric outputs can be changed.
As for a less number of characters, a faster lan-
guage will match up with English while speaking.
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Figure 4: Comparison of time-duration across source, target and prediction for all of the mentioned models as well
as languages (de,fr,ru,it,hi) using Google Cloud’s text-to-speech API. Here y-axis represents the duration of speech
and Blue, Red, and Green lines show the time duration taken by the model for uttering the source text, target text,
and generated isometric translated text.

However, if the number of characters are more in
a slower-paced language, it can cope with the En-
glish’s speed

6 Conclusion & Future Work

In this work, we present a multilingual multitask
learning system, which derives relations from the
prompt-engineering technique, for fine-tuning the
MT models as well as discuss the influence of re-
verse prompt engineering strategy, which can as-
sist in paraphrasing text by utilizing the reverse
prompts obtained using the target to the source
character length ratio. We also present a compre-
hensive study for integrating several neural ma-
chine translation models with paraphrase models

for source language translations with output length
constraints. Additionally, We also investigate the
application of a prompt-based few-shot learning
technique for paraphrase models extended using
the previously trained fine-tuned MT models. How-
ever, other enhancements may be incorporated to
produce more optimal results. Firstly, there is a
shortage of generalized isometric data, limiting the
ability to evaluate the MT predictions for statis-
tical metrics such as the BLEU score while also
imposing significant constraints on training mod-
els for downstream isometric tasks. Next, Our re-
search on the singleton system reveals that existing
state-of-the-art multilingual models lack the ability
to generalize to the use-case of multilingual MT
tasks. Although, a generalization might be added
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by inferring the MBart model, which can assess
language distinction. However, the tokenization
criteria, which prevents the simultaneous usage of
many target languages, poses a barrier. This could
be overcome by utilizing a reasonably distributive
word tokenizer. Finally, a lot of improvements can
be employed to the current output length control
techniques. A combination of positional encoding
via self-attention and prompt engineering technique
could be employed to signify a more robust isomet-
ric MT. Additionally, We can even evaluate the
systems predictability for various text-to-speech
model thus creating a more diversified length com-
pliance metrics enhanced for Automatic Dubbing.
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Abstract

An enormous amount of research has been
undertaken to overcome the severe impact
of COVID-19 pandemic. These scientific
findings are being reported in biomedical
literature at a significant rate of 10,000
articles/month. In this paper, we tackle
automated topic annotation for COVID-19
literature using SPECTER, Bioformer, and
PubMedBERT embeddings using Label-Wise
Attention Network (LWAN) based Multi-Label
Document Classification (MLDC) using Dual-
attention module. We also include literature
from cardiovascular domain, to generalise our
proposed approach. We significantly, achieve
87.71%,72.83% and 79.75% F1-score on
LitCovid, Obsumed, WHO-Covid datasets.
We release our code-base here https:
//github.com/Deepanshu-beep/
MLDC_LWAN_Attention.

1 Introduction

COVID-19 pandemic, has caused various unexpected
challenges to public health and similar line of work.
Since its outbreak, there has been a drastic loss in
human life, leading to the exponential growth of re-
search and innovation in this field , nearly 20000
articles ( till December 2019) have been published.

Due to the information overload, it became a
tremendous task for the general public and research
professionals to keep up the pace with the latest
COVID-19 research. The rate of increase in pub-
lications related to the pandemic still continues to
increase rapidly today.

Most of the biomedical literature focuses on mul-
tiple topics such as treatment, diagnosis, prevention,
vaccine etc. These literature are often classified under
multiple labels and therefore presents, Multi-Label
Document Classification (MLDC) problem at a large
scale.

Previously, various researchers have performed
thorough experimentation over MLDC. The task of
MLDC has been covered in various applications es-
pecially in medical domain. One of the most relevant
datasets for the medical domain is the MIMIC-III
[1], which contains an extensive literature of clinical
notes for 16 ICD-9 codes. Similarly, LitCovid is an-
other important dataset that can be used for MLDC,
which contains various articles related to COVID-19
corresponding to their 7 unique labels.

Traditional approaches for MLDC included ex-
traction of handcrafted features from documents and
then using single or multiple classifiers as in [2]. Ear-
lier works in this domain used Convolutional Neu-
ral Network (CNN) [3] and Seq-2-Seq [4]. Authors
in [3], later extended their work in [5] by using a
1-dimensional convolutional network to learn text
representations and evaluating their approach over
6 datasets. Another work [6] proved the effective-
ness of systems involving attention mechanisms by
combining Recurrent Neural Networks (RNNs) and
self-attention network for MLDC. The paper [6] was
one of the few works carrying out a comparison be-
tween probabilistic label trees and neural models. Re-
cent top-performing models include methodologies
such as Transfer learning, Few and Zero-Shot learn-
ing, and Label-Wise Attention Networks (LWANs).
Articles [7, 8] experimented with transfer learning
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using pre-trained language models such as BERT and
ELMo, respectively. In [9], authors proposed a Zero-
shot attention-based CNN network, which outper-
formed Zero-shot and Few Shot learning-based meth-
ods. Another prominent methodologies included
combining LWANs along with BERT [10]. Their
work compared LWAN with attention-based RNNs
and Hierarchical Attention Network (HAN). Multi-
ple variations of LWANs have been used widely for
MLDC, such as CNN-LWAN [11], Z-CNN-LWAN
[9]. Hence using LWAN for MLDC became a strong
motivation for our work.

In this paper, (1) We tackle the issue of large scale
MLDC especially for medical domain by classifying
various articles related to COVID-19 and cardiovas-
cular diseases to their classes. (2) We tackle auto-
mated topic annotation for COVID-19 and cardio-
vascular literature using SPECTER [12], Bioformer
[13], and PubMedBERT [14] embeddings along with
LWAN and Dual-attention module based architecture
for Multi-Label Document Classification. (3) We
evaluate the performance of the proposed architec-
ture over two COVID-19 articles based databases:
LitCovid [15] and WHO-Covid, and another Cardio-
vascular diseases based database: Ohsumed [16].

2 Methodology

We present the proposed system in Figure 1. Since it
is crucial to preserve the contextual importance of the
paper to predict its label, we decide to proceed with
the classical transformer-based approach, unlike any
other neural architecture. Evidently, the transformers-
based approach performs eminently compared to
CNN or LSTM network-based approaches, which
have been discussed later.

Firstly, we create the embeddings for document
representations, by concatenating the title and the
abstract of the papers using the [CLS] and [SEP]
tokens, represented as:

< [CLS], title, [SEP ], abstract, [CLS] > (1)

Secondly, we feed the above input sequence to ex-
periment with three different word embedding meth-
ods namely, SPECTER, Bioformer, and PubMed-
BERT. As these three embedding models are pre-
trained over biomedical literature, they were the most
suited for this task.

• SPECTER is a pre-trained transformer based
pre-trained language model which is an exten-
sion of SciBERT [17] and uses citation aware
graphs. SPECTER creates high-quality docu-
ment representations since, unlike other BERT-
based models trained on intra-document infor-
mation, SPECTER was trained on citations as
inter-document information. Thus, providing
high-quality document-level representations.

• Bioformer is another transformer language
model pre-trained over PubMed abstracts and 1
million randomly sampled PubMed central full-
text papers. Since LWANs make the architecture
computationally expensive, we experimented
with Bioformer being a lightweight model with
nearly 60% fewer parameters than other BERT-
based models. Moreover, it encodes biomedical
text efficiently, and the input text length is 20%
higher than the other BERT models.

• PubMedBert is also used for experimentation
with the proposed network. This state-of-the-
art model was pre-trained over PubMed ab-
stracts. The reason behind its exceptional per-
formance is that rather than continuing pre-
training of other domain-specific language mod-
els over general-domain language models, it was
pre-trained from scratch over biomedical data.
Hence, behaving exceptionally in various NLP
applications.

Finally, we utilise dual attention and LWAN network.
A single self attention layer helps model to retain
important information in an instance. To further im-
prove this, we implied a dual-attention module that
helps in generating relationship between different
instances. Dual-attention lead to a significant im-
provement in results, specially for the classes that
have fewer number of instances. In MLDC, LWAN
is important because it helps in retaining class-wise
information of every instance. Upon retrieving the
document representations, we use a Dual-attention
module comprising two sequential attention modules.
The self-attention module takes word embeddings as
input and generates contextualized word embeddings.
This attention mechanism is performed by compar-
ing each word with every word in a sentence and
recomputing its weights according to the contextual
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Figure 1: Proposed Methodology

relevance. The attention scores are calculated using
three unique vectors: Key (K), Value (V), and Query
(Q). The whole self-attention block can be divided in
three sub-tasks:

• Calculating dot product similarity between the
Query and Key vector (Q . Ki). Upon comput-
ing the dot product, we determine the alignment
scores that depict the semantic similarity of the
pairs. Hence, we get to know the words that
require higher attention scores.

• Further, these alignment scores are normalized
using a non-linear activation function: Softmax,
denoted by ai.

• Finally, the total attention of words is calculated
by multiplying the weights obtained (ai) and the
original document representations embeddings
(Vi). The sum of these weighted scores is the
output of the self-attention module as shown
below:

Attention(Q,K, V ) =
∑

i

aiVi (2)

Equation 2: Where: a is Attention score vector, V
is the vector corresponding to the embeddings for
document representation of Query (Q) and Key (K)
vectors.

Using the double self-attention mechanism focuses
more on the input information in a sentence and gen-
erates better attention vectors as compared to a sin-
gle self-attention module. Since the self-attention
mechanism generates embeddings with relationship

amongst the input instances only, which is even
more precise when using the Double-attention mech-
anism, it disregards the output completely. Therefore,
to overcome this limitation, we introduce the use
of Label-Wise-Attention-Network (LWAN) in our
model that provides the attention for each label to
classify in the dataset.

LWANs play a significant role in tasks related to
multi-label prediction. They assign particular atten-
tion scores for every attention node corresponding
to the output label while focusing on words with
higher attention in input as well. Here, the attention
scores are calculated by applying the same attention
mechanism for the unique labels. The mathematical
procedure for calculating attention scores for LWAN
is also show below:

zi,l = wa,lhi + ba,l (3)

αi,l =
ezi,l

∑N
j=1 e

zj,l
(4)

sl =
N∑

j=1

αj,lhj (5)

βl = wf,lsl + bf,l (6)

pl =
eβl

∑L
r=1 e

βr
(7)

Equation 3-7: Where: wa,l, ba,l correspond to weight
and bias vector and hi is the hidden LSTM represen-
tation of the ith word. αi,l are the attention weights
obtained after normalizing zi,l using Softmax func-
tion. Further we obtain the whole sentence repre-
sentation by computing the weighted average of hi.
Finally, we obtain the confidence score of lth label
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LitCovid Ohsumed WHO-Covid
No. of unique abstracts 31199 34389 169292

No. of categories 7 23 19
Average sentences 10 9 10

Average tokens for input 212 182 216
Total no. of tokens 6618763 6248274 36605199

Table 1: Statistics of LitCovid, Ohsumed and WHO-
Covid databases.

Model F1-score
Team BJUT-BJFU @ Biocreative 78.47

KimCNN 83.45
LSTM 83.95

LSTMreg 84.05
XML-CNN 84.2

SPECTER-Dual Attention-LWAN 87.13
Bioformer-Dual Attention-LWAN 87.64

PubMedBERT-Dual Attention-LWAN 87.71
Bioformer 88.75

Table 2: F1-score performance over LitCovid
database for different embeddings used for document
representations and comparison with various models.

denoted by βl, which is further normalized using
Softmax function and denoted as: pl.

3 Experimental Details

In this section, we present, our experimental settings,
with dataset in section 3.1, hyperparameter in section
3.2 and training in section 3.3.

3.1 Datasets

We use three datasets: LitCovid, Ohsumed, and
WHO-Covid, to experiment with our proposed archi-
tecture and prove its efficiency. A detailed descrip-
tion of the datasets has been given below. Various
statistics of the datasets have also been depicted in
the Table 1.

• LitCovid is a large corpus of articles pub-
lished in PubMed about the COVID-19 and
SARS-COV-2. The dataset contains in total
31199 unique articles corresponding to 7 classes,
namely: Case Report, Diagnosis, Epidemic
Forecasting, Mechanism, Prevention, Transmis-
sion and Treatment. We used 24960, and 6239
articles for our train and dev set, respectively.

Model F1-score
Sentence2Vec 37.34

LSTM 62.7
HAN 67.0

TextING 69.5
HAN+TextING 70.3

Bioformer-Dual Attention-LWAN 71.17
HGMETA 72.0

PubMedBERT-Dual Attention-LWAN 72.48
SPECTER-Dual Attention-LWAN 72.83

Table 3: F1-score performance over Ohsumed
database for different embeddings used for document
representations.

Model F1-score
Bioformer-Dual Attention-LWAN 75.61

PubMedBERT-Dual Attention-LWAN 78.87
SPECTER-Dual Attention-LWAN 79.75

Table 4: F1-score performance over WHO-Covid
database for different embeddings used for document
representations.

• Ohsumed dataset is a subset of the MEDLINE
database containing medical abstracts MeSH
categories from 1991. The dataset is aimed
to classify 23 cardiovascular disease categories.
Ohsumed contains 34389 unique abstracts, out
of which we used 27511 and 6878 for the train-
ing and validation.

• WHO-Covid Since the global pandemic of
COVID-19, WHO has been collecting global
literature on COVID-19. This database gets up-
dated regularly from Monday to Friday. The
database consists of multilingual content from
searches of bibliographic databases, manually
searched articles, and various experts referred
scientific articles. During the time we scraped
the articles, it had in total 169292 articles for
the English language that were selected for ex-
perimentation.

3.2 Hyperparameter Setup
In our experiments, we analyze the performance of
various embeddings for creating document represen-
tations. Table 2,3 and 4 show the performance of the
proposed model with different embeddings experi-
mented over the following databases.

567



As discussed earlier, one of the common chal-
lenges in MLDC is the imbalanced distribution of
labels for training. Initially, we tackled the issue by
adopting the weighted Binary-Cross entropy (BCE)
loss function, which improved the performance by a
slight margin. Later, we assign weight to each class
to focus on minority labels as well rather than only
on dominant labels. We calculate the weight for each
class using the below formula:

Wi =
Cm

Ci
(8)

Equation 8: Where: Ci represents the count of the ith

label, Cm represents the count of the most dominant
label and Wi corresponds to the weight of the label.

3.3 Training
For the LitCovid database, we trained our model
over the original train and dev set released, but for
Ohsumed and WHO-Covid databases, we split the
data in 80:20 for training and evaluation, respectively.
We used the Weighted BCE loss function and trained
for ten epochs for LitCovid and Ohsumed databases
while for 25 epochs for the WHO-Covid database,
due to its large size. We use a learning rate scheduler
that changes the learning rate to 2 x 10−5 and linearly
went down until 0. Other details of the hyperparame-
ters have been shown in Table 5.

3.4 Result and Analysis
In our performance analysis, SPECTER performed
best out of the 3 document representations selected.
We achieved 87.71, 72.48, and 79.75 macro F1-score
for LitCovid, Ohsumed, and WHO-Covid databases.
Though the highest score we achieved for the Lit-
Covid database is 87.71 using PubMedBERT em-
beddings, which is just 0.46% higher than that of
SPECTER, hence proving its overall efficiency. Also,
we observe that assigning class weights significantly
improves the macro F1 scores for rare classes. For
instance, we achieved an F1 score of 77.96 for the
Epidemic Forecasting label in the LitCovid database,
which is the rarest class in it.

The proposed architecture, despite its simple
network, performs remarkably. For the LitCovid
database, the current top-performing architecture

[13] used the Bioformer language model fine-tuned
over the database and achieved an F1 score of 88.75,
1.18% higher than the proposed model. We outper-
form various deep CNN based models: KimCNN
[18], XML-CNN [3] along with regularized and un-
regularized LSTM [19]. Some of the examples pre-
dicted by the proposed model have been shown in
Table 6. In [20], experimented with four different
models: FastText, TextRCNN, TextCNN and Trans-
former. Their top-performing model achieved an
F1-score of 78.47.

For the Ohsumed database, all of our experimented
document representations outperform existing mod-
els. [21] presented HGMETA that initially extracts
fusion embeddings of hierarchical semantics depen-
dence and graph structure in a structured text. Fur-
ther, they use a hierarchical LDA module and a struc-
tured text embedding module to merge the extracted
hierarchical features with structured text informa-
tion. HGMETA being the best performing model
on Ohsumed yet, achieved an F1-score of 0.72. An-
other graph-based method, TextING [22] that treated
each document as an individual graph while training,
achieved an F1-score of 0.695. On the other hand,
HAN [23] that is most commonly used method for
structured text classification, uses a RNN-based net-
work along with hierarchical attention mechanism
achieved an F1-score of 0.67. Performances of vari-
ous other baseline methods over Ohsumed database
have been shown in Table 3.

4 Conclusion and Future Work

We present our proposed approach using Dual-
Attention LWAN method and experiment with three
different embeddings namely: SPECTER, Bioformer
and PubMedBERT, for document representations.
We evaluated the performance of the proposed archi-
tecture over three databases: two related to COVID-
19 articles and the other one general biomedical ar-
ticles based. We also observe that despite LWANs
focusing just on input data, they perform remarkably
when combined with a dual attention module. The
only limitation faced during the implementation is
the computational expense of LWAN when training
upon databases with a large number of labels. As
future work, we plan to mitigate this limitation by
exploring other novel architectures and methodolo-
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Model Hyperparameters Number of parameters

SPECTER-Dual Attention-LWAN

learning rate: 2× 10−5

max sequence length: 512
batch size: 4 , 32
epochs: 10 , 25
model: SPECTER
warmup proportion: 0.2
dropout probability: 0.1

model: 109M
Attention: 1.8M

PubMedBERT-Dual Attention-LWAN

learning rate: 2× 10−5

max sequence length: 512
batch size: 4 , 32
epochs: 10 , 25
model: PubMedBERT (Abstract + Full-text)
warmup proportion: 0.2
dropout probability: 0.1

model: 109M
Attention: 1.8M

Bioformer-Dual Attention-LWAN

learning rate: 2× 10−5

max sequence length: 512
batch size: 4 , 32
epochs: 10 , 25
model: Bioformer-Cased
warmup proportion: 0.2
dropout probability: 0.1

model: 42.5M
Attention: 786K

Table 5: Hyperparameter details for he experimental setup, for spectar-dual attention-LWAN, PuBMedBERT-
Dual Attention-LWAN and Bioformer-Dual Attention

Article Actual Predicted

Cardiac dysfunction in Multisystem Inflammatory Syndrome
in Children

Clinical Practice Guide
Observational Study
Prognostic Study
Risk Factors

Observational Study
Risk Factors

I Told You the Invisible Can Kill You”: Engaging Anthropology
as a Response in the COVID-19 Outbreak in Italy”.

Etiology Study
Observational Study

Etiology Study
Observational Study
Risk Factors

Table 6: Examples of predictions by our model (Green color indicates the correct predictions, red color
indicates incorrect predictions.

gies along with handling the data imbalance more
effectively to create more effective MLDC models.
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Abstract

Automatic Minuting consists of automati-
cally creating minutes from multiparty meet-
ing transcripts. In this paper, we solve two rel-
evant problems of this domain (1) given a pair
of meeting transcript and minute, the task is
to identify whether the minutes belongs to the
transcript. (2) given a pair of minutes, the task
is to identify whether the two minutes belong
to the same or different meetings. These chal-
lenging problems are important as we want to
uncover how minutes created by two differ-
ent persons for the same meeting may differ
in content and coverage. The proposed sys-
tem leverage off-the-shelf semantic similarity
techniques which provides with a score of sim-
ilarity indicating a measure of how close the
two text are to each other in meaning. In per-
formance analysis, we broadly formulate three
categories with the best performers in each
(1) in lexical summarization DOC2VEC (2)
in machine learning (3) in deep transformer
architectures. We evaluate each of our pro-
posed approaches on the basis of Accuracy.
For lexical summarization, Doc2Vec achieves
90% and 51% accuracy, in machine learning,
random forest achieves 91% and 85% accu-
racy and in deep learning, STSB-BERT-Large
achieves 94% and 81% accuracy in transcript-
minutes and minutes-minutes respectively.

1 Introduction

Due to differences in the style of minuting there
are two important challenges,(i) identify if the
minutes and the transcript are from the same meet-
ing. (ii) identify if two minutes are from the same
meeting (which are taken by different note takers).
In this paper, we focus to solve this novel problem
and see to what extent this decision can be carried
out automatically. The novelty of our research is to

examine the subjectivity associated with the minut-
ing exercise. Minuting is a challenging task [1],
and even more difficult is identify meetings simi-
larity on similar topics with (1) similarity of dis-
cussed content and anchor points like named enti-
ties e.g. in recurring meetings of the same project
on the one hand, and the differences in the style of
minuting on the other hand. (2) some minutes do
not capture the central points in the meeting be-
cause the external scribes did not understand the
context correctly and created minutes which miss
significant issues discussed in the meeting or are
simply too short.

2 Background

Semantic Similarity is a Natural Language Pro-
cessing (NLP) task that consists of measuring the
similarity between two texts in a quantitative man-
ner. Measuring semantic similarity between two
texts serves an important role in various NLP
tasks such as information retrieval, text summa-
rization, text classification, essay evaluation, ma-
chine translation, and question answering [2]. One
of the major challenges in the semantic similar-
ity problem is the complex nature of semantics,
for instance the words car and gasoline are defi-
nitely more closely related than the words car and
bike, but the latter pair is more similar than the for-
mer. Some of the earliest methods used to solve
the semantic similarity problem involved embed-
ding words using systems of taxonomy that paired
similar words together in trees, such as the Word-
Net taxonomy. The major issue in this approach
was that it relied on the assumption that links in
the taxonomy represented similar distances which
was not always the case.
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3 Related Work

There are various different methods to measure se-
mantic similarity. These include deep learning ap-
proaches, machine learning approaches and stan-
dard algorithmic approaches. [2] provides a sur-
vey of various different methods to semantic sim-
ilarity along with datasets and semantic distance
measures. Within machine learning approaches
regression is a popular technique to measure se-
mantic similarity regression is a predictive mod-
elling technique that is used to obtain the relation
between the target and the input features. [3] com-
pares various different regression models on the
SemEval dataset. They found Boosting to have the
best performance when compared to methods such
as Bagging, Multi Linear, RPart, Random Forest,
and SVM algorithms. [4] proposed using pair-
wise word interactions in order to find the context
based correlation as neural based approaches seem
to have difficulty in finding word level similarity.
The model performance was texted using news ar-
ticles, headlines and other such datasets and the
model was found to perform very well compared
to standard neural networks.

[5] proposed an improved version of the Bi-
LSTM model based on the Siamese network ar-
chitecture. The model was trained on a QA dataset
consisting of 100,000 question pairs, 10 fold cross
validation was used as a loss metric and the model
was found to perform significantly better than
other models achieving an accuracy of 84.87%.
[6] implemented SVM with CNN and Siamese
Recurrent architecture for RNN on a QA dataset.
They found the CNN with SVM doesn’t correctly
assess if the statement has some image and RNN
has a Vanishing Gradient problem. [7] also pro-
posed 7 different variants of the RNN architecture
using the SICK dataset and the STS2017 dataset.
The best performance was achieved by a model
that contains a single GRU cell.

Embeddings based neural networks are also
widely used to the task of semantic similarity.[8]
compares various embeddings based models
trained on 1.7 million articles from the PubMed
Open Access dataset. These models were tested
on a biomedical benchmark (BIOSSES) set that
contains 100-sentence pairs. They found Para-
graph Vector Distributed Memory algorithm to
outperform all other models achieving a correla-
tion of 0.819. [9] compared a CNN model with
six other models and used the LIME algorithm to

identify the keywords and improve model perfor-
mance. The other approaches based on deep learn-
ing methods [10, 11, 12, 13, 14, 15, 16, 17, 18, 18,
19, 20, 21, 22, 23, 24, 25, 26] proposed by various
researchers improve semantic similarity for differ-
ent applications.

4 Methods

We perform an empirical comparison using off-
the-shelf methods of semantic similarity to down-
stream novel task of determining whether min-
utes belong to a meeting and whether two sets
of minutes belong to a meeting. We formulate
two broad categories, namely (1) lexical similarity
techniques (2) machine learning based similarity
techniques (3) deep transformer architectures.

The lexical similarity methods compares word
lengths and character-wise similarity by embed-
ding the contents of the input texts into vectors and
then determining the semantic distance between
those vectors. In our work we use,

• Bag-Of-Words (BoW) [27] was one of the
first methods to embed data for text classi-
fication ever developed. It converts a doc-
ument into a set of words keeping the fre-
quency of each word as a feature in the set.
This frequency is used as the embedding for
the term.

• Doc2Vec is an implementation of paragraph
embedding that was initially proposed in
[28]. paragraph embedding uses a log-
probability function to obtain the probability
of each word in the input text and then uses a
function such as softmax to classify the word
into a vector. Doc2Vec uses hierarchial soft-
max to embed the input text.

• Named Entity Similarity [29] is a method
that extracts the named entities in a document
(real world objects) and embeds them based
on the type of entity they correspond to, for
instances Apple is an organization while U.K.
is a Geopolitical Entity.

• Keyword Similarity Words that seem impor-
tant or representative of the text are extracted
as keywords using the BM25 Ranking Func-
tion proposed in [30] to extract the impor-
tance of a word. The sets of keywords ex-
tracted are then compared to determine simi-
larity.
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• Cosine Similarity measures the similarity be-
tween two vectors via inner product. It is
measured by the cosine of the angle between
two vectors and determines whether two text
article/documents are pointing in roughly the
same direction. For computing the similarity
between the text documents we considered
using the cosine similarity pairwise metric by
sklearn.

similarity = cos(θ) =
A ·B
∥A∥∥B∥ (1)

• Summarized Keyword Similarity, entire texts
are summarized using the BM25 Rank-
ing Function to extract important sentences.
Keywords are then extracted using the same
method to get summarized keywords for
each. These summarized keywords are com-
pared to determine similarity.

• Summarization based Named Entity Similar-
ity, entire texts are summarized using the
BM25 Ranking Function to extract important
sentences. Named entities are then extracted
and embeded based on the entity they corre-
spond to. These embeddings are compared to
determine similarity.

• SequenceMatcher is a class that is available
under the difflib Python package1. Main ob-
jective behind SequenceMatcher is to find the
longest contiguous matching sub-sequence
LCS with no ”irrelevant” elements. Irrel-
evant are the characters that we don’t want
the algorithm to match, like blank lines in or-
dinary text files, etc. This metric does not
yield minimal edit sequences, but does tend
to yield matches that logically seems appro-
priate.

• Jaccard Similarity, measure the similarity of
two meeting minutes in terms of their con-
text, i.e. how many common words there are
compared to the total number of words. Here
J is the Jaccard distance calculated via the
distinct word present in set A and B.

J(A,B) =
|A ∩B|
|A ∪B| (2)

These methods pose challenge, to capture the
syntactic and semantic meaning of the words in a

1https://docs.python.org/3/library/difflib.html

text and therefore cannot effectively measure se-
mantic similarity. For instance, ”I have a weak
disposition” and ”I often get sick” have the same
meaning but due to a lack of similar words would
not measure a high semantic similarity using these
methods. Additionally, synonyms and ambiguous
words (have multiple meanings in different con-
texts).

In machine learning, we implement Support
Vector Machine (SVM) and the Random Forest
Classifier.

please add about SVM and random forest
Deep transformer architectures, embed text into

vectors to measure semantic similarity. These
models are trained on massive corpora of words
and take syntactic meaning as well as context into
account when embedding sentences. This allows
them to make relatively accurate measures of se-
mantic similarity when compared to traditional ap-
proaches.

In our work, we use,

• Universal Sentence Encoder is a sentence en-
coder that was developed by researchers at
google in [31]. The encoder was trained
on unsupervised data collected from various
sources including Wikipedia, various web
news and discussion forums. The unsuper-
vised data was augmented with training on
supervised data from the Stanford Natural
Language Inference (SNLI) corpus [32].

• BERT (Bidirectional Encoder Representa-
tions from Transformers) is a bidirectional
transformer model proposed in [33]. BERT
was trained using a combination of masked
language modeling objective and next sen-
tence prediction (NSP) on a large corpus
comprising the Toronto Book Corpus and
Wikipedia. In our work, we experiment with
BERT namely stsb-bert-large 2, stsb-bert-
base 3, nli-bert-large 4, nli-bert-large-max-
pooling 5, nli-bert-large-cls-pooling 6, nli-

2https://huggingface.co/
sentence-transformers/stsb-bert-large

3https://huggingface.co/
sentence-transformers/stsb-bert-base

4https://huggingface.co/
sentence-transformers/nli-bert-large

5https://huggingface.
co/sentence-transformers/
nli-bert-large-max-pooling

6https://huggingface.
co/sentence-transformers/
nli-bert-large-cls-pooling
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bert-base-max-pooling 7,nli-bert-base 8, nli-
bert-base-cls-pooling 9

• RoBERTa (Robustly optimized BERT ap-
proach) [34] uses the same architecture as
BERT but modifies the pre-training step.
Specifically, RoBERTa is trained with dy-
namic masking, FULL-SENTENCES with-
out NSP loss, large mini-batches and a
larger byte-level BPE. We experiment with
stsb-roberta-large10, stsb-roberta-base11, nli-
roberta-large12, nli-roberta-base13.

• DistilBERT (Distilled BERT) [35] is a fast
and light variant of BERT. It is trained
40% less parameters than BERT, runs
60% faster while preserving over 95% of
BERT’s performances as measured on the
GLUE language understanding benchmark.
We use stsb-distilbert-base14, paraphrase-
distilroberta-base-v115, nli-distilbert-base16,
nli-distilbert-base-max-pooling17.

• XLM (cross-lingual Language Model) [36] is
a transformer based model that is trained on
Next Token Prediction (causal language mod-
eling (CLM) objective), masked language
modeling (MLM) objective and a Transla-
tion Language Modeling (TLM) object.In our
work, we use paraphrase-xlm-r-multilingual-

7https://huggingface.
co/sentence-transformers/
nli-bert-base-max-pooling

8https://huggingface.co/
sentence-transformers/nli-bert-base

9https://huggingface.
co/sentence-transformers/
nli-bert-base-cls-pooling

10https://huggingface.co/
sentence-transformers/stsb-roberta-large

11https://huggingface.co/
sentence-transformers/stsb-roberta-base

12https://huggingface.co/
sentence-transformers/nli-roberta-large

13https://huggingface.co/
sentence-transformers/nli-roberta-base

14https://huggingface.
co/sentence-transformers/
stsb-distilbert-base

15https://huggingface.
co/sentence-transformers/
paraphrase-distilroberta-base-v1

16https://huggingface.
co/sentence-transformers/
nli-distilbert-base

17https://huggingface.
co/sentence-transformers/
nli-distilbert-base-max-pooling

v1 model18.

5 Experimental Setup

In this section, we describe our experimental
setup for the empirical comparison of off-the-shelf
methods for our novel down-streaming task. We
describe dataset in Section 5.1 and hyperparame-
ter in Section 5.2.

5.1 Dataset Details
The dataset for determining whether minutes be-
long to a meeting, consists of pairs of transcripts
and minutes that are labelled either True or False
depending on whether they were derived from the
same conversation or not, i.e. True implies the
minutes match the transcript and vice versa. The
other problem, consists of pairs of minutes that
are labelled True of False depending on whether
they belong to the same meeting or not. We have
used the English and Czech datasets for both tasks.
Both these datasets are strongly imbalanced with
only around 15% of the pairs belonging to the True
class in each case.

5.2 Hyperparameters
We use similar hyperparameters of all the trans-
former models, with sequence length of 128, word
embedding dimension as 1024, drop out rate of
0.1, hidden size of 1024, initializer range as 0.02,
intermediate size of 4096, layer norm 1e-05 epis-
silon value, and max position embeddings of 514.
There are a few more parameters such as pool-
ing type that are different for different models.
Some use max pooling while others use mean or
CLS pooling. These hyperparameters were picked
to tune the models to improve performance. The
models were trained on their respective datasets
using these hyperparameters

To perform this classification, the similarity val-
ues are produced on the embedding produced by a
pre-trained model, and then a threshold is used to
achieve the binary classification. The pretrained
model used is ”bert-base-nli-mean-tokens” pro-
vided by hugging face. In this model, BERT-
base has been used, which creates the dense vec-
tors containing 768 values. These 768 values con-
tain our numerical representation of a single token
— which we can use as contextual word embed-
ding. Some other hyperparameters for this model

18https://huggingface.
co/sentence-transformers/
paraphrase-xlm-r-multilingual-v1
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include the non-linear activation function (func-
tion or string) in the encoder and pooler as ’gelu’,
the number of attention heads for each attention
layer in the transformer encoder as 12 and the stan-
dard deviation of the truncated-normal-initializer
for initializing all weight matrices as 0.02. After
this model produces the embeddings, cosine sim-
ilarity (measured similarity between two feature
vectors by capturing the document’s orientation
and not the magnitude, unlike the Euclidean dis-
tance) is measured, and the final similarity values
are produced. Many threshold values are checked
to minimize the mismatching of actual binary clas-
sifications and the generated binary classifications.
The final threshold value is chosen by 0.65.

A pretrained model was used to obtain the
sentence embedding. Then a similarity metric
was used to get the similarity values, and fi-
nally, a threshold value was obtained to get the
final binary classification. The pretrained model
used is ”paraphrase-distilroberta-base-v1’, which
is a ’DistilBERT-base-uncased’model fine-tuned
on a large dataset of paraphrase sentences. This
RoBERTa-based sentence representation model
has been trained to produce meaningful sentence
embedding for similarity assessment and retrieval
tasks. It uses a vector length of 768 for the sen-
tence embeddings. Some other hyperparameters
for this model include the non-linear activation
function (function or string) in the encoder and
pooler as ’gelu’, the number of attention heads
for each attention layer in the transformer encoder
as 12 and the standard deviation of the truncated-
normal-initializer for initializing all weight matri-
ces as 0.02. After this model produces the embed-
dings, cosine similarity is measured, and the final
similarity values are produced. Many threshold
values are checked to minimize the mismatching
of actual binary classifications and the generated
binary classifications. The final threshold value is
chosen by 0.65. The final scores yield an accuracy
of 79.8%.

6 Results and Analysis

All the above listed models were tested on the Au-
tomin Dataset Minutes-Transcript and Minutes-
Minutes using cosine distance as a measure of se-
mantic distance. The testing was carried out on
an Nvidia K80 with 2496 CUDA cores operating
at 4.1 TFLOPS with 12 GB of primary memory
and a hyper-threaded Intel Xeon processor with 2

cores operating at 2.3 GHz. The compute times of
each approach can be found in Figure 1.

In our results, we perform quantative evalua-
tion using accuracy and we also vouch for qual-
itative analysis. The results of the tests on lexi-
cal analysis methods can be found in Table 1. It
can be observed that Keyword similarity had by
far the best performance with Summarization Key-
word Similarity being a close second. Summariza-
tion based Named Entity Similarity had the best
performance on minutes-transcript but performed
poorly on minutes-minutes, this disparity can be
attributed to the nature of the datasets. The re-
sults of the tests performed on the machine learn-
ing algorithms can be found in Table 3. The results
of the tests on Transformer Based Deep Learning
models can be found in Figure 2. In Figure 1 we
can observe the computational times for the differ-
ent deep learning models. Snippets of the datasets
for true positive, true negative, false negative and
false positive results from the stsb-bert-base model
can be found in Figure 3, Figure 4, Figure 5 and
Figure 6 respectively.
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Figure 1: m1: stsb-roberta-large, m2: stsb-roberta-
base, m3: stsb-bert-large, m4: stsb-distilbert-base,
m5: stsb-bert-base, m6: paraphrase-xlm-rmultilingual-
v1, m7: paraphrasedistilrobertabase-v1, m8: nli-bert-
large, m9: nli-distilbert-base, m10: nli-roberta-base,
m11: nli-bert-large-maxpooling, m12: nli-bert-large-
clspooling, m13: nli-distilbert-basemax-pooling, m14:
nli-roberta-base, m15: nli-bert-base, m16: nli-bert-
base-cls-pooling.

7 Conclusion

Based on the observations drawn from the tests
performed, we can conclude that Transformer
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Table 1: This table shows the results of all the lexical similarity methods for semantic similarity

Approach Accuracy (Task B) Accuracy (Task C)
DOC2VEC 0.9089577851 0.51258137
Named Entity Similarity 0.04519868388 0.05636713945
Keyword Similarity 0.7957055804 0.68533914
Summarization Keyword Similarity 0.523513454 0.4626331746
Summarization based Named Entity Similarity 0.02417613166 0.7510776139
Feature Engineering (Bag of Words) 0.21272047 0.01208951125
Universal Sentence Encoder 0.2644637739 0.4936408219
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Figure 2: The first row contains the evaluation score of english language, while the bottom two graphs contain eval-
uation scores of czech m1: stsb-roberta-large, m2: stsb-roberta-base, m3: stsb-bert-large, m4: stsb-distilbert-base,
m5: stsb-bert-base, m6: paraphrase-xlm-rmultilingual-v1, m7: paraphrasedistilrobertabase-v1, m8: nli-bert-large,
m9: nli-distilbert-base, m10: nli-roberta-base, m11: nli-bert-large-maxpooling, m12: nli-bert-large-clspooling,
m13: nli-distilbert-basemax-pooling, m14: nli-roberta-base, m15: nli-bert-base, m16: nli-bert-base-cls-pooling.

based models perform far better than lexical anal-
ysis methods. It can be observed that mod-
els based on RoBERTa, particularly roberta-large
have the best performance on both minutes-

transcript and minutes-minutes on the English
datasets while the distilroberta-base model trained
on the paraphrase dataset had the best performance
on transcript-minutes and minutes-minutes on the
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Classifier Acc Pre Rec F1

Task B
Random-
Forest

0.91 0.71 0.62 0.66

SVM 0.88 0.65 0.40 0.49

Task C
Random-
Forest

0.85 0.42 0.61 0.5

SVM 0.77 0.26 0.53 0.35

Table 2: Describes the various machine learning clas-
sification approaches

Dataset True tag False tag Total
Task B 115 731 846
Task C 74 660 734

Table 3: Class-wise distribution of Data.

Czech dataset. Models based on BERT and mod-
els trained on NLI in general performed poorly on
both tasks in both languages. For lexical sum-
marization, Doc2Vec achieves 90% and 51% for
respectively. In machine learning, random for-
est achieves 91% and 85% and in deep learn-
ing STSB-BERT-Large outperforms all other with
94% and 81%
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(A) Meeting transcript segment:
(PERSON31) Mmm hm.
H- How bad eh, mistake was that with the deadline of ¡laugh¿ manual
annotation for [PROJECT1]?
I think -
(PERSON31) Ehm -
Yeh, you aren´t really asking the right person here.I don´t know in in a
sense that - After the annotations done, somebody got to analyze them.
And that person is hopefully (producer??) not me, so -
(PERSON9) Yeah. ¡laugh¿
(PERSON31) ¡laugh¿
Ehm -
And then somebody´s gonna try them up again.
That´s hopefully not me.
And that really needs to be done on time for the conference.
I think last time we had like the day before the conference.
(PERSON9) Yes, yes -
(PERSON31) So we don´t want to be any later than that.
(PERSON28) But the term - ¡parallelspeech >
(PERSON9) But the conference is - ¡parallelspech >
(PERSON28) is on Saturday this Saturday.
(PERSON9) Yeah eh, and the conference is in November right?
(PERSON31) Yeah, eh in- eighteenth or so -
(PERSON9) Eighteenth, yes .
(PERSON31) So it´s is probably still time that we get the annotations
done for the twentieth.
I mean we´re just just so late this year for -
(PERSON9) For everything.
So, so well, actually -
(PERSON31) ¡parallelspeech >
(B) Meeting minutes [PROJECT1] internal Meeting
Date: 7. 9. 2020:
Attendance: [PERSON4], [PERSON13], [PERSON2],[PERSON11],
[PERSON6]- Paraphrasing on
Quest:
– We should move it to “weaker” GPU (requested by PROJECT4)
– Can we do it before the end of the [PROJECT4] experiment? (“on the
fly”)
- [PROJECT3]:
– in contact with [ORGANIZATION2], they provide us with their multi-
lingual data
- [PROJECT4]:
– [PERSON12] is leaving the project!
– [ORGANIZATION4]has System Demonstration track - do we want to
participate?
- [PROJECT2]:
– people from [ORGANIZATION6] (name, contact???) are also working
on the decoding
constraints (or factored translation?)
- [PERSON4] getting details from [PERSON7]
Cosine Distance 0.247577452

Figure 4: An example of one of the sets in Task B
where the minutes and transcript do not belong to the
same task.
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(A) Meeting transcript segment:
(PERSON2) So [PERSON5] is probably already there right?
That was [PERSON7], right.
So [PERSON17] would [PERSON5] join would you know?
(PERSON15) Yes yes, he he ¡unintelligible¿ minutes.
(PERSON2) Okay.
In the minutes okay.
And you are listening, you can hear us right?
Okay, so [PERSON12] can h- is listening to to the Zoom call.
But he doesnt have the microphone
Because that was causing the loop yesterday.
So its only me who has a microphone.
So [PERSON7], v-.
How much time do you need? [PERSON7] is not here.
So [PERSON7] is also trying to set up what what he posted yesterday.
So that while watching the videos, a participants who do not speak Czech
should be clicking to buttons, like how well they like the current subtitles,
and it would be timestamped.
And we can then align it and see like where the problems it is going to be
approximate because the sync of the video.
Is not perfect, as you know, but it still, will probably be useful to to iden-
tify the the to give us some measure of the overall usability of of that.
So a please look up in your emails, because [PERSON7] sent it this morn-
ing.
The [ORGANIZATION2] document and please sign up yourself if you
can to the subtitle rating uh, documents, so.
Whoever is available.
Please write your name here that is what I ’m going to highlight.
(B) Meeting minutes Test session 20200515-1000 – instead of the real
demo
• Credentials:
o [URL]
o Meeting ID: [NUMBER], Password: [PASSWORD]
• Meeting is already started, the room is available until 13.00.
• ([PERSON2] will need to leave at 12.00 at the latest)
• ([PERSON12] is available only on [ORGANIZATION3], his zoom is
meant only for subtitling the zoom discussion)
• Agenda:
o Summary of worker instances involved ([PERSON12], just a recap,
pasting aggtable here, highlighting it)
•
• Computer names need to be shown, too, so that we can check them for
load.
o [PERSON2] giving dry run of the slides.
o Czech subtitling of both Czech sample videos.
• 3min [URL]
• 15 min from this: [URL]
o Possibly English subtitling with our segmenter for English videos and
our zoom discussion.
o Czech subtitling of zoom discussion ([PERSON2] and any other Czech
colleague present)
o [PERSON2] giving dry run of the closing slides.
Cosine Distance 0.3254856236

Figure 5: An example of one of the sets in Task B
where the minutes and transcript do belong to the same
meeting but the model was not able to label it correctly.
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(A) Meeting transcript segment:
[ORGANIZATION2].
And that’s the leadership of work packages.
Because as [ORGANIZATION7] are like not- not a standalone, not- not
a full partner here, uh, they cannot lead the work package, uh, on data.
Uh, so, uh, I thought that, uh, uh, it- it would be the- good that one of the
research partners, uh, does this.
And, uh, we are responsible for the multilingual MT and management and
for- uh, now for minuting as well.
Uh, uh, so, uh, like we have data and minuting kind of available, uh, for
[ORGANIZATION2], uh, or [ORGANIZATION11], or we can do it, uh,
uh, s- as well, but, uh-
yeah, so, uh, yeah, this is-
I don’t know if [ORGANIZATION11] has any opinion on this?
(PERSON14) So, uh, I think it would make more sense if, uh, [ORGANI-
ZATION9] keeps the minuting part because you also, uh
(PERSON19) Okay.
(PERSON14) you- you’ve- meaning the, um, getting at the concept- you
have the most involvement there.
(PERSON19) Yeah ¡unintelligible¿
(PERSON14) And I think, uh, it’s okay, to have the data work package.
Either us or [ORGANIZATION2] ¡unintelligible¿ [ORGANIZATION2]
what they- what their position is.
(PERSON11) Yeah
(PERSON19) Yeah, so I’ve talked to-
yeah, [PERSON3], [PERSON3], s- please, say this- say that.
(PERSON11) So yeah, I mean, uh, ¡unintelligible¿ of course you wrote
most of it, so we can also keep the minuting, otherwise since K- uh, [OR-
GANIZATION11] has more on- on data, I would have suggested that
[ORGANIZATION11] does data and we do minuting, but I’m fine with
anything else too.
(B) Meeting minutes Meeting 16. 11. 2020:
• Attendance:
– [PERSON21], [PERSON3], [PERSON22], [PERSON23], [PER-
SON26]
- Paraphrasing
– Deadline for student - February
– Prepare the data (provided by [PERSON16]) by the end of the month
– [PERSON23] will try translating them by the TF model
– [PERSON26] will train parent in [PROJECT1]NMT
– Questions
i. ([PERSON26]) I got model description from [PERSON16]. Still wait-
ing for training reproduction scripts for easy training setup.
ii. We also need to evaluate the performance loss cause by compression
iii. Can we distill paraphrasing directly? By training direct paraphrasing
(student) model without pivoting?
- [PROJECT5]
– [PERSON23] is processing the segments provided by [ORGANIZA-
TION7]
– waiting for [ORGANIZATION7] ([PERSON18])
– trying to submit paper to [ORGANIZATION1]
- [PROJECT2] (data augmentation)
– aiming for a workshop rather than [ORGANIZATION1]
- [PROJECT6]
– [PERSON22] is training an already constrained model
— comparing it with constrained decoding on inflected languages
– Next step is focus on constraining in inflected languages
- Implementation
Cosine Distance 0.77585155236

Figure 6: An example of one of the sets in Task B
where the minutes and transcript do not belong to the
same meeting but the model was not able to label it
correctly.
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Abstract

In this paper, we present a pipeline for auto-
matic minuting. This pipeline is an end-to-end
system for minuting the multiparty dialogues
of meetings. It provides multilingual com-
munication and collaboration, with a specific
focus on Natural Language Processing (NLP)
technologies: Automatic Speech Recognition
(ASR), Machine Translation (MT), Automatic
Minuting (AM), Topic Modelling (TM),
and Named Entity Recognition (NER). Our
summarization model achieves a ROUGE-1
score of 0.45, a BLEU score of 7.069, and a
BERT score of 0.673. Our translation model
also achieves a high average BERT score of
0.848 across five different languages (de,fr,
en, it, and hi). We make our code available at
https://github.com/aakash0017/
Paclic-summarization-pipeline

1 Introduction

Since the COVID-19 epidemic, a sizeable portion
of the working population—particularly those em-
ployed in the information technology (IT) sector
and academia—has expanded dramatically in vir-
tual meetings. Meetings are, without a doubt, the
most important element in fostering teamwork and
effective back-and-forth communication. There
are numerous Natural Language Processing (NLP)
technologies available that give users a complete
online interaction experience. The interpretation of
these online interactions during remote conferences
or meetings is crucial in the globally interconnected
world of today.

Summarizing meetings in the form of structured
minutes from speech and it can potentially save up
to 80% of time.

We realized that generating meeting minutes is
a task that is still performed manually and requires

a lot of time. Through this paper, we try to solve
three major problems encountered during multi-
party dialogues via our proposed system.

First, as mentioned above, manually generating
minutes consumes much time. Each annotator has
to go through hours of recording before writing
minutes. Also, each annotator may have a different
vocabulary and style, leading to inconsistency in
the meeting-minutes format. We try to solve this
problem by generating meeting minutes in a consis-
tent format for multi-party conversation(MPC). We
incorporate large pre-trained transformer models
fine-tuned on MPC meeting datasets.

Second, as globalization is increasing, compa-
nies have offices worldwide. Hence, to overcome
the language barrier, there is a need for a system
that can provide translation of meeting transcripts,
meeting minutes, and meeting topics. We provide
quick and straightforward translation in five dif-
ferent languages: French(fr), German(de), Rus-
sian(ru), Italian(it), and Hindi(hi), allowing busi-
nesses to save time and enhance productivity. To
further optimize the translation process, we provide
isometric translation [1], which generates outputs
of length similar to the source length. We believe
that isometric translation is the next leap towards
a more synchronous auto dubbing process, which
can enhance the meeting experience of non-English
speaking users.

Lastly, the enormous increase in online meetings
and conversations has led to a massive stack of un-
ordered data. It can be cumbersome for users to
select the appropriate meeting for their needs. We
try to differentiate the generated minutes into mul-
tiple segments and align them with corresponding
topics derived accordingly. This provides a gist of
the meeting without the user listening to the whole
recording.
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The paper is organized as: Section: 2 brief about
the existing work in text and meeting summariza-
tion. The proposed methodology is described in
Section: 3, where we employ a 3 stage pipeline:
ASR; automatic speech recognition, multi-party
meeting summarization, isometric translation, and
topic segmentation. The experimental setup with
the dataset, hyper-parameter settings, and training
are in Section:4 with their corresponding results
and in Section: 5. Finally, the paper concludes with
future prospects in Section: 6.

2 Related Work

In this section, we describe the existing work on
text summarization in Section 2.1 and meeting sum-
marization in Section 2.2.

2.1 Text Summarization

Majority of the prior work on meeting summariza-
tion investigates how to generate better summaries
for news/media article data, such as CNN/Daily
Mail [2], Newsroom [3], etc. other tries to sum-
maries scientific documents, such as SciSumm Cor-
pus [4]. However, our paper mainly focuses on
meeting summarization which is comparatively a
more challenging task. However we do tend to
infer some attributes of normal text summariza-
tion, which includes both extractive & abstractive
methods. Moreover, the topic of meeting summa-
rization, especially automatic minuting has been a
demanding research problem across the community
[5] [6] [7] and has become a huge part of the text
summarization area.

2.2 Meeting Summarization

Since the advent of COVID-19 and the majority of
work shifting online, there has been a lot of interest
gathering around multi-party dialogue summariza-
tion. However, the fundamental idea behind meet-
ing recording summaries has existed for quite some
time. [8] suggested a extractive meeting summa-
rization approach using graphs constructed on topi-
cal/lexical relations. However, a study conducted
by [9] stated the difference between meeting sum-
marization of multi-party transcripts over the Nat-
ural Language Generation models for generating
unfocused summaries. They proposed multi-modal
hierarchical attention across three levels: segment,
utterance, and word and suggested a joint model
of topic segmentation and summarization. [10].
Next, [10] attempted to pre-train MPC-BERT to

find the inherent complicated structure in MPC via
crucial interlocutor and utterances. [11] proposes
a novel abstractive summary network that adapts
to the meeting scenario. It follows a hierarchical
structure to accommodate long meeting transcripts
and a role vector to depict the difference among
speakers.

The aforementioned work, however, creates
meeting summaries, whereas our suggested ap-
proach attempts to create meeting minutes from
the ASR generated transcripts.

3 Proposed Methodology

We propose a pipeline that utilizes a speech-to-text
transcription service and a meeting summarization
module. Additionally, we provide functionality
of topic extraction and isometric translation (Ger-
man(de), French(fr), Italian(it), Russian(ru), and
Hindi(hi). As depicted in the figure 1, the system
accepts a {.mp3, .mp4} file consisting of multi-
party conversations in English(en). Next, we gen-
erate ASR output from the input files, which are
then utilized by our system to generate meeting
minutes. From subsections 3.1 through 3.4, we
provide a details overview of various components
of our proposed architecture.

3.1 Automatic Speech Recognition (ASR)

For generating optimal transcripts, we use Amazon
Transcribe1, which is a Speech-to-text service of-
fered by Amazon AWS. It holds the largest share in
the cloud computing market. Their current English
speech recognition model has achieved a word-
error-rate (WER) of 6.2%. To convert meeting
recordings to transcripts, the data must first be
uploaded to the Amazon Simple-Storage-Service
(Amazon S3), which is then used by the Amazon
transcribe Speech-to-text API to generate time-
sequence order transcripts, with both speaker and
utterances stated separately. To handle this, we de-
fine a post-processing function that align speaker
roles with corresponding utterances, as shown in
figure 1. Our system accepts a number of speakers
as an argument before applying ASR transcriptions.
However, the argument is set to 2 and accepts a
maximum value of 10.

3.2 Meeting Summarization

The meeting summarization module generates
meeting-minutes from the processed transcripts.

1https://aws.amazon.com/transcribe/
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Audio/Video file 

Transcripts
(PERSON0) inspiration can come from
any direction
(PERSON3) You guys both touched on
this idea of identifying problems
(PERSON0) Angela's story talking
about how you are helping young
entrepreneurs
(PERSON2) track the flipside
(PERSON4) hard, you need to be able
to sell something or it's not a business.
(PERSON3) a female.
(PERSON4) it. When I was younger
(PERSON1) on your own terms, be the
entrepreneur of your life.

Raw Transcripts

Feature Extraction

Acoustic
Model Decoder

Language 
Model

Automatic Speech Recognition Module

Redundancy  
Elimination

Align Roles 
& Utterances

Redundancy 
Elimination 

Transcripts
PERSON0: inspiration can come from
any direction
PERSON3: You guys both touched on
this idea of identifying problems
PERSON0: Angela's story talking
about how you are helping young
entrepreneurs
PERSON2: track the flipside
PERSON4: hard, you need to be able to
sell something or it's not a business.
PERSON3: a female.
PERSON4: it. When I was younger
PERSON1: on your own terms, be the
entrepreneur of your life.

Cleaned Transcripts

Transcripts
PERSON0: inspiration can come from
any direction
PERSON3: You guys both touched on
this idea of identifying problems
PERSON0: Angela's story talking
about how you are helping young
entrepreneurs
PERSON2: track the flipside
PERSON4: hard, you need to be able to
sell something or it's not a business.
PERSON3: a female.
PERSON4: it. When I was younger
PERSON1: on your own terms, be the
entrepreneur of your life.

Cleaned Transcripts

PERSON2: track the
flipside PERSON4: hard,
you need to be able to sell
something or it's not a
business. PERSON3: a
female. PERSON4: it.
When I was younger
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PERSON2 started a
fashion tech. company with
co-founder. PERSON4
need to be able to sell
something or it's not a
bussiness. PERSON1
started a new lifestyle
company at the age of 60.

Output Sequence

Structuring

Date: 2022-08-20
ATTENDEES: PERSON4, PERSON2,
PERSON0, PERSON1
SUMMARY 
- PERSON0 is meeting up with some of
her favourite entrepreneurs to talk about
what empowers. 
- PERSON2 started a fashion
technology.
- PERSON4 started a bussiness called
"New Me" in 2011.
- PERSON0 wants to talk about the
impact he's having secret to success.
- PERSON1 started a new lifestyle brand
at the age of 60.

Minuted by: XYZ.

Generated Minutes

Redundancy  
Elimination 

&
Concatenation 

Cleaned Summaries

PERSON0 is meeting
up with some of her
favorite entrepreneurs to
talk about what
empowers them on a
daily basis. PERSON2
started a fashion
technology company
with her co-
founder. PERSON0,
PERSON3 and VCS
discuss the side hustle
secret to success

Date: 2022-08-20
ATTENDEES: PERSON4, PERSON2,
PERSON0, PERSON1
SUMMARY 
- PERSON0 is meeting up with some of
her favourite entrepreneurs to talk about
what empowers. 
- PERSON2 started a fashion
technology.
- PERSON4 started a bussiness called
"New Me" in 2011.
- PERSON0 wants to talk about the
impact he's having secret to success.
- PERSON1 started a new lifestyle brand
at the age of 60.

Minuted by: XYZ.
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Datum: 2022-08-20
ACHTUNGEN: PERSON4, PERSON2,
PERSON0, PERSON1
ZUSAMMENFASSUNG
-PERSON0 trifft sich mit einigen ihrer
Lieblingsunternehmer, um darüber zu
sprechen, was sie auf einer täglichen
Basis
-PERSON0 will über die Auswirkungen,
die er auf das Leben der Menschen hat 
VCS diskutieren über Huck Geheimnis
-PERSON4: Sie müssen in der Lage
sein, etwas zu verkaufen oder es ist
kein Im Alter von 60 Jahren wurde eine
neue.
Minuten von: XYZ

Generated Minutes

Post-Processing 
&  

Concatenation 

Figure 1: Displays the entire architecture of our proposed systems.

The task of automatic-minuting differs distinctively
from the summarization task. Minuting is pri-
marily concerned with capturing and providing a
third-person perspective of important points raised
throughout the meeting, whereas summarizing is
more concerned with delivering a piece of concise
information and not reflecting small details. Our
pipeline overcomes one major drawback of manual
minuting; that the minutes format and language
vary across different annotators.

The meeting summarization module is divided
into three main parts. First, we start by preprocess-
ing input transcripts, apply redundancy elimination
and segmentation. Next, we apply our meeting
summarization model. Finally, we filter the out-
put using an unsupervised redundancy elimination
method to obtain the processed minutes.

The majority of dialogue summarization system
lacks the ability to refrain from redundancies. Be-
sides that they are also limited to a specific length
of input sequences for accurate text generation.
Our proposed system tries to tackle these issues
using the Redundancy Elimination and Segmenta-
tion module. We employ some handcrafted rules
and pre-processing techniques to process the input
utterances obtained from previously generated tran-
scripts. First, text cleaning procedures are used to
get rid of any repeats, pauses, and interruptions in
the text. These utterances are then filtered using a
custom stopwords we define from publicly avail-
able meeting summarization corpuses like AMI

[12] & ISCI [11]. Next, we utilize some brute force
approach to slice the non-redundant transcripts to
address the limitation of length constraints of input
sequences. Currently our system support segmen-
tation for varying token lengths of 512, 768 and
1024 respectively.

We use a finetuned BART-large model [13] 2

for our primary summarization task. BART is a
denoising autoencoder for pretraining sequence-to-
sequence models. The model is trained by using
arbitrary denoising functions to distort text and then
instructing it to recreate the original content. Us-
ing BART provides the ability to use bi-directional
attributes when operating on sequence generation
tasks which makes it useful for abstractive text sum-
marization. While BERT cannot adopt a bidirec-
tional mechanism for sequence generation, BART
exploits the GPT-2 architecture for predicting the
following words with the help of words encoun-
tered previously in the current sequence. Hence,
we primarily test the pipeline with various BART-
based setups. However, we majorly experiment
with a fine-tuned version of BART trained simulta-
neously on XSum [14] & SAMSum[15] datasets.

The generated summaries contain a sufficient
amount of information, although they are not en-
tirely adequate. There might be an inclusion of
casual discussion or other unnecessary information.
This problem is addressed with TextRank. Based
on our experimentations, we found out that from

2https://huggingface.co/lidiya/bart-large-xsum-samsum
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the whole report, the model typically catches 15%
of trivial and unnecessary information. We rank
the summary lines in increasing order of their im-
portance and exclude out bottom 15% of the lines
to obtain a “gold span” of the summary. To fur-
ther compress the summaries, we add appropriate
pronouns, eliminate grammatical inconsistencies
wherever possible, and filter the final chain of con-
versation threads by excluding unnecessary words
using stopwords set that we internally develop by
observing the generated summaries.

3.3 Isometric Machine Translation

The Machine translation module provides set up
the capability to generate transcripts, minutes, and
topics in five different languages de, fr, it, ru, hi.
For all these languages, we provide a user with
isometric translation output. Isometric MT is the
concept of generating translation that falls within
the source length range of ±10%. This feature
helps to generate synchronous outputs upon text-
to-speech conversion. For implementing isometric
translation, we develop a multitask learning model
similar to [16]. We use fine-tuned OPUS-MT [17]
model for translation and fine-tuned mBART [18]
for paraphrasing. However, our isometric transla-
tion module works best for French, German, and
Russian languages as we implement a paraphras-
ing model to enhance the vocabulary. Hindi and
Italian translation does not contain a paraphrasing
model, but the use of prompt engineering tech-
niques enables them to achieve a high BLEU score
and BERT score.

3.4 Topics Modelling

DeepCon also provides a feature for automatic
topic extraction based on Named Entity Recogni-
tion that extracts the top-k repeating n-grams from
the transcripts. We use Yake3 library for extracting
named entities. Our system can also translate the
keywords into the five different languages de, fr, it,
ru, hi. We intend to generate these topics or key-
words in order to provide a comprehensive abstract
view of meeting discussions with the generated
minutes.

4 Experimental Setup

In this section, we describe dataset details in sec-
tion 4.1, hyper-parameter setting in section 4.2 and
training procedures in section 4.3

3https://github.com/LIAAD/yake

4.1 Dataset

As stated, our summarization module utilizes a
BART model fine-tuned on both XSum and SAM-
Sum datasets. XSum dataset includes short sum-
maries of articles and discussions, whereas SAM-
Sum is a multi-party meeting conversation dataset
usually comprising casual and friendly conversa-
tions. Training model on these two datasets al-
lows it to grasp summarization both at the syntactic
and morphological levels. For evaluating our pro-
posed summarization models, we used the publicly
available ELITR Minuting Corpus [19]. The cor-
pus is divided into 3 subtasks. However, we used
the Task-A dataset with the dataset distribution of
85, 10, and 25 instances for train, validation, and
test set, respectively. Each instance comprises i)
a meeting transcript and ii) one or more than one
human annotated meeting minutes. Table 1 shows
the statistics of the dataset that we have used in
experimentation.

Next, for the isometric translation module, we
experimented with multiple datasets across previ-
ously specified languages for both the machine
translation and paraphrasing modules. For machine
translation, we majorly use the Multilingual Speech
Translation Corpus (MuST-C) [20]. We also utilise
the Statistical Machine Translation Dataset (WMT)
[21] for German (de) & Russian (ru) text inputs.
Additionally for translating Hindi (hi) we use the
IIT-B Hindi-English Corpus [22]. Next, we use a
combination of Opusparcus [23] and PAWS-X [24]
datasets for most of our Paraphrase training tasks,
However, due to unavailability of PAWS-X dataset
for Russian (ru), we utilize the Tapaco [25] dataset
which is a sub-extracted paraphrase corpus derived
from the Tatoeba database [26]

4.2 Hyper-parameter Settings

We used 4 Tesla V100-PCIE GPUs for all experi-
ments with a memory size of 32510 MiB each. Due
to resource constraints, we train each of our mod-
els both for summarization and isometric machine
translation for 1 epoch, each with a batch size of
32. Our fine-tuned models are trained on a learning
rate configuration of 2× 10−5. For finetuning the
underlying summarization model, we use the fol-
lowing configurations: ‘max input length’ = 512,
min target length = 128. Next, for the isometric
machine translation module for both our machine
translation and paraphrasing model training, we
implement the AdaFactor optimizer, which inter-
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Table 1: Represent the various statistics calculated on both the SAMSum and ELITR datasets. This includes the No.
of dialogues, No. of turns, No. of speakers, No. of average turn lengths, Length of dialogues, Summary lengths, and
Percentage of compression.

Datasets # diag. # turns # speakers avg. turn len. # len. of diag. # summary len. % comp.
SAMSum 16.4K 11.2 2.4 9.1 124 23.4 82.12

ELITR 124 254.4 5.8 9.7 8890.8 387 95.65

nally adjusts the learning rate based on the scale
parameter and relative/warmup steps.

4.3 Training

In this section, we discuss all experiments per-
formed for our proposed system. We experi-
mented with various automatic speech recogni-
tion (ASR) models for generating MPC transcripts.
This includes Wav2Vec4 [27] model trained on the
MInDS-14 [28] dataset. We used the Word-Error-
Rate (WER) to evaluate these models. However,
most of our trained models generated the speech-
to-text output with reasonably high WER scores,
runtime, and Samples per Second during testing.
Additionally, the transcripts that were generated ap-
pear cluttered with extra incomplete content. Thus
finally, we decided to use the Amazon Transcribe
service to generate meeting transcriptions for fur-
ther processing.

Next, we experiment with multiple summa-
rization models using T5 [29], Pegasus [30],
RoBERTa2RoBERTa [31], distilBART [32], etc.
However, the BART-based pipeline performed bet-
ter than the rest. Table 2 represent the scores evalu-
ated on the ELITR Task-A test dataset. Our experi-
ments include fine-tuning these pre-trained models
on various summarization datasets. This includes,
CNN/DailyMail, XSUM, SAMSUM and AMI Cor-
pus.

We also implement a singleton MT5 model that
performs translation and paraphrasing of 5 sup-
ported languages using the prompt engineering
method. In this approach, we use two additional
prompts combined with length prompts: 1) Trans-
lation and 2) Paraphrasing. The translation prompt
signifies that the model will translate the given in-
put, and the paraphrasing prompt signifies that the
model will generate isometric sentences from the
translated sentences. We use the MUST-C dataset
for translation and PAWS-X and Topaco for para-
phrasing. However, the sentences generated by this
MT5 model are very redundant and non-contextual.

4https://huggingface.co/facebook/wav2vec2-base-960h

Table 2: Performance of different baseline models con-
sidered during experimentation. This includes Rouge-
1, Rouge-WE, BLEU score, BERT-F1 score, TF-IDF
score.

Models R1 RWE BLEU BERT TFIDF
BART 0.297 0.162 2.907 0.563 0.19
DistilBART 0.375 0.205 6.535 0.620 0.25
T5 0.406 0.229 6.278 0.615 0.31
Ours 0.45 0.298 7.068 0.673 0.38

Next, we adopt a prompt-based few-shot learning
strategy for the paraphrasing task. The model uti-
lizes a small sample of the training dataset(approx
500) and then tries to integrate the derived model
with the predictions obtained from the MT model.
The comparative scores achieved by assessing us-
ing the same technique are listed in table ??. The
few-shot model can adequately constrain the out-
put length while preserving the MT’s semantical
aspects.

5 Results and Analysis

As said earlier, our system accepts total speakers in
the range {2, 10}. Also, providing an exact count
of total speaker value shows that it helps the Ama-
zon Transcribe model to generate the best results
and align each speaker utterance with its audio
counterpart.

We evaluate our proposed summarization model
based on the following metrics. This includes
i) ROUGE-N; to match n-grams between system
predictions and target gold spans. ii) ROUGE-
WE; Since ROUGE-N is extremely biased toward
lexical similarities, we attempt to compare the
projected summaries using the word embeddings
based ROUGE as described in [33]. iii) BLEU;
though preferred for evaluating machine translation
output, we use this metric to calculate the quality of
generated summaries. iv) BERT-score; it calculates
the semantic relatedness by aligning the sentence
representation of both reference and hypothesis
using the cosine similarity. v) TF-IDF; works by
calculating the importance of each word/token in
generated output based on its occurrence in the doc-
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language model dataset BLEU Score BERT Score Length Ratio Length Range

de
OPUS-MT MuST-C + WMT 42.3 0.85 1.087 49.81
OPUS-MT +
few short mBART

MuST-C + WMT + Opusparcus + Paws-X 29.1 0.83 1.04 50.55

OPUS-MT +
mBART

MuST-C + WMT + Opusparcus + Paws-X 29.9 0.83 1.05 51.95

it OPUS-MT MuST-C 34 0.84 1.045 57.032

fr

OPUS-MT MuST-C 44.8 0.87 1.08 49.6
OPUS-MT+ MT5 MuST-C 42.3 0.85 1.12 51.3
OPUS-MT + MT5 MuST-C 38 0.86 1.11 46.4
OPUS-MT + few short mBART MuST-C + Opusparcus + Paws-X 40.9 0.85 1.03 57.33
OPUS-MT + mBART MuST-C + Opusparcus + Paws-X 41.2 0.85 1.04 61.81

ru

OPUS-MT MuST-C + WMT 22.7 0.84 1.005 54.517
OPUS-MT + few short mBART MuST-C + WMT + Opusparcus + Paws-X 20.8 0.82 0.95 58.934
OPUS-MT + mBART MuST-C + WMT + Opusparcus + Paws-X 21.7 0.83 0.967 62.475
MT5 MuST-C + WMT 5.6 0.76 0.732 19.3

hi OPUS-MT IITB-En-hi 11.9 0.84 0.941 42.521

Table 3: Evaluation scores of various experiments. In this table, we state the language-wise experiments along with
the datasets used

ument. Table 2 shows performance analysis of our
proposed summarization models and its compar-
ison to various other summarization models. As
is evident, our suggested approach produces better
results when compared to the other models, and
by a significant margin. This indicates that our
generated meeting minutes are more accurate re-
garding Grammatical Correctness and Fluency than
the other recent summarization models.

We use BLEU, BERT-score and length compli-
ance metrics to evaluate isometric translation out-
puts. As mentioned earlier, a statistical method
evaluates based on n-grams in translated and ref-
erence text and rates the quality of the predictions.
BERT-score and Length Compliance metrics are
specially designed for the task of isometric MT.
The Length Compliance metrics comprise 2 mea-
sures, a) length ratio, calculated by matching the
length of predicted text against the gold-span tar-
gets, and b) length range, which measures the per-
centage of sentences that falls within the ±10 ideal
span of the length-ratio. Table 3 represents the eval-
uation scores obtained by training various models
during experimentations across the previously men-
tioned MuST-C and IIT-B test datasets. First, the
best-performing models for the isometric task for
each source language have a lower BLEU score.
This suggests that the isometric constraints can af-
fect the calculated BLEU score since it is character-
dependent. However, emulating the predicted MT
text via the paraphrase model suggests a higher
BLEU score. This is because the paraphrasing
module modulates the sentence length to conform
to the interchangeable vocabulary.

6 Conclusion

The proposed pipeline efficiently handles au-
dio/video files and generates meeting minutes,
translations and topics. However, the pipeline does
not extract any feature from the video. We be-
lieve that using video frames and fusing them with
the embeddings of ASR output can generate some
quality results. By Introducing the multi-modality
aspect, we can further leverage the essential infor-
mation the video provides. The task of multi-modal
fusion poses a significant challenge, and thus we
hope to counter it in our upcoming projects. This
pipeline can also be extended as an API service for
developers to incorporate Auto-minuting function-
ality in their systems.
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[21] Ondřej Bojar, Christian Federmann, Mark Fishel,
Yvette Graham, Barry Haddow, Philipp Koehn, and
Christof Monz. Findings of the 2018 conference on
machine translation (WMT18). In Proceedings of the
Third Conference on Machine Translation: Shared
Task Papers, pages 272–303, Belgium, Brussels, Oc-
tober 2018. Association for Computational Linguis-
tics.

588



[22] Anoop Kunchukuttan, Pratik Mehta, and Pushpak
Bhattacharyya. The IIT bombay english-hindi paral-
lel corpus. CoRR, abs/1710.02855, 2017.

[23] Mathias Creutz. Open subtitles paraphrase corpus
for six languages. CoRR, abs/1809.06142, 2018.

[24] Yinfei Yang, Yuan Zhang, Chris Tar, and Ja-
son Baldridge. PAWS-X: A cross-lingual adver-
sarial dataset for paraphrase identification. CoRR,
abs/1908.11828, 2019.

[25] Yves Scherrer. TaPaCo: A corpus of sentential
paraphrases for 73 languages. In Proceedings of
the 12th Language Resources and Evaluation Con-
ference, pages 6868–6873, Marseille, France, May
2020. European Language Resources Association.

[26] Mikel Artetxe and Holger Schwenk. Massively mul-
tilingual sentence embeddings for zero-shot cross-
lingual transfer and beyond. CoRR, abs/1812.10464,
2018.

[27] Alexei Baevski, Henry Zhou, Abdelrahman Mo-
hamed, and Michael Auli. wav2vec 2.0: A frame-
work for self-supervised learning of speech represen-
tations. CoRR, abs/2006.11477, 2020.

[28] Daniela Gerz, Pei-Hao Su, Razvan Kusztos,
Avishek Mondal, Michal Lis, Eshan Singhal, Nikola
Mrksic, Tsung-Hsien Wen, and Ivan Vulic. Multilin-
gual and cross-lingual intent detection from spoken
data. CoRR, abs/2104.08524, 2021.

[29] Colin Raffel, Noam Shazeer, Adam Roberts, Kather-
ine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J. Liu. Exploring the limits
of transfer learning with a unified text-to-text trans-
former. CoRR, abs/1910.10683, 2019.

[30] Jingqing Zhang, Yao Zhao, Mohammad Saleh, and
Peter J. Liu. PEGASUS: pre-training with extracted
gap-sentences for abstractive summarization. CoRR,
abs/1912.08777, 2019.

[31] Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du,
Mandar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. Roberta:
A robustly optimized BERT pretraining approach.
CoRR, abs/1907.11692, 2019.

[32] Sam Shleifer and Alexander M. Rush. Pre-trained
summarization distillation. CoRR, abs/2010.13002,
2020.

[33] Jun-Ping Ng and Viktoria Abrecht. Better sum-
marization evaluation with word embeddings for
ROUGE. In Proceedings of the 2015 Conference
on Empirical Methods in Natural Language Process-
ing, pages 1925–1930, Lisbon, Portugal, September
2015. Association for Computational Linguistics.

589



Law Retrieval with Supervised Contrastive Learning Using the Hierarchical
Structure of Law

Jungmin Choi1,2, Ukyo Honda1,2, Taro Watanabe1, Kentaro Inui2,3, Hiroki Ouchi1,2
1 Nara Institute of Science and Technology

2 RIKEN
3 Tohoku University

choi.jungmin.ce6@is.naist.jp, honda.ukyo.hn6@is.naist.jp,
taro@is.naist.jp, inui@ecei.tohoku.ac.jp, hiroki.ouchi@is.naist.jp

Abstract

We study the information retrieval task to
identify the relevant law articles for a query
on a legal issue in when the legal system in
question is statute law. In recent years, the
mainstream approach has been to calculate the
similarity between the query and each article
using pre-trained language models. However,
such methods have a weakness in retrieving
relevant articles that have low n-gram simi-
larity scores with the query. In this work,
we show that in such hard cases, the articles
tend to be of the same class as articles with
high n-gram similarity scores in the hierar-
chical structure of statute law, for instance,
the Japanese Civil Code. From this observa-
tion, we hypothesize that by making articles
of same class close to each other in the fea-
ture space, we could make it easier to retrieve
the above mentioned hard articles. Our pro-
posed method realizes this by supervised con-
trastive learning using the hierarchical struc-
ture. Experimental results show that the pro-
posed method achieves higher performance in
retrieving the correct articles with low n-gram
similarity to the query.

1 Introduction

Law is one of the domains where application of nat-
ural language processing is expected to bring im-
mense benefit to the society. According to a sur-
vey conducted by Japan Federation of Bar Associ-
ations1, nearly half of those who visited law firms

1https://www.nichibenren.or.jp/library/
ja/jfba_info/publication/data/shimin_
needs.pdf

or legal support centers for consultation answered
that they had hesitated consulting lawyers before
visiting. Some of the most frequently cited reasons
include unapproacheable image of lawyers, antici-
pated difficulty communicating with them, and con-
cerns about whether the issues will be taken seri-
ously. This indicates that people often have psycho-
logical obstacles to accessing legal services. It is
an important societal task to lower the barrier to ac-
cessing legal services and facilitate function of law
throughout the society.

A solution to this problem by natural language
processing is to build an information retrieval sys-
tem that suggests relevant laws to user-given queries
regarding their legal issues. It will provide the user
with an approximate idea about how their issues
could be described in legal terms, which will enable
them to further search for more refined information
without necessarily having to consult legal profes-
sionals or ask better informed questions when they
seek legal support.

When developing such a system, it is essential
to take into account the characteristics of the legal
system of interest. Depending on the legal system,
laws are written in vastly different style and struc-
ture. In this regard, legal systems can be categorized
into two broad categories, case law and statute law.
Case law, which includes the legal systems of the
United Kingdom, United States, Canada, etc., is law
that is based on past judicial decisions, while statute
law, examples of which are the legal systems of Ger-
many, France, Japan, etc., is written law passed by a
body of legislature. With case law, the task in ques-
tion would be to retrieve relevant cases, and whereas

590



Civil Code

Part 1  
General Provisions

Part 2 
Real Rights

Chapter 1 
General Provisions

Chapter 2 
Possessory Rights

Section 1 
Acquisition of

Possessory Rights

Section 2 
Effect of Possessory

Rights

Article 180 Possessory rights are acquired by possessing a thing with the intention to do
so on one's own behalf.

Article 181 Possessory rights may be acquired through an agent.

...

...

...

...

Figure 1: Hierarchical structure of Japanese Civil Code.

with statute law, it would be to retrieve relevant law
articles. Note that a case document is written on ac-
tual legal disputes and therefore concrete in nature,
and a law article is written in abstract legal terms and
are organized in hierarchical structure.

In this paper, we focus on statute law. Our task
here is to retrieve relevant articles to a given query
from a set of candidate articles. As mentioned
above, the language in which statute law is written is
significantly different from ordinary language. For
our purpose, which is to assist users who might not
be familiar with those abstract legal terms, it is par-
ticularly important that our system can correctly re-
trieve relevant articles when the query has little to
no overlap in terms of vocabulary with the relevant
articles.

In this task, the mainstream approach has been to
employ pretrained language models (Wehnert et al.,
2021; Nguyen et al., 2021; Shao et al., 2021). How-
ever, it has been pointed out that these approaches
perform poorly when detecting relevance between
the query and article is semantically involved (Ra-
belo et al., 2021).

To address this problem we propose a method to
use the hierarchical structure of statute law, which
is not fully utilized in previous work. Statute law is
typically organized in hierarchical structure. For ex-
ample, articles in the Japanese civil code are classi-
fied on five levels: part, chapter, section, subsection,
and division. See Figure 1. At each level, articles
in the same class share the same topic. Within the
framework of retrieving articles according to their
similarity to the query in the embedding space, we
hypothesize that by training the model to map arti-
cles in a same class closer in the embedding space
and articles in different classes apart, we would be
able to leverage the structure information and obtain

better embeddings. This point will be elaborated in
Section 5, Supervised Contrastive Learning for Law
Retrieval.

We have conducted experiments using as the
benchmark the data set created for Task 3 of the
workshop, Competition on Legal Information Ex-
traction/Entailment (COLIEE), where participants
compete building systems that automatically answer
Japanese bar exam problems. The experimental re-
sults show that our approach outperforms previous
approaches which supports the effectiveness of con-
trastive learning as a way to incorporate hierarchical
structure in the embeddings.

2 Related Work

2.1 Document Retrieval

The task of retrieving relevant documents to queries
has been a central component of information ex-
traction and question answering (Narasimhan et al.,
2016; Kwok et al., 2001; Voorhees, 2001). While
early research on this task has focused on sparse
bag-of-words representations, recent advances in
computational resources has inspired a plethora of
research using neural network (Mitra and Craswell,
2017).

In general, neural models for document retrieval
use vector representations of text, and contain a large
number of parameters to be tuned. Therefore, they
typically require a large training data set.

To mitigate the computational burden, a body
of recent work has adopted a two-stage retrieval
and ranking pipeline. At the first stage, they re-
trieve a large number of documents using sparse
high dimensional query/document representations,
and at the second stage, they rerank the documents
with learned neural models (Nogueira and Cho,
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2019; Yang et al., 2019). While this approach has
achieved state-of-the-art results on information re-
trieval benchmarks, it suffers from the upper bound
imposed by any recall errors in the first-stage re-
trieval model (Luan et al., 2020).

A strong alternative is to perform first-stage re-
trieval using learned dense low-dimensional en-
codings of queries and documents. Reimers and
Gurevych (2019) has shown tha their dual encoder
model which scores each document by the inner
product between its encoding and that of the query
perform well and efficiently. Karpukhin et al. (2020)
outperformed traditional sparse vector space models
such as TF-IDF and BM25 for retrieving answers
from open-domain context by a simple dual-encoder
framework.

2.2 Legal Information Retrieval

2.2.1 Case Retrieval

Searching through a large collection of previous
cases (court decisions) for ones that apply to a par-
ticular situation is an important part of day-to-day
work of legal professionals. Hence, there have been
efforts to automate this task in jurisdictions from all
over the world (Hafner, 1980; Parikh et al., 2021;
Xiao et al., 2019; Rabelo et al., 2021; Chalkidis et
al., 2020).

While this task can be formulated as a special case
of document retrieval, it has been noted that docu-
ment retrieval methods that perform well with gen-
eral data sets do not transfer easily to the legal do-
main, for reasons such as the large number of can-
didate documents, verboseness of each case docu-
ments, the definition of relevance in the legal sce-
nario being beyond the general definition of topical
relevance (Shao et al., 2020; Alberts et al., 2021;
Van Opijnen and Santos, 2017). Ma et al. (2021) has
applied traditional language model and showed that
it outperformed neural models. Rosa et al. (2021)
has shown that their method of splitting case doc-
uments into segments and applying BM25 to rank
cases by similarity to the query perform competi-
tively against neural models.

2.2.2 Statute Retrieval

In recent years, the mainstream approach has been
to use TF-IDF and pretrained language models.

Wehnert et al. (2021) computes the cosine simi-
larity of each query-article pair based on Sentence-
BERT (Reimers and Gurevych, 2019) representation
and TF-IDF, sum the two cosine similarity values,
and classify the pair as relevant if the value exceeds
the predetermined threshold. If none of the articles
has similarity higher than the threshold, the article
with the highest similarity is selected as the relevant
article. The threshold is determined so that the score
will be highest if applied to the validation set. They
use the English version, and employ a Sentence-
BERT model pretrained with millions of paraphrase
pairs. The problem with this approach is that it is
hard to grasp the similarity between a query and ar-
ticle when it requires high-level semantic matching,
e.g., when the query involves concrete examples of
abstract concepts in the relevant article.

Nguyen et al. (2021) treats this task as a binary
classification problem. They concatenate the query
and the article with a SEP token to make a single
sequence, applies linear transformation to the BERT
features corresponding to the CLS token of this se-
quence and conduct binary classification whether or
not the query and article are relevant. In order to
mitigate the label imbalance problem, i.e., irrelevant
query-article pairs far outnumbering relevant ones,
they only use pairs whose article places in the top
150 among all articles in terms of TF-IDF similarity
with the query. They use the Japanese version. Like
Wehnert et al. (2021), it has difficulty in semantic
matching. It also suffers from a strict upper bound
imposed by any recall errors in the first stage where
they limit the candidate to top 150.

2.3 Supervised Contrastive Learning

Contrastive learning is a method which aims to ob-
tain effective representation of objects by gather-
ing semantically similar ones in closer proximity in
the embedding space and distancing dissimilar ones.
Khosla et al. (2021) has introduced supervised con-
trastive learning for image classification task where
they trained the model so that images that belong to
same classes will have closer embeddings and those
with different classes distant embeddings. Gao et
al. (2021) applies such framework to sentence repre-
sentations, and proposes simple contrastive learning
method with a supervised setting. Using natural lan-
guage inference (NLI) data sets, the method learns
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Table 1: Number of Queries by Number of Relevant Ar-
ticles

Number of Relevant Articles 1 2 3 4 5 6 Total
Number of Queries 567 125 25 5 2 1 725

to bring sentences with entailment relations closer
together as positive example pairs and to move sen-
tences with contradiction relations away from each
other as negative example pairs. The method signifi-
cantly outperforms previous methods on a variety of
semantic textual similarity tasks.

3 Task

3.1 Overview

We focus on COLIEE Task 3 as our benchmark
for the legal information retrieval task. In the data
set, query statements regarding legal issues are each
paired with sets of relevant law articles. The query
statements mostly describe specific situations and
tends to be written with ordinary vocabulary, while
articles are written using abstract, legal terms, which
makes it an appropriate benchmark for a system that
identifies relevant articles to queries written by non-
experts as described above.

The data consists of train and test data, and there
the original version written in Japanese and a trans-
lated version in English. Every year, the latest bar
examination problems become the test data, and the
past problems, including the previous test data, form
the train data. For the competition in 2021, the train-
ing data consisted of 725 examples of queries and
corresponding sets of relevant articles, while the test
data had 81 such examples. Table 1 shows the distri-
bution of number of relevant articles to each query.
Figure 2 is an example from the data.

3.2 Definition

Formally, the task is defined as follows. There
is a set of NA Japanese Civil Code articles A =
{a1, a2, . . . aNA

} and a set of NQ queries Q =

{q1, q2, . . . , qNQ
}. D = {(qi,Ai)}NQ

i=1 is a set of
pairs where each query qi is paired with the set of
its relevant articles Ai ⊂ A. Given a query qi, the
task is to find Ai. It is assumed that for each qi, ex-
actly one such non-empty subset of A exists.

� �
Query In cases where an individual rescues another per-
son from getting hit by a car by pushing that person out of
the way, causing the person’s luxury kimono to get dirty,
the rescuer does not have to compensate damages for the
kimono.

Relevant Article Article 698 If a manager engages in
benevolent intervention in another’s business in order to
allow a principal to escape imminent danger to the prin-
cipal’s person, reputation, or property, the manager is not
liable to compensate for damage resulting from this un-
less the manager has acted in bad faith or with gross neg-
ligence..� �

Figure 2: An example of Task 3. Note that here, ”getting
hit by a car” is a concrete example of ”imminent danger”
and ”kimono to get dirty” is that of ”damage resulting
from this”

Table 2: R@10 scores of relevance prediction to query-
article pairs by Wehnert et al. (2021). All represents the
whole validation set, Easy represents Easy is the subset
of All with higher n-gram similarity, Hard represents the
subset with lower n-gram similarity. We show the recall
score for each set.

Easy Hard All

97.30 42.67 60.71

4 Problems and Analysis of Previous Work

4.1 Problems

In previous studies, when the n-gram similarity be-
tween the query and the relevant article is low, it is
difficult to classify the article as correct (Rabelo et
al., 2021). This is the case, for example, when the
query is a description of concrete facts, and it is nec-
essary to correspond the norms of the article to the
facts in order to determine the relevance of the rele-
vant article to the query.

4.2 Analysis

In order to confirm this problem statistically, the val-
idation data set was divided according to n-gram
similarity, and the scores of each division is shown
below. In the validation data set, there are a total
of 112 pairs of query and relevant article. We ap-
ply TF-IDF vectorization to each query and article,
and compute the cosine similarity of these vectors.
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Figure 3: Overview of our proposed method.

There are 75 pairs where the normalized cosine sim-
ilarity2 between the query and the relevant article is
less than 1. We call such cases Hard, and other cases
Easy. The entire cases are called All. Table 2 show
the accuracy score for each division from the model
that replicates (Wehnert et al., 2021). Note that it is
particularly low for Hard.

5 Supervised Contrastive Learning for
Law Retrieval

Analyzing the 75 query-article pairs (qi, aj) with co-
sine similarity less than 1, we have found that there
are 26 of cases where the article ak with the highest
cosine similarity to the query qi and the correct ar-
ticle aj are in the same section. This suggests that
even a correct article aj with low n-gram similar-
ity can be pulled up to the top of the search results
if the expressions of articles belonging to the same
sections are made closer to each other. Based on
this hypothesis, we propose contrastive learning us-
ing the section information of articles as labels. The
proposed method uses the section information be-
cause almost every article belongs to some section
and each section has on average approximately 11.3
articles, which makes it an appropriate way to divide
articles into semantically similar groups.

Based on this analysis, we expect that it may be
easier to obtain relevant articles with low n-gram
similarity to the query by putting articles belong-
ing to the same section closer to each other in the
embedding space. Therefore, we propose a contrast
learning method using sections as labels.

2We normalize the values of cosine similarity so that for
each query, the pair of this query and the most similar article
has similarity value of 1, and the pair of this query and the least
similar article 0.

Previous methods have included hierarchical in-
formation (e.g., Part 1, Chapter2, Section3) in the
input sentences, however, it is unlikely that these
methods have successfully incorporated the hierar-
chical structure. Intuitively, simply including the hi-
erarchical information in the input will not directly
incentivize the model to pull same-section peers to-
gether, and might even hurt learning by forcing some
tokens at the end of the input to be cut off because
of sequence length limit of the model. Indeed, in our
preliminary experiments, we found no advantage of
including hierarchical information in the input com-
pared to not including. We expect that by training
the model to embed articles that are close to each
other in the hierarchical structure also close to each
other in the embedding space, we can more effec-
tively incorporate hierarchical structure and there-
fore improve performance.

5.1 Overview of Model
In our proposed model, we compute two loss func-
tions which we call basic and contrastive, respec-
tively. We employ as the baseline a model which is
similar to Wehnert et al. (2021) 3 except we perform
fine-tuning using the COLIEE training set by cosine
similarity loss. We sum the cosine similarity loss
and the contrastive loss, introduced by the proposed
model, and the sum is our final objective function.
The overview of the proposed method is shown in
Figure 3. During training, the model converts the
query and article into BERT representations and cal-

3Strictly speaking, our baseline also differs from Wehnert et
al. (2021) as they append to the articles commentaries obtained
by web crawling and the queries that are entailed by the articles,
whereas we omit them in this study because the performance
without fine-tuning is almost the same as what is reported in
Wehnert et al. (2021) if we do not include them
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Article 180
Article 181
…

Part 2 Chapter 2 Section 1

Article 543
Article 544
…

Part 3 Chapter 2 Section 2

Figure 4: Idea of contrastive learning using hierarchical
structure of law. The articles in the same section are
pulled closer (blue arrows) while the those in different
sections are pushed away (red arrow).

culates the cosine similarity loss from their cosine
similarity. On the other hand, the contrastive loss is
computed to bring the articles in the batch that be-
long to the same section closer together. The sum
of the two losses is learned to be minimized. When
making inference, cosine similarity scores between
the query and the article are calculated using BERT
and TF-IDF, which are each normalized. We sum
them together, and then further normalize the scores
to determine if they are relevant by comparing them
to the threshold value.

5.2 Loss Function
We give the definitions of the loss functions below.
First, for each query-article pair, pairk = (qkq , aka),
we define the binary label indicating relevance of the
pair lk as

lk =

{
1 if aka ∈ Akq

0 otherwise
. (1)

The query qkq and the article aka are converted
into features and denoted by qkq = SBERT(qkq) ∈
Rd and aka = SBERT(aka) ∈ Rd, respectively,
where SBERT(x) is the feature corresponding to
the CLS token when x is encoded by sentence-
BERT, and d is the number of dimensions of the final
layer of sentence-BERT.

5.2.1 Cosine Similarity Loss
Given N randomly sampled triplets of query rep-

resentation, article representation, and the binary la-

bel indicating relevance of the two, cosine similarity
loss is computed as follows:

Lcos = 1

N

N∑

k=1

Lcosk , (2)

where

Lcosk =

{
1− cos(qkq ,aka) if lk = 1

max(cos(qkq ,aka), 0) otherwise
(3)

Minimizing this loss function means penalizing pos-
itive cases for a lower similarity, and negative cases
for a higher similarity.

5.2.2 Contrastive Loss
Figure 4 describes our idea for contrastive learn-

ing. Contrastive learning is performed with the pair
of relevant article and an article in the same section
as the relevant article as the positive example and
the relevant article and an article randomly selected
from all the relevant article as the negative example.
The contrastive loss is calculated as follows. First,
the set of representations of articles in the batch

AEMB
BATCH = {ab1 ,ab2 , . . . ,abN }

is partitioned into groups

AEMB
BATCH =

⋃

i

Si

by section that they belong to. That is,

Si := {a ∈ AEMB
BATCH | section(a) = i},

where section(a) = i means article a belongs to
section i.

Then, we construct triplets for contrastive learn-
ing. In summary, we (i) generate all possible pairs
of articles that belong to the same section within the
batch; then, (ii) to each pair, append a randomly se-
lected negative example, which is an article from a
different section, to form a triplet. Below is a more
rigorous description. We let

Ci := {(as,at) | as,at ∈ Si; s < t}

denote the set of all possible pairs of elements in Si.
Also, let C :=

⋃
iCi and to each pair in C, supply

an article randomly chosen from a different section
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to form a triple, and denote the set of all these triple
by C̃. In other words

C̃ := {(as,at,ax(s,t)) | (as,at) ∈ C}

where x(s, t) is a random variable that takes a value
in the set I := {i | ai ∈ A; section(ai) 6=
section(as) = section(at)} according to the dis-
crete uniform distribution. Hereafter, for simplicity,
the notation of the elements of C̃ will be changed
as follows. Let NC := |C̃| and for each i ∈
{1, 2 . . . , NC}, the i-th element of C̃ is denoted by
(ai,a

+
i ,a

−
i ).

Then, the contrastive loss is

Lcont =

− log
sim(ai,a

+
i )∑NC

j=1, 6=i sim(ai,a
+
j ) + sim(ai,a

−
j )

(4)

where sim(u,v) = exp(cos(u,v)/τ) and τ is the
temperature parameter. Intuitively, minimizing this
loss function means making the inner product of ai
with the positive example larger than the inner prod-
uct with the negative example and other vectors in
the batch.

The final loss function of the model is the sum
of cosine similarity loss and scaled contrastive loss
L = Lcos + αLcont, α ∈ (0, 1).

6 Experiments

As in the COLIEE competition, we employed the
recall, precision, F2 values, and the percentage of
correct answers in the top ten articles predicted by
the model (R@10), as evaluation metrics. In light of
the practical goal of improving access to legal infor-
mation for non-specialists, as mentioned in the in-
troduction, it is more important that the top predic-
tions include possible legal topics to which a query
may relate than to present irrelevant topics. There-
fore, we pay particular attention to R@10. These
evaluation metrics are calculated for each query and
averaged over all queries.

6.1 Settings

Wehnert et al. (2021) uses a Sentence-BERT model
pretrained with general paraphrase data 4 to make

4sentence-transformers/paraphrase-distilroberta-base-v1

predictions, without fine-tuning it with COLIEE
training data. In order to make a fair comparison, we
compare our method to a baseline that computes the
cosine similarity loss in the same manner as Wehnert
et al. (2021) and train it on COLIEE data set before
making a prediction.

Preliminary experiments using the validation data
showed that the baseline setting tended to improve
scores almost steadily up to about the 9th epoch, but
not much thereafter. Therefore, we expected that in-
troducing control learning from this point would be
effective, and compared (1) a model with 18 epochs
of learning in the baseline setting and (2) a model
with 9 epochs of learning with the baseline setting
and then 9 epochs of learning with the proposed set-
ting.

The number of epochs is 18, batch size is 256,
optimization algorithm is Adam (Kingma and Ba,
2015), and the learning rate is 1e − 6, and hy-
perprameters regarding optimization other than the
learning rate are set as recommended by (Kingma
and Ba, 2015) for both the baseline and Ours. Learn-
ing rate is reset to the initial value every 3 epochs.
As for parameters specific to contrastive learning in
Ours, α = 1e− 7, τ = 20. We report the average of
3 trials along with their standard deviations, in the
form of (average value) ± (standard deviation).

6.2 Results

The results of experiments are shown in Table 3. As
for F2 and precision, we do not observe a signifi-
cant difference in the performance of Ours and the
baseline. However, Ours performs better than the
baseline in terms of R@10 and recall. R@10 and
recall are the main focus of our study since our pur-
pose is to build a system that provides non-expert
users relevant legal topics to the query. Note that
we have compared our method to a baseline stronger
than previous state-of-the-art, so that we can differ-
entiate the effectiveness of contrastive learning from
that of the plain fine-tuning. The results have shown
a solid evidence that contrastive learning is effective.

6.3 Discussion

We test the hypothesis that when a relevant article
with a high similarity to the query and an relevant
article with a low similarity to it are in the same sec-
tion, then bringing the representations of these arti-
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Table 3: Comparison with the baseline. Wehnert et al. (2021) indicates the scores reported in the paper. (Wehnert et
al., 2021)† is replication by us. The scores of the baseline and Ours is the average of three trials and standard deviation.

model F2 Rec. Pre. R@10

(Wehnert et al., 2021) 73.02 77.78 67.49 81.20
(Wehnert et al., 2021)† 72.25 82.09 48.81 83.33
Baseline 74.87 ± 0.87 79.22 ± 1.20 61.47 ± 2.22 87.04 ± 0.00
Baseline + Contrastive (Ours) 75.53 ± 0.79 80.66 ± 0.71 60.26 ± 1.82 88.48 ± 0.71

Table 4: R@10 for each division by TF-IDF similarity

model Hard R@10 Hard-Anchored R@10 Easy R@10

(Wehnert et al., 2021)† 43.18 45.00 100.00
Baseline 56.82 ± 0.00 70.00 ± 0.00 100.00 ± 0.00
Baseline + Contrastive (Ours) 60.61 ± 1.31 78.33 ± 2.89 100.00 ± 0.00

cles closer together is effective in improving perfor-
mance.

In the test data, there are 101 pairs of a query and
relevant article, of which 44 are hard and 57 are easy.
20 of the hard articles are in the same section as the
article that has the highest cosine similarity with the
query (called hard-anchored). R@10 for each divi-
sion is shown in Table 4.

In Hard-Anchored, the advantage of Ours over
the baseline is especially pronounced. This explains
why contrastive learning is effective. That is, a rele-
vant article with a low similarity with the query be-
comes more similar to the query by being brought
closer to a relevant article with a high similarity with
the query.

Figure 5 shows hard-anchored cases that could
not be obtained with the baseline method in the
top 10 prediction but could be with the proposed
method. The article called ”Relevant Article” is the
one which became obtainable and ”Anchor Article”
is its same-section peer with high n-gram similar-
ity to the query; the n-grams with underline highly
overlap between the Query and Anchor Article.

On the other hand, the cases which could not be
obtained either by the baseline or proposed method
involved complicated coreference resolution and hy-
pernym detection. Examples are shown in Figure 6.
This implies that a limitation of our method is that it
still has not overcome the difficulty of capturing the
correspondence between general concepts and spe-
cific examples, which we shall consider in future

work. We saw no case where the baseline method
successfully obtained a relevant article in its top 10
prediction but the proposed method failed. This in-
dicates that the proposed method has achieved im-
provement in some hard cases without any sacrifice
in terms of R@10.

7 Conclusion

In this study, to address the difficulty with previous
work to classifying relevant articles with low n-gram
similarity to the query as relevant in a legal infor-
mation retrieval task, we focused on the fact that
many such relevant articles are hierarchically close
to relevant articles with high n-gram similarity to the
query, and proposed supervised contrast learning us-
ing hierarchical information. Experimental results
show that the proposed method outperforms previ-
ous methods, especially in classifying articles with
low n-gram similarity as correct answers.
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� �
Query If the contract of sale stipulates that F, who was
not born at the time of the conclusion of the contract, is to
acquire the ownership of X, the contract of sale is invalid.

Relevant Article Article 537 (1) If one of the parties
promises in a contract to render a certain performance to
a third party, the third party has the right to claim that per-
formance directly from the obligor. ... (Omitted)

Anchor Article Article 548-4 (1) In the following cases, a
preparer of the standard terms of contract may, by amend-
ing the standard terms of contract, modify the terms of the
contract without making separate agreements with each of
the counterparties and deem that the parties have agreed to
the amended provisions of the standard terms of contract:
... (Omitted)� �� �
Query If a third-party collateral provider paid a secured
claim, the third-party collateral provider may exercise the
secured claim acquired through subrogation without re-
quirement for perfection.

Relevant Article Article 500 The provisions of Article
467 apply mutatis mutandis in the case referred to in the
preceding Article (unless a person with a legitimate inter-
est in making performance is subrogated to the claim of
the obligee).

Anchor Article
Article 501 (1) A person that is subrogated ... (Omitted) ...
(i) a third party acquirer (meaning a person that has ac-
quired from the obligor the property that is the subject of
security; hereinafter the same applies in this paragraph) is
not subrogated to the claim of the obligee in relation to any
guarantors or third-party collateral providers;... (Omitted)� �

Figure 5: Hard-Anchored cases which became obtainable
by contrastive learning

� �
Query A took the jewelry that B had forgotten, believing
without negligence that it belonged to A. In this case, A
may not obtain the ownership of the jewelry by good faith
acquisition.

Relevant Article Article 192 A person that commences
the possession of movables peacefully and openly by a
transactional act acquires the rights that are exercised with
respect to the movables immediately if the person pos-
sesses it in good faith and without negligence.� �� �
Query If D owes C a debt (Y) of 300000 yen that is set off
against the debt (X), and D demands payment of 600000
yen from A while C does not use a set-off for the debt (Y),
A may refuse to pay 200000 yen of that debt.

Relevant Article Article 439 (1) If one of the joint and
several obligors has a claim against the obligee and in-
vokes a set-off, the claim is extinguished for the benefit of
all joint and several obligors. (2) Until the joint and sev-
eral obligor that has the claim referred to in the preceding
paragraph invokes a set-off, other joint and several oblig-
ors may refuse to perform the obligation to the obligee
only to the extent of that joint and several obligor’s share
of the obligation.� �

Figure 6: Hard case which is not obtainable either by
baseline or proposed method
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Abstract
Chinese word segmentation has entered the
deep learning era which greatly reduces the
hassle of feature engineering. Recently, some
researchers attempted to treat it as character-
level translation, which further simplified
model designing, but there is a performance
gap between the translation-based approach
and other methods. This motivates our work,
in which we apply the best practices from low-
resource neural machine translation to super-
vised Chinese segmentation. We examine a
series of techniques including regularization,
data augmentation, objective weighting, trans-
fer learning, and ensembling. Compared to
previous works, our low-resource translation-
based method maintains the effortless model
design, yet achieves the same result as state
of the art in the constrained evaluation without
using additional data.

1 Introduction

Chinese text is written in characters as the smallest
unit, and it has no explicit word boundary. There-
fore, Chinese word segmentation (CWS) serves
as upstream tokenization and disambiguation for
Chinese language processing. The task is often
viewed as sequence labelling, where each char-
acter receives a label indicating its relative posi-
tion in a segmented sequence (e.g. whether the
character is at the word boundary). While tra-
ditional machine learning methods have attained
strong results, recent investigations focus on neu-
ral networks given their rise in the entire NLP
field. Distinctive to sequence labelling, Shi et al.
(2017) first treat CWS as neural machine transla-
tion (NMT). Nonetheless, Zhao et al. (2018) point
out that without extra resources, all previous neu-
ral methods are not yet comparable with the non-
neural state of the art from Zhao and Kit (2008);
the NMT practice is even behind.

We note two advantages of treating the task as
neural translation: 1) the entire input sentence is

encoded before making any segmentation deci-
sion; 2) such a model jointly trains character em-
beddings with sequence modelling. Thus, we try
to bridge the gap between the translation-based
approach and state-of-the-art models, using low-
resource techniques commonly seen in NMT. The
translation-based method can be easy to adopt
without the need for feature extraction and model
modifictaion. Although NMT is known to be data
hungry, our approach is able to achieve competi-
tive results in the constrained evaluation scenario,
where introducing extra data is forbidden. In
specific, when benchmarked on the second CWS
bakeoff (Emerson, 2005), our system reaches the
top of the MSR leaderboard and achieves a strong
result on the PKU dataset.

2 Related Work

Chinese segmentation is traditionally tackled as
sequence labelling, which predicts whether each
input character should be split from neighbouring
characters (Xue, 2003). Earlier approaches relied
on conditional random fields or maximum entropy
Markov models (Peng et al., 2004; Ng and Low,
2004). Zhao and Kit (2008) leveraged unsuper-
vised features to attain state-of-the-art results in
the data-constrained track.

Recent research has shifted towards neural net-
works: feed-forward, recurrent and convolutional
(Zheng et al., 2013; Pei et al., 2014; Chen et al.,
2015a,b; Wang and Xu, 2017). Without external
data, these models did not surpass the best non-
neural method, but instead, provided great ease of
data engineering. Researchers also studied bet-
ter representations for segments and characters,
as well as the incorporation of external resources
(Liu et al., 2016; Zhou et al., 2017; Yang et al.,
2017). By carefully tuning model configurations,
Ma et al. (2018) achieved strong results. The
task can also be done through learning to score
global word segmentation schemes given charac-
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ters (Zhang and Clark, 2007, 2011; Cai and Zhao,
2016; Cai et al., 2017). On top of this, Wang et al.
(2019) proved that it is beneficial to integrate un-
supervised segmentation. A recent work used a
modified Transformer for sequence tagging to at-
tain the same results as the state of the art (Duan
and Zhao, 2020).

The most relevant to our research is Shi et al.
(2017)’s suggestion to formalize Chinese word
segmentation as character-level neural machine
translation. It differs from global segmentation
scoring in that the NMT directly generates Chi-
nese characters with delimiters. It can also be
equipped with post-editing that adds back char-
acters omitted by the model. Later, Wei et al.
(2019) restrict the NMT decoding to follow all and
only the input characters. This proposal, together
with existing NMT toolkits, eases the model de-
sign and implementation for neural Chinese seg-
mentation. However, even with external resources,
the two systems are inferior to the previous works
concerning performance. This encourages us to
explore low-resource techniques to enhance the
NMT-based approach.

3 Methodology

An NMT model is trained to minimize the sum of
an objective function L over each target sentence
yn0 = y0, y1, ..., yn given a source sentence X . We
list below per-character conditional cross-entropy
as an example:

L = − 1

n

n∑

i=1

logP (yi|yi−10 , X) (1)

Following Shi et al. (2017), we make use of
character-level NMT, and add an extra delimiter
token “〈D〉” to the target vocabulary. The delim-
iter token on the target side implies that the pre-
vious and next words are separated. To visualize,
given an unsegmented sentence in characters “我
会游泳”, the model should output character-by-
character “我〈D〉 会〈D〉 游泳” (English: I can
swim). This in reality resembles how a human
would read an unsegmented Chinese sentence.

We argue that NMT can model word segmen-
tation well because the decoder has access to the
global information in both decoder and attention
states. Moreover, the output segmented characters
may display stronger probabilistic patterns than
the position labels do, resulting in more explicit

modelling of the word boundary “〈D〉”. This char-
acteristic is also robust to out-of-vocabulary words
because NMT can freely “insert” the boundary
delimiter anywhere to form words. Finally, this
method does not require any alteration to the
model architecture.

However, it poses a challenge when CWS is
approached as NMT, that NMT usually performs
poorly under a low-resource condition (Koehn and
Knowles, 2017), which is exactly the case of Chi-
nese segmentation datasets. A CWS corpus pro-
vides fewer than 100k sentences, whereas a typi-
cal translation task provides data at least one or-
der of magnitude larger. To address this issue, we
apply low-resource NMT practices: regularization
and data augmentation. Then, we examine several
other broadly used techniques.

3.1 Hyperparameter tuning

Hyperparameter tuning is often the first step to
build a machine learning model. In the field
of neural translation, Sennrich and Zhang (2019)
show that carefully tuning hyperparameters results
in substantial improvement in low-resource sce-
narios. In our case, we concentrate on regular-
ization: label smoothing, network dropout, and
source token dropout (Szegedy et al., 2016; Sri-
vastava et al., 2014; Sennrich et al., 2016a). Addi-
tionally, we switch between GRU and LSTM, and
increase the model depth (Hochreiter and Schmid-
huber, 1997; Cho et al., 2014).

3.2 Objective weighting

The generic NMT objective function considers the
loss from each target sentence or token equally.
By adjusting the objective function we can make
it weigh some components more than others, in
order to better learn the desired part of the train-
ing data. It can be applied at the token or sen-
tence level, for various purposes including domain
adaptation and grammatical error correction (Chen
et al., 2017; Wang et al., 2017; Yan et al., 2018;
Junczys-Dowmunt et al., 2018b).

We propose to put more emphasis on the delim-
iter token in target sentences because they corre-
spond to word boundaries directly. We weight de-
limiters k times as many as other tokens in the
objective function, where k can be empirically
determined on a validation set. The new token-
weighted objective function Ltoken is as Equa-
tion 2, where the weight coefficient λi = k if yi is
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a delimiter and λi = 1 otherwise.

Ltoken = − 1

n

n∑

i=1

λi logP (yi|yi−10 , X) (2)

3.3 Data augmentation

Data augmentation is widely adopted in NMT.
The paradigm is to generate source side data from
existing (monolingual) target side data (Sennrich
et al., 2016b; Grundkiewicz et al., 2019), but this
does not apply to CWS since there is no extra
gold segmented data. Hence, we experiment with
two methods that could suit CWS better: sentence
splitting and unsupervised segmentation.

3.3.1 Sentence splitting
The surface texts of inputs and outputs are consis-
tent in the NMT approach to CWS, with the only
exception being the added delimiters. With a po-
tential quality degrade, we assume that segmen-
tation can be inferred locally, i.e. within a phrase
instead of the whole sentence. It enables us to split
a sentence into multiple shorter segments, with the
gold segmentation unchanged. This can hugely
expand the amount of training data, and reduce
the input and output sequence lengths. In prac-
tice, we break full sentences down at comma and
period symbols, since they are always separated
from other characters.

3.3.2 Unsupervised segmentation
Both Zhao and Kit (2008)’s, and Wang et al.
(2019)’s papers show that unsupervised segmen-
tation helps supervised CWS. We use an external
tool to segment our training data in an unsuper-
vised way, to create augmented data (detailed later
in Section 4.3). The data is utilized in two scenar-
ios different from previous works: sentence-level
weighting and transfer learning. The methods are
depicted below.

Sentence weighting Weighting objective func-
tion at the sentence level can distinguish high-
and low-quality training data. We designate our
unsupervised segmentation result as low-quality
augmented data, and the original training sen-
tences as high-quality data. After combining them
into a single training set, the high-quality data is
weighted k times as much as the low-quality data.
Equation 3 shows that sentence-weighted objec-
tive function Lsentence, where weight λ = k for
gold sentences and 1 for augmented sentences. In

contrast with Equation 2, the sentence weight is
not token-dependant.

Lsentence = −
1

n

n∑

i=1

λ logP (yi|yi−10 , X) (3)

Transfer learning It means to pre-train a model
on high-resource data and then optimize it for a
low-resource task. It often yields enhanced results
over directly training on a small dataset (Zoph
et al., 2016), as the knowledge learned from the
high-resource task can be beneficial. Moreover,
Aji et al. (2020) claim that starting a model from
trained parameters is better than random initializa-
tion. We first train a model on the augmented data
from an unsupervised segmenter, then further op-
timize it on the genuine training data.

3.4 Ensembling
An ensemble of diverse and independently trained
and models enhances prediction. In our work, we
combine models trained with different techniques
and random seeds, and integrate a neural gener-
ative language model (LM) trained on the gold
segmented training data. It works as follows: at
each inference time step, all models’ predictions
are simply averaged to form the ensemble’s pre-
diction over the target vocabulary.

4 Experiments and Results

4.1 Task description
Evaluation takes place on the Microsoft Research
(MSR) and Peking University (PKU) corpora in
the second CWS bakeoff (Emerson, 2005).1 The
datasets are of sizes 87k and 19k, which are con-
sidered low-resource in machine translation tasks.
Regarding preprocessing, our own training and
validation sets are created randomly at a ratio of
99:1, from the supplied training data. We normal-
ize characters, and convert continuous digits and
Latin alphabets to “〈N〉” and “〈L〉” symbols with-
out affecting segmentation.

There are both closed (constrained) and open
tests in the CWS bakeoff. The former requires a
system to only use the supplied data. Since we
aim to strengthen the translation-based approach
itself, we select the closed test condition and com-
pare with other papers that report closed test re-
sults. The evaluation metric F1 (%) is calculated
by the script from the bakeoff. We test different

1sighan.cs.uchicago.edu/bakeoff2005.
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techniques on MSR and apply the best configura-
tions to PKU without further tuning.

dropstate best loss

dropsrc
= 0

0 0.0333
0.1 0.0271
0.2 0.0262 X
0.3 0.0272
0.4 0.0303

dropsrc best loss

dropstate
= 0.2

0 0.0262 X
0.15 0.2081
0.3 0.4496

(a) Experiments on two dropout methods. dropsrc indicates
entire source word dropout and dropstate indicates dropout be-
tween RNN states.

label smoothing best loss

dropsrc= 0,
dropcell= 0.2

0 0.0262 X
0.1 0.1161
0.2 0.2220

(b) Experiments on label smoothing.

cell
encoder
depth

decoder
depth

best loss

GRU

1 1 0.0262 X
1 2 0.0251
2 1 0.0261
2 2 0.0264
3 3 0.0276
4 4 0.0268

LSTM 1 1 0.0286

(c) Experiments on model depth and the RNN type. No obvi-
ous winner is observed.

Table 1: Hyperparameter searches.

4.2 Baseline with regularization

We start with a 1-layer bi-directional GRU with
attention (Bahdanau et al., 2015) containing 36M
parameters. Adam (Kingma and Ba, 2015) is used
to optimize for per-character (token) cross-entropy
until the cost on the validation set stalls for 10 con-
secutive times. We set the learning rate to 10−4,
beam size to 6, and enable layer normalization (Ba
et al., 2016). Since the model input and output
share the same set of characters, we use a shared
vocabulary and tied embeddings for source, target,
and output layers (Press and Wolf, 2017). Train-
ing such a model on the MSR dataset takes 5 hours
on a single GeForce GTX TITAN X GPU with the

Marian toolkit (Junczys-Dowmunt et al., 2018a).2

Regarding hyperparameter selection, we always
select the best settings based on the loss on the
validation set. The tuning procedures are reported
in Table 1. We see that a small dropout of 0.2 is
helpful; source token dropout and label smoothing
both cause adverse effects. Changing model depth
and switching from GRU to LSTM make a negli-
gible impact, so we stick to the single-layer GRU.

The first row in Table 4 shows that our
carefully-tuned baseline achieves an F1 of 96.8%
on the MSR test set. Next, we find that weighting
delimiters twice as other tokens brings a 0.1% im-
provement. Delimiter weight tuning is presented
in Table 2. These numbers already outperform
previous translation-based works.

weight λ
on delimiters

best loss

1 (no weighting) 0.0262
1.5 0.0197
2 0.0191 X
4 0.0204

10 0.0210
50 0.0253

Table 2: Experiments on delimiter (word) weighting.
λ is the weight on the delimiter, and other words are
always given a weight of 1.

weight λ on
original data

best loss

1 (no weighting) 0.0462
2 0.0346
5 0.0309
10 0.0268
20 0.0227
40 0.0226 X
100 0.0230
200 0.0245

only genuine data 0.0268

Table 3: Experiments on weighting augmented and
original data. λ represents the weight on original sen-
tences; augmented data always have a weight of 1.

4.3 Leveraging augmented data

Sentence splitting is done on both sides of the
training and validation sets. Test sentences are

2https://github.com/marian-nmt/marian.
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Techniques F1 (%)
baseline w/ regularization (base) 96.8
base + delimiter weight 96.9
base + sentence splitting (split) 97.1
base + split + unsupervised + transfer 97.1
base + split + unsupervised + weight 97.3
2 × baseline 97.2
2 × transfer + 2 × weight + LM 97.6

Table 4: F1 of our techniques on MSR test set.

split, segmented by the model, and then concate-
nated, ensuring a consistent evaluation outcome.
This leads to a better F1 of 97.1%, thanks to a 3-
fold increase in data size to 257k for MSR.

We employ the segmental language model (Sun
and Deng, 2018) for unsupervised segmentation.3

We used the MSR model optimized on the train-
ing, validation, and test sets with a maximum word
length of 4. Since the system is fully unsupervised,
it is fair to include the test set; yet we only apply it
to our training split to generate augmented data.
In this way, no external resource is introduced.
While transfer learning brings no gain, sentence-
level weighting lifts the overall score to 97.3%, as
shown in Table 4. We see that the cost on the vali-
dation set improves, and then degrades as sentence
weight gets larger; the best sentence weight is de-
termined to be 40 for MSR. The detailed weight
selection process is described in Table 3.

4.4 Ensembling

During decoding, all models’ predictions are aver-
aged to produce an output token at each step. We
first test an ensemble consisting of two baselines.
Next, we combine two transfer learning models,
two sentence-weighting models, and a character
RNN LM. The LM has the same architecture as
our NMT decoder. It is optimized for perplexity
on the segmented side of the train set. Ensembling
is done in one shot without tuning weights and it
achieves the highest F1 of 97.6%.

5 Results and Analysis

In addition to MSR test, we keep the best hy-
perparameters determined on the MSR corpus un-
changed, and run the same set of experiments on
the PKU dataset.

3Their code and released models: github.com/edward-
sun/slm.

System MSR PKU
non-

neural
Zhao and Kit, 2008 97.6 95.4
Zhang and Clark, 2011 97.3 94.4

neural

Pei et al., 2014 94.4 93.5
Cai and Zhao, 2016 96.4 95.2
Wang and Xu, 2017 96.7 94.7
Cai et al., 2017 97.0 95.4
Zhou et al., 2017 97.2 95.0
Ma et al., 2018 97.5 95.4
Wang et al., 2019 97.4 95.7
Duan and Zhao, 2020 97.6 95.5

NMT-
based

Shi et al., 2017 94.1 87.8
+ external resources† 96.2 95.0

Wei et al., 2019† 94.4 92.0
Our best single model 97.3 95.0
Our best ensemble‡ 97.6 95.4

† The results are advantaged as extra resources are used.
‡ 97.61±0.16 on MSR and 95.43±0.38 on PKU, with p <
0.05 using bootstrapping (Ma et al., 2018), detailed in Ap-
pendix A.

Table 5: Previous and our systems’ F1 (%) on MSR
and PKU corpora under the constrained condition.

Table 5 compares our MSR and PKU results
with previous papers. Our best single models are
remarkably ahead of other NMT-based methods.
With ensembling, our result on MSR ties with
state of the art, showing that empirically neural
methods can reach the top without external data.
However, as data size significantly drops in the
case of PKU, we observe a declined performance
and larger variance on the PKU dataset. This is
expected as NMT is known to be sensitive to a
smaller data size.

Regarding regularization, we discover that low-
resource NMT techniques are not always construc-
tive for CWS. Dropping out source tokens is harm-
ful because CWS is not a language generation task
and the decoder output heavily relies on the input.
A similar rationale explains why label smoothing
causes rocketing cross-entropy: unlike language
generation where a variety of outputs are accepted,
for CWS there is always just one single correct
scheme. Smoothing out the decoder probability
distribution results in confusion.

Further, unsupervised data augmentation with
weighting achieves the best single-model result.
We suggest a possible reason: the augmented data
has the same source side as the original data, but
a noisier target side. When weighted appropri-
ately, the noise might act as a smoothing tech-
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nique for sequence modelling, especially in the
low-resource condition (Xie et al., 2017). From
the transfer learning aspect, pre-training on the
augmented data does not lead to a higher number
than starting from a randomly initialized state.

6 Conclusion

Our low-resource translation-based approach to
Chinese word segmentation achieves strong per-
formance and is easy to adopt. Data augmenta-
tion, objective weighting and ensembling are the
most favourable. In future, it is worth extend-
ing this perspective to word segmentation of other
languages, as well as re-basing it on Transformer
models.
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Abstract
The role of pedagogical code-switching
(henceforth CS) has been an arising topic of
inquiry across the globe; hence, the global surge
in bilingualism significantly opened an
opportunity to use CS as a resource in class
sessions for effective learning. This study aims
to distinguish the factors that influence the
attitudes of the participants toward Tagalog and
English pedagogical CS and identify the
significant differences between English, Tagalog,
and CS among Filipinos. Anchored on
Myers-Scotton’s (1993) Markedness model
framework, this quasi-experimental study aims
to identify the attitudes towards pedagogical CS
compared to monolingual English and
monolingual Tagalog. To do this, the researchers
used the verbal Guise technique (VGT), an
innovative approach used to study attitudes,
which is composed of three speakers for each
language (English, Tagalog, and CS), and
integrated it within a google forms questionnaire
that has a 4-point Likert Scale adapted from the
study of Valerio (2015), which were then given
and listened to the 784 purposively sampled
senior high school and college students within
the different universities in the Philippines. The
researchers then analyzed the data using a
non-parametric statistical treatment known as
Friedman’s ANOVA and Kendall coefficient of
concordance, which compares three groups
without the independent-dependent variable
relationships.

1. Introduction
The role of pedagogical code-switching

(henceforth CS) has been an arising topic of inquiry
across the globe. The global surge in bilingualism
significantly opened an opportunity to use CS as a

resource in class sessions for effective learning
(Soundiraraj, 2013). According to Feng and Chen
(2009), direct relationships between emotional
aspects are visualized when language is learned and
comprehended through time. As a branch of
linguistics, this indicates that CS may be studied
through an individual's attitude, preferences, and
cognitive values. This study then branched different
variables, starting with the positive attitudes toward
language learning, which Bhaskar and Soundiraraj
(2013) concluded that could boost students' study,
but negative attitudes can eventually block it, as
well as different reasons concerning why teachers
and students utilize CS while associating with one
another, ie. reasons behind it were arranged into
four regions: starting a new topic, understanding,
emphasis, and lack of vocabulary (Gulzar, 2010),
and the use of verbal guise technique (VGT) to
gather data from a participants’ attitude and
behavioral approach towards the field of linguistics
and any other language-related studies.

According to Goulet (1971), Tagalog-English
(Taglish) is widely used throughout the Philippines'
Tagalog-speaking region and is often regarded as
"the typical acceptable conversation style of
speaking and writing." Despite the extensive use
and favorable attitudes toward this form of
communication, Tagalog-English code-switching is
underrepresented in the CS literature (Labitigan,
2013). Today, Tagalog-English CS can be mostly
seen among the people of the Philippines who are
educated, middle- and upper-class urbanites.
However, Filipinos are likewise apt to quit one
language for the social benefits of another when it
comes to linguistic attitudes. At the time of Lesada
(2017) in the Philippines, it was reported that when
a family was visited, they intended to raise their
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young children entirely in English, excluding their
native Waray, Cebuano, and Filipino from their
home. When questioned why they decided, they
stated that it would be better for their children and
family in terms of education, socialization, and
economics. This prevalent mindset demonstrates
that English is still the language of prestige, and it
exemplifies the concept of linguistic fluidity once
more. Following the proclamation of the bilingual
policy, disputes erupted about whether Taglish CS
should be accepted as a medium of communication
in academic institutions, specifically for imparting
classroom instructions and academic discourse in
general. In addition, it was said in the study of
Bautista (2004) that Taglish does not inspire
enthusiasm among instructors. In the study of Labor
(2016), it was mentioned that CS is synonymous
with incompetence and interference (Gumperz,
1982). Furthermore, Taglish was a "corruption of
English and Tagalog languages," and its use as a
communication medium revealed the speaker's lack
of linguistic understanding, even though most of
them were middle-class and educated (Bautista,
2004; and Flores, 2019). Nevertheless, Bautista
believes that CS improves communicative
efficiency because it is the quickest, easiest, and
most effective communication method. As a result,
the Philippines offers a veritable natural laboratory
for assessing the communicative, pedagogical, and
sociolinguistic benefits and drawbacks of CS
(Bautista, 1991). In the Philippines, the DepEd's
Mother Tongue Based - Multilingual Education
(MTB-MLE) policy objectives and projected
outcomes are comprehensive and research-based,
but execution is a challenge. Based on the study of
Burton (2013), a few countries have sought to
implement multilingual education programs at the
national level, but have faltered due to the vastness
of the challenge, for instance, Bolivia, Ethiopia,
Peru, South Africa. Top-down approaches,
according to scholars, ignore the contextualized
nature of language in communities (Kaplan, 1990;
Martin-Jones and Saxena, 1995; Ricento and
Hornberger, 1996). As a result, the viability of
implementing MTB-MLE as a national strategy in
the Philippines is being questioned. It is uncertain
whether the research's scholarly findings will be
applied to top-down policy circumstances. Previous
research has shown the difficulty that mother
tongue education initiatives face when they come
up against local views that prefer English (Iyamu

and Ogiegbaen, 2007). This is in direct opposition
to the goals of MTB-MLE, and it raises the
possibility of a dispute over its implementation.
However, there are few studies done that focus on
the attitudes towards Tagalog-English CS (Bautista,
2004; Burton, 2013; Labitigan, 2013; Odejar,
Koutsoftas, and Marzan, 2016; Labor, 2016;
Lesada, 2017; Flores, 2019), specifically in terms of
utilizing the verbal guise technique (VGT). For
instance, the studies of Bautista (1980 [1974],
summarized in 1975), Marfil and Pasigna (1970),
Palines (1981), Pimentel (1972), Sadicon (1978),
and Sobolewski (1980, summarized in 1982)
mainly attempted to define the structure of CS in
the linguistic context in print and media corpora.
Previous studies have identified CS outside of the
pedagogical context as being directly opposed to
pedagogical CS.

To address the aforementioned gaps, the present
study aims to distinguish the factors that influence
the participants' attitude toward Tagalog-English
pedagogical CS and identify the attitudes and its
significant differences between English, Tagalog,
and CS among Filipinos. The researchers will
utilize a unique and uncommonly used but credible
indirect method of collecting data: verbal guise
technique (VGT). This presents opportunities for
researchers to extend knowledge from past studies
that had repeatedly and dominantly used only direct
means of approach such as surveys, questionnaires,
and interviews. The study's outcome hopes to
alleviate misconceptions towards CS while
contributing to the discussion about the critical
policies within MTB-MLE and the Filipino
language. The practical value of the research stems
from interactions that occur every day through
diversified language variations. These languages are
related to attitudes that express the cognitive
abilities of an individual. Moreover, the behavioral
aspect of attitude (BAA) is concerned with how
people act and react in specific situations. With a
deeper understanding of the attitudinal aspects in
language and the emerging CS concept, sectors of
education, business and industry, and mass media
can benefit from simplifying a complex and
malleable topic that is language.

With this, the researchers aim to answer the
following research questions:

● What are the attitudes of the participants
towards Tagalog, English, and
Tagalog-English pedagogical CS?
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● Is there a significant difference in the
attitudes of the participants towards
Tagalog, English, and CS?

2. Review of Related Literature
Language attitudes research has lately regained

popularity among language academics as a result of
shifting language policies in different countries. It is
critical in the Philippines especially with the
language policy being versatile. The Department of
Education (DepEd) released an order that instructs
institutions to use MTB-MLE wherein the use of
the learners’ first language was required to be
utilized as the medium of instruction for all subject
areas, except for Filipino and English being taught
in different subjects. Previous research has
demonstrated the challenges that mother tongue
education programs face when confronted with
local preferences for English (Iyamu and
Ogiegbaen, 2007). This is in direct conflict with
MTB-MLE's goals and it increases the risk of a
controversy against its implementation. However,
little research has been conducted on attitudes
regarding Tagalog-English CS (Bautista, 2004;
Burton, 2013; Labitigan, 2013; Odejar, Koutsoftas,
and Marzan, 2016; Labor, 2016; Lesada, 2017;
Flores, 2019), more so with the use of verbal guise
technique (VGT). Language is a resource of
building identity (Couplans 2007, Edwards 1999;
Ladegaard, 2000; Meyerhoff, 2006) connected to
motivation and attitude affecting CS. Though there
are studies concentrating on CS, most of them are
focused and developed with the use of other
languages instead of Tagalog-English. This study is
an attempt to fill the research gap of inadequate
studies about Tagalog-English CS, particularly
pedagogical CS. The majority of language-related
studies that were referenced by the researchers are
only focused on utilizing the methods of direct
measures such as surveys, interviews, and scales.
There are only a few research papers which use
indirect methods such as MGT and VGT. VGT as a
method focuses on behavioral manifestations of
attitudes towards languages.

3. Framework
This research is based on Myers-Scotton's

Markedness model (1993), which provides a useful
framework for analyzing various types of CS as
well as the fact that it serves a special purpose in
multicultural and multilingual classrooms and is

aligned with the researchers' data collection tool as
VGT focuses more on the behavioral manifestations
of attitudes. This framework is in favor of this study
because bilingual speakers are aware of the social
consequences of choosing a specific language in a
given scenario, which is evaluated in terms of the
marked versus unmarked opposition, as well as the
degree to which it matches community expectations
for the interaction type. Therefore, code selection is
intentional in the Markedness Model since they are
frequently made to fulfill specific communication
goals.

4. Methodology
This section tackles the research design, setting

and sampling technique, data collection, data
gathering procedure, and data analysis used in the
study.

Research Design
This study followed a quasi-experimental

research design based on Campbell and Stanley’s
(1963) quasi-experiments because it establishes a
causal association between an independent and
dependent variable while assigning individuals to
groups using non-random criteria (Cook and
Campbell, 1979). The research design had an
internal validity often higher than correlational
studies but lower in actual experiments since the
research design includes manipulating the
independent variable without randomly assigning
individuals to conditions or sequences of
conditions, thus, quasi-experimental research
eliminates the directionality problem (Price, 2015).
This research design was previously preferred in
studies, particularly those that looked at behaviors
and attitudes (Adeeb, 1994; Sun and Eun, 2005;
Rivera, 2015; Barnes, 2019). Utilizing the
quasi-experimental research design, the researchers
aimed to determine the attitudes and its significant
differences between Tagalog, English, and CS in a
pedagogical context among Filipino senior high
school and college students.

Setting and Sampling Technique
The study was conducted in a tropical country in

the Pacific Ocean that consists of 7,107 islands. Its
institutions use MTB-MLE wherein the use of the
learners’ first language was required to be utilized
as the medium of instruction for all subject areas,
except for Filipino and English being taught in
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different subjects wherein several studies are done
that challenges this (Iyamu and Ogiegbaen, 2007).
As a country rich in languages, more than 100
distinct dialects, it is known to continue
experiencing a period of language convergence, and
borrowing from large languages such as English,
Tagalog, as well as regionally important languages.
As a melting pot of different cultures and
languages, Filipinos are part of a veritable natural
laboratory for assessing the communicative,
pedagogical, and sociolinguistic benefits and
drawbacks of CS (Bautista, 1991). The population
of the study are Tagalog-English speakers in the
Philippines. Among all Filipino teachers and
students, the researchers selected participants who
are currently in the senior high school and college
level. Because motivation and attitude are so
closely linked, research has discovered that they
play a substantial influence in language learning.
Their attitudes toward language acquisition can
have a significant impact on the expected outcomes
of classroom participation (Gardner, 1985; Krashen,
1982). The intended sample size is 1000 who are
Tagalog-English senior high school and college
students speakers. The participants will be sampled
using purposive sampling. Purposive sampling (also
known as judgment, selective or subjective
sampling) is a sampling technique in which a
researcher relies on his or her own judgment when
choosing members of the population to participate
in the study (Business Research Methodology, n.d.).
This technique was deemed most appropriate
because the researchers based the participants on
certain criteria. This includes their educational level
(senior high school or college), the age that should
range from 16-24 years old, and should know how
to speak Tagalog and English languages. First,
analyze and prepare the set of criteria needed for
the set of participants.

Data Collection
The instruments used in the study are in line

with the methods of verbal guise technique. This
includes a verbal-guise test and a questionnaire.
Both instruments will be executed and recorded in
English and Filipino language. The verbal guise test
will be embedded within the questionnaire through
google forms. Its purpose is to be able to gather
data from one source of instrument. According to
Lam (2006), questionnaires can be means of
measuring and observing attitudes and perceptions

of individuals. A questionnaire will be developed
through a format of a 4-point Likert scale. It will be
used by the individual respondent to evaluate the
given items. The questionnaire contains four parts
such as (1) the demographic profile of the
participants; (2) the questions regarding their
attitudes towards English and Filipino languages,
and toward CS; (3) reasons for CS; (4) their
perception on mother-tongue based multilingual
education. For the first part of the questionnaire, the
demographic profile of the participants will be
described by their age, gender, study level, ethnic
affiliation, and socioeconomic status. The second
part of the questionnaire focuses on the attitudes of
the participants toward the English language,
attitudes of the participants toward the Filipino
language, and attitudes of the participants toward
CS. The third part deals with the reasons of the
participants for CS. The last part of the
questionnaire will be about the perception of the
participants on mother-tongue-based multilingual
education. Adapted from the study of Valerio
(2015), the participants will be asked to rate each
concern using a 4-point Likert Scale: (4) strongly
agree, (3) agree, (2) disagree, (1) strongly disagree.
The data was gathered using Google Forms, which
included embedded audio of three professors
discussing using the language of Tagalog, English,
and CS. The speakers were chosen based on the
same criteria: a female, 20-30 years of age and a
senior high school or college professor with a
master's degree in education. The usage of a
microphone with modified audio levels of -12dB to
-6dB was employed to produce a standardized
quality and clear audio to minimize extraneous
elements within recordings altering a participants'
rating of the speakers. The poll was widely
distributed by posting it on the researchers'
Facebook account and sending emails to several
universities in the Philippines, with agreement
sought under the Data Privacy Notice and Ethical
Considerations.

The following steps will carry out in this
quasi-experimental research on the attitudes
towards English, Tagalog, and Tagalog-English CS:
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Figure 4.1. Data Gathering Procedure

Data Analysis
For research question 1, mean and standard

deviation was used. Mean is under the measures of
central tendency that pertains to the average value
of a group of numbers. On the other hand, the
standard deviation is under the measures of
variations which gives an idea of how much
variation there is within a group of values. It aims to
identify the measurement of the deviation

(difference) from the mean (average) of a group
(Skyes, et al., 2016) which will be associated with
the dependent variables. For research question 2,
the researchers examined the data collected using
Friedman ANOVA and Kendall coefficient of
concordance, wherein Friedman ANOVA is a
nonparametric alternative to one-way repetition of
measures analysis of variance (TIBCO, 2021)
utilized to determine differences among groups
when the dependent samples are being measured in
an ordinal scale. Kendall coefficient of concordance
is another nonparametric statistics that portrays the
correlation between numerous cases (TIBCO,
2021). Utilizing the instruments, the researchers
will accumulate qualitative data that are in ordinal
level for the dependent variables, whereas the
significant differences in the attitudes of the
participants towards Tagalog, English, and CS, were
identified.

5. Results
This section tackles the results gathered by the

researchers from the participants.
5.1 Attitudes towards pedagogical English,
Tagalog, and CS

Table 4 presents the means, standard deviation,
and attitude interpretations derived from the verbal
Guise test and analysis

Attitudes
English Tagalog CS

Mean S.d. Mean S.d. Mean S.d.

Educated vs. Uneducated 3.45 0.66 3.60 0.60 3.27 0.73

Rich vs. Poor 3.02 0.76 3.15 0.74 2.88 0.78

Honest vs. Dishonest 3.37 0.66 3.56 0.60 3.35 0.69

Intelligent vs. Unintelligent 3.27 0.70 3.53 0.62 3.22 0.73

Sociable vs. Unsociable 3.28 0.76 3.29 0.73 3.27 0.80

Confident vs. Unconfident 3.44 0.75 3.37 0.73 3.18 0.83

Energetic vs. Lazy 3.23 0.73 2.97 0.74 2.90 0.86

Enthusiastic vs. Hesitant 3.21 0.75 3.15 0.70 3.02 0.83

Table 5.1. The Attitudes Towards English, Tagalog, and CS

Within the given data, the attitudes of the
participants towards English, Tagalog, and

Tagalog-English pedagogical CS are determined.
The researchers used a 4-point Likert scale; hence,
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values ranging from 2.51 to 4.00 show a positive
attitude toward the dependent variables. From the
results gathered, the values in the mean columns lie
within the positive range, indicating that the
attitudes towards each language variable are
positive adjectives. The attitudes towards Tagalog
garnered the highest overall mean, proving that
most participants favored the language's
pedagogical use and significantly differed among

all attitudes. In contrast, the attitudes toward CS
resulted in a value of 3.14 for its mean average,
which states that it is less positive than the
pedagogical use of English but not higher than the
attitude towards Tagalog. Conclusively, the data
obtained for research question one is significant.

5.2 Differences in attitudes towards English,
Tagalog, and pedagogical CS

*N= 784, df= 2, p= 0.00  except sociable vs. unsociable; p= 0.73

Attitudes df p
English Tagalog CS

S.d. r S.d. r S.d. r

Educated vs. Uneducated 2 0.00 0.66 2.02 0.60 2.19 0.73 1.80

Rich vs. Poor 2 0.00 0.76 2.15 0.74 2.01 0.78 1.85

Honest vs. Dishonest 2 0.00 0.66 1.93 0.60 2.16 0.70 1.91

Intelligent vs. Unintelligent 2 0.00 0.70 1.90 0.62 2.23 0.73 1.87

Sociable vs. Unsociable 2 0.73 0.76 2.02 0.73 1.99 0.80 1.99

Confident vs. Unconfident 2 0.00 0.75 2.12 0.73 2.04 0.83 1.84

Energetic vs. Lazy 2 0.00 0.73 2.21 0.74 1.90 0.86 1.88

Enthusiastic vs. Hesitant 2 0.00 0.75 2.10 0.70 2.01 0.83 1.89

Table 5.2 Significant Differences towards English, Tagalog, and Pedagogical CS

In general, the researchers had observed that the
findings show homogenous results within the
responses of the participants among the three
language types which are based on the stated
standard deviations, due to the similar rankings
evident in the evaluation of the participants.

Furthermore, the findings suggest that there are
mostly significant differences in the attitudes
towards Tagalog, English, and CS, with Tagalog
having the most significantly positive attitude.
While the data shows lower levels of positive
attitudes towards CS, there is a significant level of
difference for monolingual Tagalog and English
languages.

5.3. Differences in Participants’ Attitudes
towards English, Tagalog, and CS

5.3.1. Educated vs. Uneducated

Using Friedman’s test, the findings suggest that
there is a significant difference on the evaluation of
whether the speakers sounded educated (positive
attitudes) or uneducated (negative attitudes)

The box and(𝑑𝑓 (2) =  159. 20,  𝑝 <  0. 001).
whisker plot showed that the use of monolingual
Tagalog and monolingual English has a
significantly higher positive attitude when it comes
to sounding educated compared to CS. Lastly, the
use of CS does not mean sounding uneducated, but
definitely sounding the least educated when
compared to monolingual Tagalog and English.

5.3.2. Rich vs. Poor
Using Friedman’s test, the findings suggest that

there is a significant difference on the evaluation of
whether the speakers sounded rich (positive
attitudes) or poor (negative attitudes)

The box and(𝑑𝑓 (2) =  82. 47,  𝑝 <  0. 001).
whisker plot clearly shows that monolingual
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Tagalog had the most significantly positive attitude
of sounding rich than monolingual English and CS.
Lastly, the use of CS does not mean sounding poor,
but definitely sounding the least rich when
compared to monolingual Tagalog and English.
5.3.3. Honest vs. Dishonest

Using Friedman’s test, the findings suggest that
there is a significant difference on the evaluation of
whether the speakers sounded honest (positive
attitudes) or dishonest (negative attitudes)

The box and(𝑑𝑓 (2) =  85. 78,  𝑝 <  0. 001).
whisker plot clearly shows that monolingual
Tagalog had the most significantly positive attitude
of sounding rich than monolingual English and CS..
Lastly, both the use of monolingual English and CS
does not mean sounding dishonest, but only means
sounding the least honest when compared to
monolingual Tagalog.

5.3.4. Intelligent vs. Unintelligent
Using Friedman’s test, the findings suggest that

there is a significant difference on the evaluation of
whether the speakers sounded intelligent (positive
attitudes) or unintelligent (negative attitudes)

The box and(𝑑𝑓 (2) =  145. 79,  𝑝 <  0. 001).
whisker plot clearly shows that monolingual
Tagalog had the most significantly positive attitude
of sounding intelligent than monolingual English
and CS. Lastly, both the use of monolingual English
and CS does not mean sounding unintelligent, but
only means sounding the least intelligent when
compared to monolingual Tagalog.

5.3.5. Sociable vs. Unsociable
Using Friedman’s test, the findings suggest that

there is no significant difference on the evaluation
of whether the speakers sounded sociable (positive
attitudes) or unsociable (negative attitudes)

The box and whisker(𝑑𝑓 (2)  0. 64,  𝑝 >  0. 001).
plot clearly shows that when it comes to which
language sounds more sociable, there is no
significance of attitudes towards monolingual
Tagalog, monolingual English, and CS. However,
monolingual Tagalog gained a higher level of
positive attitude when it comes to sounding
sociable.

5.3.6. Confident vs. Unconfident
Using Friedman’s test, the findings suggest that

there is a significant difference on the evaluation of
whether the speakers sounded confident (positive

attitudes) or unconfident (negative attitudes)
The box and(𝑑𝑓 (2) =  74. 13,  𝑝 <  0. 001).

whisker plot clearly shows that the use of
monolingual English and monolingual Tagalog has
a significantly higher positive attitude when it
comes to sounding confident compared to CS.
Lastly, the use of CS does not mean sounding
unconfident, but definitely sounding the least
confident when compared to monolingual English
and Tagalog.

5.3.7. Energetic vs. Lazy
Using Friedman’s test, the findings suggest that

there is a significant difference on the evaluation of
whether the speakers sounded energetic (positive
attitudes) or lazy (negative attitudes)

The box and(𝑑𝑓 (2) =  108. 18,  𝑝 <  0. 001).
whisker plot clearly shows that monolingual
English had the most significantly positive attitude
of sounding energetic than monolingual Tagalog
and CS. Lastly, both the use of monolingual
Tagalog and CS does not mean sounding lazy, but
only mean sounding the least energetic when
compared to monolingual Tagalog. The significant
differences of the English language are due to its
structure of words.

5.3.8. Enthusiastic vs. Hesitant
Using Friedman’s test, the findings suggest that

there is a significant difference on the evaluation of
whether the speakers sounded enthusiastic (positive
attitudes) or hesitant (negative attitudes)

The box and(𝑑𝑓 (2) = 34. 55,  𝑝 <  0. 001).
whisker plot clearly shows that monolingual
English had the most significantly positive attitude
of sounding enthusiastic than monolingual Tagalog
and CS. Lastly, both the use of monolingual
Tagalog and CS does not mean sounding hesitant,
but only means sounding the least enthusiastic when
compared to monolingual Tagalog.

6. Discussions
6.1. Attitudes towards pedagogical English,
Tagalog, and CS

Participants' evaluations of speakers revealed
that all three language types received positive
ratings. Asuncion and Madrunio (2017) observed
that students choose Tagalog since it is the country's
primary language, meaning that it is the preferred
language because it is spoken by everyone. Because
Tagalog is primarily associated with national unity
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and linguistic identity (Gonzales, 1998), it was
discovered that students perform better in the
language with which they are most comfortable,
indicating that Tagalog was the highest-rated
language among the speakers. The English language
has become the language of instruction in
universities due to its ease of communication,
allowing students and teachers to better grasp
pedagogic interactions. Because it is commonly
used by people of many mother tongues, it was
employed to promote and bridge communication
between students and teachers, resulting in a good
attitude among the participants. Participants gave
CS a positive evaluation because it improves
learners' motivation in group involvement and
shared meaning, indirectly but naturally monitors
students' comprehension levels, and serves a useful
function for teachers as well (Borlongan, 2012).
The use of CS among most educational institutions
in the Philippines proves its linguistic phenomenon
that CS is a credible and effective tool for
instructional practices that most Filipino
universities are using in developing knowledge,
understanding, and emphasis among learners.

6.2. Differences in attitudes towards English,
Tagalog, and pedagogical CS

The participants show a positive attitude towards
the three language types and that there is still a
significant difference among them, wherein Tagalog
received the highest level of positive attitude,
followed by the English language, then followed by
the CS. It is an unexpected finding that Tagalog is
the most favorable language to be utilized in a
pedagogical setting. This can be coincided by the
previously said study of Asuncion and Madrunio
(2017). In addition, in the study of Borlongan
(2011), Filipino is still the preferred national
language among pupils. It was also found in the
study of Cahapay (2020) that the participants
displayed a favorable attitude towards their mother
tongue. On another note, despite being discovered
in the study of Valerio (2015) that in a Philippine
Context, learners express positive attitudes towards
the English Language as their second language, they
portrayed a more positive attitude towards their
mother tongue as the language to be utilized when
communicating in a pedagogical setting. Tagalog,
being known as the widely spoken and the most
easily understood language in all Philippine regions,
received the highest positive attitude towards the

speaker who used it in discussing a certain topic in
communication when it comes to sounding rich.

English language is more favored than CS
despite CS being largely prevalent among educated,
middle-class, and upper-class urbanities in the
Philippines due to the fact that Filipinos are not
likely to abandon one language for the social
benefits of another. For instance, When Lesada
(2017) visited the Philippines, she discovered that a
family in Cebu had decided to raise their young
children solely in English because of the
educational, socialization, and economic benefits it
would provide. Because of the language's natural
tone and structure, the differences in enthusiasm,
confidence, and energy all demonstrated that
English has the most positive meaning.

Despite the fact that many researchers,
particularly in the fields of language and education,
have suggested that CS can be used as a tool for
effective teaching and learning, the evidence in this
study suggests that CS is still less accepted in
pedagogical settings than English and Tagalog. This
is supported by Bautista's (2004) research, which
found that after the bilingual policy was announced,
debates arose about whether Taglish CS should be
allowed as a mode of communication in academic
institutions, particularly for the transmission of
classroom instructions and academic discourse in
general. Furthermore, according to several
researchers, CS does not inspire passion among
instructors, and it was explained that CS is
associated with ineptitude and interference
(Bautista, 2004; Flores, 2019; Goulet, 1971;
Labitigan, 2013; and Johansson, 2013). The levels
of positive attitude towards the three language types
were all similarly sociable due to CS, just like
English and Tagalog, is used to build closer
relationships between students and their teachers.
And lastly, the participants showed a lower level of
positive attitude towards CS due to the speaker
monitoring more the construction of every word and
grammar of their sentences when using CS,
compared to naturally speaking a monolingual
language (Coor, 2019).

7. Conclusions
It was discovered that the students have a

positive attitude towards all three language types in
a pedagogical context. However, there is an evident
difference among the participants' attitudes wherein
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Tagalog garnered the most positive attitude,
followed by English and lastly CS.

This study suggests that despite CS being
acknowledged as an effective medium in a
pedagogical setting, CS is still less favored by the
students when it comes to teaching and learning,
being manifested as the least educated, rich, honest,
intelligent, sociable, confident, energetic, and
enthusiastic. Furthermore, the study found that
regardless of the social benefits the English
language could bring to a student, Tagalog received
the highest level of positive attitude from the
participants, ranking first in sounding educated,
rich, honest, intelligent, and sociable. The verbal
Guise method was used to gather data in this study,
with students being asked to listen to and then
evaluate the speaker, which can be considered an
innovative and more natural means of examining
the participants' attitudes. As a result, this research
can contribute to language attitude research in the
pedagogical context, which is gaining popularity at
the moment.

8. Recommendations
As for the implications for research, the study

suggested a positive attitude towards English,
Tagalog, and CS, with CS receiving the least
positive one in a pedagogical set-up. Another way
of collecting data can be used to conclude a more
accurate result and further understand the reasons
behind the attitudes towards each language type.

A four-point Likert scale in the verbal guise test
identifies the different attitudes, which may be
positive or negative. This is deemed to be used to
collect extreme feedback from the respondents
without providing a neutral option, resulting in a
more specific response. This type of scale is ideal
and can be evenly split into two divisions, top two
choices and bottom two choices, as said by Hopper
(2016), making reporting of results easier and
simpler. The researchers also suggest that future
studies about language attitudes should solely focus
on the Tagalog language, as it only has a limited
study. Since this study showed a positive evaluation
among the variables, future researchers may also
examine if monolingual English and monolingual
Tagalog will receive a negative attitude if studied
individually. Furthermore, future researchers may
also choose to use a different subject and topic
concerning what the speakers in the verbal guise
test will use.

As for the implications for practice, although all
three language types were deemed to have received
a positive response, the use of Tagalog received the
highest positive attitudes from the respondents.
With this given, the implementation of the DepEd’s
MTB-MLE policy can be strengthened and put into
practice as this study is an evidence that Filipino
students express the most positive attitude towards
Tagalog. Moreover, if the use of English persists,
activities and strategies should be done to improve
students' attitudes towards the English language in a
school set-up. Through this, the most effective
language type that can be used in pedagogy will be
deemed to benefit both the students and teachers.
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Abstract 

The problem of transliteration deals with the 

phonetic transcription of text from a source 

writing system into a target writing system. 

With the inception of neural net models like 

Sequence-to-sequence networks, transliteration 

has seen significant progress in the last 

decade. However, the accuracy of such 

systems is still far from ideal. This is made 

more appar- ent when the source text to be 

transliterated itself is entered incorrectly by 

intermediary users, further degrading the 

performance. In this paper, we propose 

Syllabified Sequence- to-Sequence network 

(Syll-S2S) towards im- proving the 

transliteration quality from Roman script to 

low-resource Indic scripts like Devana- gari.   

As part of this, we present the rules of 

Sonority sequencing principle to Devanagari 

and other Indic scripts. In addition, the pro- 

posed framework incorporates Elastic Search 

stack which maps incorrect transliterations to 

their existing reference transliterations for han- 

dling erroneous entries of source texts. 

Experi- ments demonstrate significant 

performance im- provement of the proposed 

framework with re- spect to the existing 

schemes. 

 
1 Introduction 

English is one of the most widespread foreign lan- 

guages in India, a home to 22 official languages 

and more than 1000 dialects written in more than 

14 different scripts. With the rapid advancements 

in worldwideweb and mobile devices, people in 

India create, share, tag and search multifaceted data 

multi- lingually but mostly using the Roman or 

Latin script (Chanda et al., 2010) across different 

mediums. The text written in a native language, but 

using a non- native script like Roman, mostly does 

not follow any standard spelling rule, but uses the 

orthography of 

the script based on pronunciation of the words. This 

process of phonetically transcribing a word or text 

from one writing system into the another writing sys- 

tem such that the pronunciation of the word remains 

same is called Transliteration. 

Transliteration is a part of Natural Language Pro- 

cessing (NLP) and has several useful applications; 

Cross language information retrieval, Machine trans- 

lation etc. It has wide ramifications in low-resource 

languages in general, where web presence is limited, 

specifically for Indian languages. A substantial 

por- tion of textual data being generated and 

queried upon the web belongs to the transliteration 

domain, thus containing a good amount of 

information and therefore needs to be studied. 

In this paper, we focus on transliteration from the 

most commonly used Roman script to native Indian 

scripts. Most of the major Indian language scripts 

are derived from the ancient Brahmi script and con- 

sequently are highly phonetic in nature. Hence, we 

primarily focus on the task of transliteration from 

Roman to Hindi. Hindi, an Indo-Aryan language, 

written in Devanagari, is the lingua-franca of In- 

dia. We therefore consider Hindi as the primary link 

for Roman to native Indian script transliteration, as 

the quantity of Hindi literature (especially online) is 

more than twice as in any other Indian language. 

For the Roman-Hindi transliteration task, the ear- 

liest methods are rule based approaches (Goyal and 

Lehal, 2009; Kang and Kim, 2000; Jia et al., 2009) 

which involved character, phoneme and grapheme 

matching between the parallel transliteration cor- 

pora. But the rule based approaches fall short due 

to the several exceptions possible. Another popular 

method is Anoop et al.’s Indic-nlp (Kunchukuttan 

et al., 2020), which is a statistical machine trans- 

lation based approach relying on language model 

training. Recently, Sequence-to-sequence attention 
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based networks (seq-to-seq) proposed in (Sutskever 

et al., 2014), have garnered wide attention for ma- 

chine translation (Bahdanau et al., 2014; Luong et 

al., 2015; Vaswani et al., 2017) and works (ud Din, 

2019; Ameur et al., 2017; Mandal and Nanmaran, 

2018) extended the same for the transliteration task. 

However, the existing seq-to-seq models too have 

failed in producing desirable results. 

In this paper, we develop a Syllabified 

Sequence- to-sequence net (Syll-S2S) for improving 

the quality of Roman to Devanagari transliteration 

w.r.t. the state-of-the-art works. The proposed 

approach uses Sonority Sequencing Principle (SSP) 

to get the syl- lables of the source (and target data 

during training) thus enabling the enforcement of 

syllable-syllable at- tention. This way, the model 

would be able to learn the target data with a greater 

precision and would also enable faster knowledge 

acquisition than con- ventional seq-to-seq models. 

Additionally, we consider an important practical 

aspect with regards to transliteration which is the 

user input. In several applications, the primary 

source of the input text in Roman is derived from an 

intermediary user. In such scenarios, the user given 

input word may have slight variation from its correct 

form in the supposed cases of well-established words 

like dictionary-based-words or named entities. For 

handling such cases, we incorporate Elastic Search 

stack (ES stack); a distributed, open source search 

and analytics engine (Gormley and Tong, 2015). In 

the case where reference transliterations are avail- 

able, we use fuzzy search query (Gu et al., 2018) 

on ES stack with added constraints on consonant 

match for mapping the model output 

transliterations and the reference transliteration. 

The main contributions of this paper are 3-fold. 

1. We develop a novel Syllabified Sequence-to- 

sequence model (Syll-S2S) for improving the 

transliteration quality from Roman to Devana- 

gari in comparison to the state-of-the-art. 

2. In the case where true transliterations in De- 

vanagari are available, we incorporate fuzzy 

searching on user-given Roman input for accu- 

rate matching to its indexed reference translit- 

eration with Elastic Search stack. 

3. We have demonstrated the superiority of the 

proposed approach with extensive performance 

evaluation. 

The remainder of this paper is organized as fol- 

lows. In Section 2, we present the related work. 

We present the background of seq-to-seq net, ES 

stack 

and inverse mapping in Section 3 followed by pro- 

posed approach in Section 4. Experimental results 

and conclusions are presented in Section 5 and Sec- 

tion 6 respectively. 

 
2 Related work 

In this section, we briefly describe few of the existing 

works which do transliteration. 

Methods in (Goyal and Lehal, 2009; Kang and 

Kim, 2000; Jia et al., 2009) incorporate rule-based 

transliteration which can again be divided into 3 

categories. (1) Character mapping approach (Goyal 

and Lehal, 2009) uses character mapping for doing 

transliteration. Under this approach, the characters 

of source script are mapped to those of the target 

script on the basis of pronunciation. Character map- 

ping does not give very good results as the pronunci- 

ation of characters and the total number of character 

varies from script to script. (Kang and Kim, 2000) 

uses (2) Phoneme Based Approach which defines the 

relation and correspondence between the phonemes 

of the source and target script. An alignment of the 

phoneme for the characters of source script to the 

phoneme of the target script is done using methods 

like language modeling (Chelba and Jelinek, 2000). 

(Jia et al., 2009) uses Phoneme Based Approach by 

defining the relation and correspondence between the 

(3) graphemes of the source and target scripts. 

The second class of works is based on 

statisti- cal machine translation (SMT). Anoop 

kunchkuttan et al. propose Indic-NLP in 

(Kunchukuttan et al., 2020) and develop a SMT 

approach with a Moses de- coder for transliteration. 

Moses (Koehn et al., 2007) allows us to 

automatically train translation models for any 

language pair. It uses phrase based transla- tion 

Models and word alignments. 

With the recent advancements of Sequence-to- 

sequence models (seq-to-seq), transliteration quality 

has improved greatly. Proposed in (Sutskever et 

al., 2014), these networks are used for translation of 

an input text from one language to another. Works 

(ud Din, 2019; Ameur et al., 2017; Mandal and 

Nan- maran, 2018) have later extended seq-to-seq 

mod- els for transliteration as well and various 

attention- based seq-to-seq models have been 

subsequently been proposed (Bahdanau et al., 2014; 

Luong et al., 2015; Vaswani et al., 2017). Attention 

based seq-to-seq models (Bahdanau (Bahdanau et 

al., 2014)) work by using an encoder to learn 

representations of the input sequence and a decoder 

to produce the out- put sequence from the hidden 

representations the encoder created. Few attention 

variants in seq-to- seq architectures include (Luong 

et al., 2015) by Lu- 
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ong et al. and self-attention (Vaswani et al., 2017). 

Luong attention differs from Bahdanau in the align- 

ment calculation and the position at which the atten- 

tion mechanism is introduced in the decoder. Self- 

attention introduced in (Vaswani et al., 2017), is an 

attention mechanism relating different positions of a 

single sequence in order to compute a representation 

of the same sequence. 

 
3 Background 

In this section, we explain the sequence-to-sequence 

networks and present the details of our employed 

Elastic Search stack. 

3.1 Sequence-to-sequence network 
 
 

 
 

Figure 1: Sequence-to-sequence network 

 
Sequence-to-sequence network (seq-to-seq) 

(Sutskever et al., 2014) is used for converting one 

sequence into another, particularly when the input 

and the output sequence lengths vary. They use 

encoder-decoder networks (Figure 1). Their details 

are presented below. 

1. Encoder: The encoder has sequential recurrent 

layers which learn to encode the input data 

accurately and produce a set of hidden states 

which are passed to the decoder. 

2. Decoder: The decoder takes the states from en- 

coder and uses it to generate context vector at 

every time-step t. Context vector holds the 

weighted cumulative information from all of en- 

coder hidden states and varies across the time- 

steps. At every time-step, the previous decoder 

hidden state along with the corresponding con- 

text vector is passed as input to the recurrent 

layer at t. The joint output from all time-steps 

gives us the output text sequences. 

The above network employs attention so that the 

decoder learns to focus on relevant encoder hidden 

states. It mainly employs two kinds of attention, 

• Global attention: considers all the hidden states 

in creating the context vector. 

• Local attention: considers only a subset of the 

hidden states in creating the context vector. 

We train all our seq-to-seq methods using Adam op- 

timiser. The encoder and decoder have bi-directional 

GRU cells (Deng et al., 2019). 

3.2 Elastic Search stack 

Consider cross language information retrieval, a well 

known user-driven application. Such an applica- 

tion consists of transliterating and matching a user- 

given input in Roman to its already indexed refer- 

ence transliteration in the target domain (Eg: De- 

vanagari). In such cases, the transliteration frame- 

work’s output should have to match accurately to 

the source, regardless of the slight variations in the 

user-given input in Roman script from its originally 

intended form. To handle this, we have built an end- 

to-end framework which incorporates Elastic Search 

stack into the proposed framework for precise match- 

ing to the reference after transliteration. Elastic 

Search stack (ES stack) (Gormley and Tong, 

2015), is a distributed, open source search and an 

analytics engine. It can also easily map rogue 

model predic- tions to their references. 

3.2.1 Terms 

• Index: Adding ‘data’ to ES stack is known as 

“indexing.” In our case, we can either index 

the true scripts of native words to Devanagari or 

the known transliterations of non-native words. 

• Mapping: It is the process of defining how a 

document, and the fields it contains, are stored 

and indexed. 

• Fields: Fields are properties in a mapping. Ev- 

ery mapping contains a list of fields or properties 

pertinent to the document. In our case we use 

mappings to define the properties of the words 

being indexed. There are 2 types of fields: 

Key- word and text. Keyword fields are only 

search- able by their exact value. Text field 

allows search for individual words within each 

full text field. 

• Analyzer: The analyzer parameter specifies 

the analyzer used for text analysis when indexing 

or searching a text field. The default analyzer 

for Keyword type is standard and is 

immutable. 619



• Match and Multi-match query: A match query 

returns documents that match a provided text 

which is further analyzed before matching. 

The multi-match query builds on the match 

query to allow multi-field queries. We can 

influence scoring as needed by prioritizing more 

important fields. 

 

• Fuzziness parameter: Adding fuzziness param- 

eter 1 to a multi-match query turns a plain 

multi-match query into a fuzzy one. It gener- 

ates matching terms that are within the max- 

imum edit distance specified in the parameter 

and then checks the term dictionary to find out 

which of those generated terms actually exist 

in the index. 

 

3.2.2 Inverse mapping with fuzzy search 

We have used 3 fields in the mapping we have 

built. Their details are presented below. 

1. Devanagari_script_field, denotes the script of a 

word being indexed in Devanagari. The field 

type is keyword, so the search on this field hap- 

pens full-text. 

 

2. Roman_script_field, denotes the script of the 

word being indexed in Roman. The field type 

is keyword. 

 

3. Consonants_field, denotes the sequence of just 

the consonants of the word being indexed. The 

field type is text, so the search on this field 

hap- pens consonant wise. For this, we use an icu 

an- alyzer 2 with icu tokenizer 3 and a custom 

char filter which converts all the vowels in the 

text being analyzed to NULL using the 

predefined unicode mappings of vowels in 

Devanagari. 

The search works as follows. The transliterated 

can- didates are queried against the ES stack 

consisting of the indexed reference transliterations. 

This is done using a multi-match query which jointly 

queries on the fields Devanagari_script_field and 

Conso- nants_field with a fuzziness score of 0.7. 

Those can- didates which are mapped to a reference 

transliter- ation are updated to be the same as the 

reference before being returned. 
 

1https://www.elastic.co/guide/en/elasticsearch/ 
reference/current/query-dsl-fuzzy-query.html 

2https://www.elastic.co/guide/en/elasticsearch/ 
plugins/current/analysis-icu.html 

3https://www.elastic.co/guide/en/elasticsearch/ 
plugins/current/analysis-icu-tokenizer.html 

4 Proposed framework: Syll-S2S 

In this section, we propose a novel Syllabified 

Sequence-to-sequence model for improving the per- 

formance of Roman to Devanagari transliteration to 

that in the existing approaches. We first present the 

basic idea of the proposed approach. Next, we ex- 

plain the proposed approach in detail. 

 

4.1 Basic idea 

Local attention based sequence-to-sequence models 

have been under-explored for the task of translitera- 

tion and could dramatically improve the knowledge 

gain with respect to global attention based sequence- 

to-sequence models. Leveraging this, the idea is to 

segment both the input Roman text and its par- 

allel counterpart Devanagari text into syllables be- 

fore building the attention based seq-to-seq model. 

Syllable is a unit of spoken language consisting 

of a single uninterrupted sound formed generally by 

a vowel (Eg: a,e,i,o,u) and preceded or followed by 

one or more consonants (Eg: b,c,d,..). By reducing 

the sequences into their constituent syllables offline, 

we can employ a teacher forcing method and force 

the model to attend to a fixed window length of 

sylla- bles at each decoding step in the attention 

part of decoder in seq-to-seq networks. At each 

decoding time-step, a window centered around the 

source po- sition based on the syllable alignment is 

used to com- pute the context vector for the syllable 

corresponding to the target position. Thus, the 

attention weights at each time-step are distributed 

and limited to the corresponding syllables of the 

positions in the win- dow which allows effective 

knowledge building by the model. 

 

4.2 Sonority Syllabification 

The process of splitting a text into its constituent syl- 

lables is referred to as Syllabification (Treiman and 

Zukowski, 1990). Since it is derived directly from 

pronunciation, syllables are script-agnostic and are 

vital information pillars for machine translation and 

transliteration tasks. For doing syllabification, we 

utilise Sonority syllabification principles (SSP) avail- 

able for Roman script (Henke et al., 2012). The 

Sonority Sequencing Principle (SSP) or Sonority 

se- quencing constraint is a phonetic principle that 

aims to outline the structure of a syllable in terms 

of sonority. Basing on the SSP rules for Roman, 

we present the SSP rules for Devanagari and other 

In- dic scripts. We are the first to present SSP rules 

for Indic scripts. 
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4.3 Syllabified local attention with 

seq-to-seq net 

Consider the Roman text ‘Hajagiree’ and its refer- 
ence transliteration `हजिगरी'. Observe the one-to-one 
mapping between the source (Roman) and the target 
(Devanagari) text syllables (Figure 4.3(a)). More- 
over, this mapping is both static and sequential. 
Based on this, we propose Syllabified Sequence-to- 
sequence model using local attention. Recall from 
Section 3.1 that in a local attention based seq-to- 
seq, at a given time-step, the decoder is fed only a 
part of encoder context information. This informa- 
tion is generally limited to the corresponding input 
part. 

With syllabification, the decoder needs to attend 

 

(a)  

(b) 

Figure 2: (a) shows the syllable-syllable 

correspondence between an example’s input and 

output texts. (b) shows the attention windows 

W={1,3} focused by the decoder when at tth 

time-step 

only on the select parts of the encoded input data 

specified by us at each time-step. This way, the 

model can learn to decode more accurately when 

it focuses on just the needed input syllables rather 

than the parts which it does not depend on. Thus, 

the attention scope is limited to just the input sylla- 

ble/s corresponding to the present decoder time-step. 

However, considering an x-length window towards 

left and right could prove beneficial as syllabification 

is not always perfect (Figure 4.3(b)). 

The pseudo-code of the test process is as follows. 

1. Input text in Roman script is cleaned and syl- 

labified using SSP principles. 

2. The preprocessed input text is sent to the 

trained Syll-S2S for transliteration to one of the 

Indic scripts. Outputs Top-N (N=3) candidate 

transliterations. 

3. The transliterations are queried using inverse 

mapping described in Section 3.2.2 and the 

mapped candidate transliterations are updated to 

their references. 

4. Returns the final candidate transliterations. 

 
5 Experimental setup 

All the experiments are conducted on an Intel i5 pro- 

cessor with 8GB RAM running Ubuntu Linux 

oper- ating system. 

5.1 Dataset 

It is to be noted that the parallel transliteration cor- 

pus i.e, the text in Roman and its counter translit- 

eration in Devanagari is very limited and had to be 

scraped from several existing open sourced works. 

We have 1.5 million parallel words worth of data 

in Roman and Devanagari after scraping. The 

words in the resulting data are diverse ranging from 

named entities to native words from Roman and 

Devana- gari. We use a train-val-test split of 4:1:1 

and train all the neural net models for 100 epochs. 

5.2 Data preprocessing 

Data cleaning and preprocessing was done on both 

the corpus before model building. This includes 

stripping unwanted characters like tags, HTML en- 

tities, UNK tokens, special characters etc and 

lower- casing the Roman data corpus. We use UTF-

8 en- coding on both the source and target corpus. 

Once cleaning is done, for implementing the pro- 

posed approach, we pass the input text to the Sonor- 

ity syllabification module (Section 4.2) for splitting 

into syllables. The syllabified text is then passed as 

input to Syll-S2S model. 

5.3 Methods and metrics 

We have considered the following methods for per- 

formance evaluation. 

• Rule-based (RL): Rule based transliteration sys- 

tem based on predefined character-to-character 

mapping. 

• Google Transliterate (Google): Google’s 

official open API for transliteration 4. 

• Indic-NLP (Indic) (Kunchukuttan et al., 2020). 

• Seq-to-seq (S2S): A sequence-to-sequence model 

incorporating Luong’s attention based scoring 

(Luong et al., 2015). 

• Self attention (SA): A self attention model based 

on transformers (Vaswani et al., 2017). 
 

 

4https://inputtools.google.com/request?itc= 
hi-t-i0-und&num=4&cp=0&cs=0&ie=utf-8&oe=utf-8&app= 
demopage&text='' 
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Scores RL Indic S2S SA Google Syll-S2S-W{1,3,5} 

      W1 W3 W5 

Top-1 Accuracy 0.45 0.57 0.72 0.79 0.83 0.82 0.86 0.85 

Top-2 Accuracy 0.52 0.66 0.75 0.81 0.84 0.84 0.87 0.87 

Top-3 Accuracy 0.58 0.71 0.77 0.83 0.84 0.84 0.87 0.87 

Levenshtein distance 0.63 0.77 0.85 0.90 0.92 0.92 0.94 0.94 

BLEU before inverse mapping 0.39 0.48 0.63 0.71 0.74 0.76 0.77 0.75 

BLEU after inverse mapping 0.46 0.59 0.75 0.82 0.85 0.85 0.87 0.87 

Table 1: Performance comparison of the considered methods in all the metrics. The top scores are highlighted in red and the 

second best are highlighted in green. 

 

• Syllabified monotonic Sequence-to-Sequence 

(Syll-S2S): The proposed approach involving 

monotonic attention from source to target 

syllables using S2S model. We also vary the 

syllables’ window-size W={1,3,5} and the 

vari- ants are named as Syll-S2S-W1, Syll-

S2S-W3, Syll-S2S-W5 respectively. 

A beam size of 3 (means 3 candidate transliterations 

for every input) is employed for all the neural net 

methods (Freitag and Al-Onaizan, 2017). 

The following performance metrics have been em- 

ployed. 

• Top-N accuracy: The average number of 

correct transliterations within the Top-N (N= 

{1,2,3}) beam-search candidate 

transliterations of the source text. 

• Levenshtein distance: The number of single- 

character edits required to change predicted 

transliteration into the correct reference. 

• 3-gram match: The average number of word- 

level 3-grams with matches to their correspond- 

ing 3-grams from the reference text. 

• BLEU scores before inverse mapping: The 

sim- ilarity of transliterated text to its reference 

be- fore inverse mapping. 

• BLEU scores post inverse mapping: Fuzzy- 

search based inverse mapping (Section 3.2.2) 

is used to map the candidate transliterations 

to the existing reference transliterations in the 

Elastic Search stack (Section 3.2) before com- 

puting BLEU scores. 

 

5.4 Results 

5.4.1 Performance comparison 

Table 1 shows the performance of all the imple- 

mented methods in various score metrics (leftmost 

column). The best scores highlighted in red are 

by 

the proposed approach Syll-S2S. Note the perfor- 

mance improvement from S2S to Syll-S2S. This is 

because of the monotonic local attention employed 

in the latter by enforcing syllable-syllable corre- 

spondence between the source and the target texts. 

In particular, Syll-S2S-W3 which is Syll-S2S with 

window-size 3 is performing the best overall with 

re- spect to the second best method Syll-S2S-W5 

(win- dow size=5) highlighted in green.   This is 

because of the reduced attention window size in 

Syll-S2S- W3 w.r.t. W=5 as in the former, only the 

imme- diate left and right syllables apart from the 

current syllables are focused while computing the 

attention scores whereas in W=5, the left and the right 

window span increases by a step more leading to 

distributed attention. Between Syll-S2S-W1 and 

Syll-S2S-W3, the latter does well as vowels might 

be split between the current and the next/before 

syllables making the learning process more reliable 

when the attention window covers them beside just 

the current syllable. The model closely following 

the Syll-S2S-W{1,3,5} variants is the Google 

transliterate. Even the model with the best 

architecture, SA is still behind the pro- posed 

approach because of over-fitting due to limited data. 

Effect of inverse mapping: It can be observed 

from the table that the BLEU scores have 

noticeably improved after incorporating fuzzy-search 

based in- verse mapping for all the approaches 

(Section 3.2.2). Recall that the above mapping 

matches the candi- date transliterations to their 

existing source translit- erations using fuzzy 

searching on consonants. The values depict the 

merit of mapping the candidate transliterations as 

most often there are only minor differences between 

the candidate and the reference transliterations, 

evidenced by higher values in the metric 

Levenshtein distance. 

 

5.4.2 Effect of syllabified local attention 

To understand the advantages of using 

syllabified monotonic local attention as in the 

proposed ap- 622



Sentence Reference transliter- 

ation 

Syll-S2S-W5 result Syll-S2S-W3 result 

My Birthday Song माय बथरे्ड संॉ ग माइ जॉबरटहर्डाय स गं माय बथरे्ड संॉ ग 

Happy Phirr Bhag 
Jayegi 

हैप्पी जॉफर भाग िायगी हापपय जॉफर भाग िायेगी हैप्पी जॉफर भाग िायगी 

Wo India Ka Shake- 
speare 

व  इं र˃्डया का शेक्सपीयर व  इं र˃्डया का शक् ॉेसे्ारे व  इं र˃्डया का शेक्सपीयर 

Yamla Pagla Dee- 
wana Phir Se 

यमला पगला दीवाना जॉफर से यमल पगला दीवानन 

जॉफर से 

यमल पगला दीवाना जॉफर से 

Kaashi in the search 

of Ganga 

काशी इन सचर् ऑफ़ गंगा काशी इन सचर् ऑफ गंगा काशी इन सचर् ऑफ़ गंगा 

Mausam Ikrar Ke Do 
Pal Pyar Ke 

मौसम इकरार के द  पल प्यार 

के 

मौसम इकरार के द  पाल प्यार 

के 

मौसम इकरार के द  पल प्यार 

के 

Jal bin machhli 

nritya bin bijli 

िल जॉबन मछली नृत्य जॉबन 

जॉब- िली 

िळ जॉबन मछली नृत्य 
जॉबन 

जॉबिली 

िाल जॉबन मछली नृत्य 
जॉबन 

जॉबिली 

Albert pinto ko gussa 

kyu aata hai 

अल्बटर् जॉॉंपट  क  गुस्सा 

क्  ं

आता है 

अल्बटर् जॉॉंपट  क  गुस्सा 

क् ं आता ही 

अलबटर् जॉॉंपट  क  गुस्सा 

क्  ं

आता है 
 

Table 2: Example Roman input sentences, their reference transliterations and the output transliterations from Syll- S2S-W5 and 

Syll-S2S-W3 methods. Results in red indicate exact match, in green indicate the results with edit distance=1 and in blue indicate 

the results with edit distance > 1 from the reference. 

 
 

 
 

Figure 3: Top-1 Accuracy of S2S and Syll-S2S-W3 meth- ods 

on varying training data size 

 

 
proach Syllabified Sequence-to-sequence (Syll-S2S) 

rather than global-attention as in conventional seq- 

to-seq (S2S) models, we compare Syll-S2S-W3 

model (the best performer, see table 1) with S2S 

model at varying training data-set sizes. i.e., we 

train the two models by using the training sizes of 

0.5,0.75 and 1 million before testing. Fig 3 shows 

the Top-1 accuracy vs training dataset-size results 

for the two approaches. As can be seen, with 

increasing size of training dataset, the rate of 

improvement for Syll-S2S-W3 is significantly 

greater w.r.t. S2S. This means that the proposed 

approach has a faster 

knowledge-acquisition rate than S2S model owing to 

the local attention in Syll-S2S from enforcing mono- 

tonic source-target syllable-wise attention. In con- 

clusion, we can deduce that the accuracy improve- 

ment for the proposed approach as more training 

data resources become available would be substantial 

when compared to conventional seq-to-seq models. 

 

5.4.3 Effect of attention window 

To demonstrate the importance of the size of at- 

tention window in the proposed approach, we com- 

pare Syll-S2S-W3 (window size=3) with Syll-S2S-

W5 (window size=5) (refer Figure 4.3(b)). Table 2 

shows a qualitative comparison of results from both 

the methods on few example input sentences of 

varying lengths. Results in red indicate exact match 

to ref- erence transliteration. Results highlighted in 

green indicate the results with edit distance equal to 1 

from reference and ones in blue indicate the results 

with edit distance greater than 1. 

As can be seen, between the two, Syll-S2S-W3 

is clearly the best performer as it has the most 

predic- tions in red and green as compared to Syll-

S2S-W5 which has more in blue. This is because 

of the re- duced attention window size in Syll-S2S-

W3 w.r.t. W=3 as in the former, only the 

immediate left and right syllables apart from the 

current syllables are fo- cused while computing the 

attention scores whereas in W=5, the left and the 

right window span increases by one more step 

leading to a more scattered atten- 623



tion. This results in the two left and right syllables 

on both sides of the current syllable receiving around 

the same attention as the syllable to be decoded. 

5.4.4 Comparison with Google transliterate 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

Input 1: Jack aur jill pani ki ek balti lene 

ke liye pahadhi par chad gaye 

Reference: िैक और जॉिल पानी कɃ एक बाल्टी लेने के जॉलए 

पहाड़ी पर चढ़ गए 

Syll-S2S-W3 result: िैक और जॉिल पानी कɃ 
एक बाल्टी लेने के जॉलए पहाड़ी पर चढ़ गए 

3-gram match score: 1 

Google result: िैक और जॉिल पाजॉन कɃ एक बाल्टी लेने 

कॉे  जॉलयॉे पहाड़ॉी पर चॉैर्ड गया 

3-gram match score: 0.92 

 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

Input 2: Uppu kappurambu nokka polika nundu 

chooda chooda ruchulu jaada veru purushulandu 

punya purushulu veraya viswadhaabhiraama, vinura 

vema 

Reference: उपु्प कपू्परबु न क्का प जॉलका नन्दू चूर्ड चूर्ड 

रुचुलु िाद वेरय पुरुशूलंदु पुण्य पुरुशुलु वेरय जॉवस्ववा भ̋रामा 

Syll-S2S result: उपु्प कपू्परबु न क्क प जॉलक नन्द 

चूर्ड चूर्ड रुचुलु िाद वेरया पुरुशूलंदु पुण्य पुरुशुलु वेरया जॉवस्वद्य 

ॉा भ̋रामा जॉवनुर वेमा 

3-gram match score: 0.84 

Google result: उपू्प कपू्परबु न क्का प जॉलका नन्दू चूर्डा 

चूर्डा रुचुलु िादा वेरु पुरुशूलंदु पुण्य पुरुशुलु वेरय 

जॉवस्ववा भ̋रामा 

जॉवनुरा वेमा 

3-gram match score: 0.71 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

The above inputs depict two example sentences 

and their reference and Top-1 candidate translitera- 

tion from Syll-S2S-W3 (the best performer, see table 

1) and Google transliterate. We also show the 3- 

gram match score which is the the average number 

of word-level 3-grams which are correctly matched 

to their corresponding 3-grams from the reference 

text. 3-gram match scores act as a direct measure 

of a model’s strength when plugged in other cru- 

cial downstream tasks like Information retrieval, at- 

tribute linking etc and having a high 3-gram scores 

would be the ideal for all models. 

There is a clear distinction in the scores from the 

two approaches with Syll-S2S-W3 giving higher 

val- ues in comparison to Google transliterate. 

Observe how the difference in scores becomes more 

apparent 

with increase in the input-length. This shows that 

in applications involving more input complexity, 

the proposed approach is expected to produce the 

best result. 

6 Conclusions 

In this paper, we have proposed Syllabified sequence- 

to-sequence attention model for improving the 

transliteration quality with respect to the current 

works. For this, we present the Sonority syllab- 

ification principles for Devanagari and other Indic 

scripts. To handle the erroneous entry of user-given 

text and to further boost the performance, we incor- 

porate fuzzy-search based inverse mapping with con- 

sonants by employing Elastic Search stack. This 

fa- cilitates the mapping of output transliterations 

from the model to their existing reference 

transliterations. Experiments demonstrate the 

superiority of the pro- posed approach in comparison 

to the state-of-the-art techniques. 

As part of future work, we plan to investigate 

the end-to-end forward and backward transliteration 

tasks in a unified architecture. We also plan to im- 

prove the performance when transliterating words 

with varying pronunciation to their written forms 

and are currently working on populating the Elas- 

tic Search stack using the verified model predictions. 
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Abstract 
This quantitative study analyzed the levels of 

and the relationship between the second 

language (L2) grit and intrinsic reading 

motivation of pre-service teachers majoring in 

English language education (N=128) and 

elementary education (N=108) from two 

universities in Central Mindanao, Philippines. 

Using a quantitative correlational research 

design and a cross-sectional survey method, 

the randomly selected respondents answered 

the L2 Grit scale and Intrinsic Reading 

Motivation Scale which both had good 

internal consistency. The results from the 

descriptive statistics showed that both groups 

had high levels of L2 grit and intrinsic reading 

motivation. Moreover, these variables had a 

significant positive correlation based on the 

Pearson product-moment correlation analyses. 

This means that when the level of students’ 

grit in learning the second language increases, 

their motivation to read English texts also 

increases, and vice-versa. Such also indicates 

that strengthening the intrinsic reading 

motivation of the learners will most likely 

encourage the development of their L2 grit. As 

a non-cognitive concept, grit assists students 

in accomplishing the long-term goals they 

have. Hence, pedagogical implications and 

recommendations for future study are 

presented. 
 

1 Introduction 
One of the learners’ personalities that 

are extensively studied by educational 

psychologists is grit. Duckworth et al. (2007) 

introduced grit to delineate a person’s passion 

and tenacity to pursue a long-term goal amid 

challenges and adversities. It is a combination of 

enthusiasm and persistence in the pursuit of a 

goal that takes a long process before its 

fulfillment. Duckworth and Gross (2014) argued 

that grit is one of the valuable determinants of 

success. Educators believe that studies focusing 

on grit direct creative processes toward the 

production of successful students (Keegan, 

2017). In the context of the second language (L2) 

learning and teaching, the second language-

domain-specific grit (henceforth L2 grit) has 

been recently considered an important 

personality trait of successful L2 learners 

because its role is relatively new in this realm 

(Teimouri et al., 2020). 

Concerning language learning success, 

intrinsic motivation may be regarded as 

correlative to L2 grit. As defined by Ryan and 

Deci (2000) based on the self-determination 

theory, intrinsic motivation is an inner zeal to do 

an activity that elicits internal gratification. This 

means that intrinsically motivated learners 

possess an interest and desire to learn something 

that gives them personal satisfaction, and they 

are likely to be successful in the academic 

endeavor (Teimouri et al., 2020). Moreover, 

Anjomshoa and Sadighi (2015) asserted that 

successful English language learning requires a 

learner to be intrinsically motivated. Learners 

who have high intrinsic motivation seem to have 

similar characteristics to gritty students. Both 

manifest an attitude of resilience, perseverance, 

and sustained interest in learning without 

expecting external rewards. 

To measure students’ grit in learning a 

second language, Teimouri et al. (2020) 

constructed and validated a second language-

domain-specific grit scale. They also examined 

the relationship between L2 grit and language 
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achievement in a sample of 191 Persian students 

who studied an English Translation course. They 

found that gritty students are more passionate 

about L2 learning and cognitively engaged in 

class discussion than less gritty students. 

Moreover, their analyses indicated a positive 

relationship between L2 grit and language 

achievement. Similarly, Alamer (2021) 

validated his newly developed L2 grit scale 

which he tested among 213 Saudi students who 

were studying English as an L2. After analyzing 

the psychometric properties of his self-

constructed survey, Alamer (2021) affirmed that 

the “L2-grit scale is reliable, valid, and suitable 

for use in L2 research” (p. 1). Freiermuth et al. 

(2021), on the other hand, interviewed eight 

gritty English language students from Japan, 

Malaysia, Taiwan, and Thailand to detail the 

characteristics of a gritty L2 learner. They 

discovered that L2 learners who are gritty have 

the endurance it takes to learn the English 

language and delight in the learning process. 

They are never bored by it and are confident in 

their ability to communicate in it even if they are 

not yet fluent. 

Because L2 grit has been lately explored 

in L2 learning and teaching, only a few studies 

on this research topic have provided empirical 

data. To date, most L2 grit studies have focused 

on the development and validation of the L2 grit 

scale (e.g., Alamer, 2021; Teimouri et al., 2020). 

Consequently, the present study adopts and 

modifies the available L2 grit scale from the 

previous research to explore the relationship of 

this personality trait with a different yet related 

construct in L2 learning, i.e., intrinsic reading 

motivation. Another research gap was found in 

the study of Freiermuth et al. (2021). Although 

they identified enjoyment or intrinsic motivation 

as one of the factors that influence L2 grit, they 

failed to specify what type of intrinsic 

motivation was referred to by the participants. In 

addition, Freiermuth et al. (2021) determined 

motivation as a factor through qualitative 

analysis only. This psychological construct is 

chosen because to the best of our knowledge, no 

efforts have been made to examine the 

relationship between L2 grit and intrinsic 

reading motivation. Furthermore, the current 

research addresses the issue of homogeneity of 

the sample as one of the limitations pointed out 

by Alamer (2021). According to him, future 

researchers must consider using samples from 

different language learning environments. 

Therefore, this study is conducted in the 

Philippines, a multicultural and multilingual 

learning context where English is considered a 

second de jure official language. Unlike past 

studies, this research analyzes the constructs 

mentioned above using the survey responses 

from two different groups of language learners 

(i.e., students majoring in English and students 

studying elementary education). Diversity of the 

language learning contexts and language 

learners may provide an in-depth understanding 

of grit as an L2 learning construct and the 

utilization of the L2 grit scale (Alamer, 2021). 

 
1.1 Theoretical Framework 

In language learning and academic 

success, personality and motivation are two of 

its most important determinants (Kelsen & 

Liang, 2019). Termed as a trait, Roccas et al., 

(2002, p. 790) defined personality as “what 

people are like” and that it may be positive or 

negative. Specifically, it deals with a collection 

of underlying traits that determine the actions, 

thoughts, and feelings of an individual (Medford 

& McGeown, 2012).  Recently, Brandt et al. 

(2021) have described broadly one’s personality 

as to how one behaves towards something. 

Concerning the present study, grit and 

motivation may be commonly mistaken as 

constructs with an entirely similar identity. 

Although previous studies have shown a 

relationship between the said variables, their 

distinct roles in the completion of goals must be 

emphasized. First, grit, according to Duckworth 

et al. (2007), has been considered a personality 

that entails the capacity to persevere and 

maintain dedication toward a long-term 

objective. Second, they suggested the possibility 

of grit assuming a narrow component of the five-

factor model of personality. 

The Big Five framework proposes five 

primary factors of personality that account for 

the individual differences among people 

(Medford & McGeown, 2012). In the academic 

setting, it influences not only the learners’ 

accomplishments but also their language 

learning as the same framework draws the 

individual disparity by determining one’s 

attitude, cognition, motivation, temperament, 

and learning styles (Kelsen & Liang, 2019). The 

five dimensions of personality include (1) 

agreeableness, (2) extraversion, (3) neuroticism, 

(4) openness to experiences, and (5) 

conscientiousness. Through various contexts, 

earlier researchers have utilized the same model 
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to predict individual differences (Roccas et al., 

2002). Moreover, among the identified 

personality factors, conscientiousness is most 

closely associated with grit. Credé et al. (2017) 

found substantial evidence for the link between 

grit and conscientiousness in their study. This 

corroborated the argument of Roberts et al. 

(2012) that despite being separately developed 

constructs, the two variables have clear 

relationships. 

According to Roberts et al. (2009), 

individual differences in terms of one’s 

inclination to be industrious, obedient, 

organized, responsible, and self-controlled are 

best described in a spectrum of constructs called 

conscientiousness. They also postulated that in 

its hierarchical structure, the upper level can be 

separated into two aspects: proactive and 

inhibitive. On the lower level of proactive 

conscientiousness, however, resides 

industriousness. Roberts et al. (2012) described 

industrious people as those who work hard, 

strive for excellence, and persevere despite 

obstacles. This description is similar to that of 

grit, particularly its subcomponent, that is, 

perseverance of effort. In the study by MacCann 

et al. (2009), perseverance of effort was found to 

have a positive relationship with the industrious 

facet of conscientiousness. In simpler words, grit 

is among the essential features of human 

personality and has significant behavioral 

implications (Costa & McCrae, 1992, as cited in 

Komarraju & Karau, 2005). 

As mentioned earlier, motivation plays 

a crucial role in learning a target language. 

Brandt et al. (2021) described motivation as the 

cause for people’s actions towards something. 

Medford and McGeown (2012) asserted that 

there exist various theories of motivation, but 

intrinsic and extrinsic are most often employed 

in reading studies, which is also the focus of this 

endeavor. This explains that an intrinsically 

motivated reader finds such activity to be 

fundamentally engaging or delightful. On the 

other hand, an extrinsically motivated reader 

takes part in a reading activity because of 

separable factors, for example, receiving a 

reward or avoiding a penalty. Furthermore, 

Schiefele et al. (2012) found that high domain-

specific intrinsic motivation is equivalent to high 

success expectations and subsequent desire to 

demonstrate effort. In addition, intrinsically 

motivated students are depicted as those who 

maintain interest as they pursue a personal 

objective (Ryan & Deci, 2000). This 

corresponds to a grit subcomponent that is 

concerned with the consistency of interest (CI). 

The relationship between personality 

and motivation has been evidenced by several 

studies. In a study by Komarraju and Karau 

(2005), they argued that high openness to 

experiences is tantamount to greater academic 

motivation. Moreover, a similar study yielded 

results showing conscientiousness and openness 

to experiences accounting for 17% of the 

variance in the learners’ intrinsic academic 

motivation (Komarraju et al., 2009). According 

to other research, an individual’s personality 

may be associated with distinct sub-facets of 

motivation in various ways. Clark and Schroth 

(2010) reported that intrinsically motivated 

students, in terms of acquiring knowledge and 

completing tasks, were both conscientious and 

agreeable. On the one hand, learners who were 

intrinsically motivated toward simulation 

experiences were likely under the personality 

factor of openness to experience. Although these 

past studies have found a link between 

personality and motivation, their different roles 

in terms of accomplishing goals must be 

considered. Motivation explains why one 

behaves, whereas grit tells how one behaves 

(Brandt et al., 2021). This, then, resonates with 

the assumption of the present study that when 

students are intrinsically motivated in reading, 

they also have a high level of L2 grit and vice 

versa. 

 
1.2 Statement of the Problem 

In this study, the respondents are pre-

service teachers who specialize in English 

language education and elementary education. 

Part of the objectives of the study is to determine 

levels of their L2 grit and intrinsic reading 

motivation. Most importantly, this present 

research aims to examine the relationship 

between intrinsic reading motivation and L2 Grit 

of the pre-service teachers from two universities 

in Central Mindanao, Philippines. It specifically 

attempts to answer the following research 

questions: 

● What is the level of L2 grit and intrinsic 

reading motivation of students majoring in 

English and students studying elementary 

education? 
● Is there a significant relationship 

between L2 grit and intrinsic reading motivation 
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of students majoring in English and students 

studying elementary education? 

2 Methodology  
2.1 Research Design 

The present study employed a 

quantitative survey research method to derive 

quantitative descriptions in measuring the 

relationships between variables of the selected 

sample population (Creswell & Creswell, 2018). 

Further, the relationship between L2 grit and 

intrinsic reading motivation was assessed using 

survey tools, resulting in numerical data that can 

be evaluated using statistical processes. In line 

with this, the study followed the cross-sectional 

survey to draw information on particular 

phenomena at one period of time (Kelley et al., 

2003). 

 

2.2 Research Setting 

The current research endeavor was 

conducted at two universities in Cotabato City, 

Philippines. Both academic institutions offer 

education courses such as Bachelor of 

Elementary Education (BEEd) and Bachelor of 

Secondary Education (BSEd) - major in English 

which are essential for this study. It is 

appropriate to conduct this study in this setting 

because the target respondents were available in 

both schools. 

 

2.3 Research Respondents 

The respondents for the present study 

were 236 Filipino college students (N = 191 

female; N = 38 male; N = 7 preferred not to 

reveal their biological sex) from two higher 

educational institutions in Central Mindanao: a 

private and a state university. Out of 384 pre-

service teachers majoring in English and 149 in 

elementary education learning English as a 

second language (L2), 128 (33%) and 108 (72%) 
from each group responded respectively. In this 

study, participating students who were 

specializing in English were heavily exposed to 

the said language because most of their course 

works were related to English pedagogy, 

literature, and linguistics. Meanwhile, 

participating students who were studying 

elementary education took English as a minor 

subject; as a result, they had lesser exposure to 

English as compared to the former group of 

respondents. English as a Second Language 

(ESL) is a term that is used to refer to specialized 

methods of teaching the English language to 

individuals whose first language is not English. 

The respondents’ age ranged from 18 to 26 years 

old with 19 years old being the modal age, and 

they were mostly freshmen (38.6%). 

Moreover, the study followed a multi-

stage clustering by beginning with the 

identification of clusters or groups, followed by 

the collection of names of individuals belonging 

to those clusters, and finally extraction of 

samples from them (Creswell & Creswell, 

2017). Ultimately, the study drew from a random 

sampling technique to provide everyone an 

equal chance of being selected (Creswell & 

Creswell, 2017) and prevent biases. 

 

2.4 Research Instruments 

L2 Grit Scale. In measuring the L2 grit of 

college students, this study adopted the validated 

survey questionnaire of Teimouri et al. (2020). It 

consists of two components: perseverance of 

effort (PE) and consistency of interest (CI) in 

learning a language. The consistency of interest 

calculates the interest in studying L2, while 

perseverance of effort assesses the learners' 

persistence in achieving their goals in L2 

learning. This five-point Likert scale from 1 to 5 

(not at all like me to very much like me) was 

acceptable in the present study as it had an 

internal consistency of 0.794. 

 

Intrinsic Reading Motivation Scale. The 

present study modified the Reading Motivation 

Survey created by Guthrie et al. (2009) to 

measure students’ intrinsic reading motivation. 

There were originally four variables, i.e., 

intrinsic motivation, avoidance, self-efficacy, 

and perceived difficulty. However, only seven 

items under intrinsic reading motivation in their 

research with the same Likert response format 

(from 1= never to 4= always) were adopted. 

After pre-testing this instrument, the intrinsic 

reading motivation scale was also found 

acceptable considering its 0.724 internal 

consistency. 

 

2.5 Data Collection and Analysis Procedures 
Considering the ethical concerns and 

requirements for conducting research with our 

target participants, we submitted official letters 

of request to the College of Education deans of 

one private and one state university in Central 

Mindanao. An informed consent letter was 

included in the correspondence, which detailed 

the aim, procedures for participation in the 

study, risks, and benefits, as well as the consent 

form for the participants. A full printed copy of 
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our survey questionnaire was also included in 

our submission. After the approval, they sent us 

the official lists of students enrolled in English 

and Elementary Education courses. 
We, then, immediately conducted a pre-

testing of instruments twice among the 23 third-

year English major students from one of the 

targeted schools. The first attempt yielded 

unreliable results, specifically with the 

avoidance scale under reading motivation. Thus, 

the same respondents were requested to answer 

the same questionnaire again. They were also 

instructed to accomplish the survey with careful 

consideration and truthfulness. However, the 

same problem occurred after the second 

accomplishment and therefore led to the 

decision of removing the avoidance scale.  
After the pre-testing of the instruments, 

we sent the web-based survey to the respondents 

via email. In analyzing the relationship between 

L2 grit and intrinsic reading motivation, the 

Pearson product-moment correlation using 

SPSS was utilized. Before that, however, reverse 

coding was used to accurately analyze the score 

of the results. The objective of reverse scoring is 

to recode responses so that a high score 

corresponds to a low score on the scale. On a 5-

point scale, for instance, a four becomes a two, 

and vice versa. 
 

3 Results and Discussion 
3.1 Levels of L2 Grit and Intrinsic Reading 

Motivation 
Table 1 summarizes the findings from 

the descriptive analysis of ESL students’ and 

English majors’ L2 grit and their intrinsic 

reading motivation. It reveals that both groups 

have high levels of intrinsic reading motivation 

and L2 grit, which implies that whether learners 

are specializing in English or simply studying 

English, they are most likely to be gritty and 

intrinsically motivated to read English texts. 

Results concerning L2 grit confirm that 

students majoring in English have remarkable 

grit in L2 learning (M = 3.58, SD = 1.027). 

Considering that they receive substantial inputs 

in the English language as they learn its 

fundamentals, such a result is barely surprising. 

It is expected that English majors will most 

likely be gritty in learning the English language 

because it is their specialization. They have been 

exposed to academic coursework related to 

English pedagogy, linguistics, and literature 

since their first year at the university. The same 

expectation was confirmed in the study of 

Teimouri et al. (2020) in which English-major 

students, whose future line of work was heavily 

dependent on their communicative skills in the 

English language, had high levels of L2 grit. 

Additionally, it is important to note that these 

English majors were under the teacher education 

program that prepares students for an English 

language teaching career. Hence, if these 

students aim to obtain an English teaching job 

after graduation, they will surely set a long-term 

goal and persevere to achieve it. 

 

Table 1.  
L2 Grit and Intrinsic Reading Motivation of 

Filipino Pre-service Teachers 
 Mea

n 

SD Interpretati

on 
Pre-service 

English 

Teachers 

   

L2 Grit 3.58 1.02

7 
High 

Intrinsic Reading 

Motivation 

(IRM) 

3.20 0.77

4 

High 

Pre-service 

Elementary 

Teachers 

   

L2 Grit 3.39 1.06

1 

High 

Intrinsic Reading 

Motivation 

(IRM) 

3.23 0.79

2 
High 

Note: 1.00-2.49 = Low IRM; 2.50-4.00 = High IRM 
          1.00-2.99 = Low L2 Grit; 3.00-5.00 = High L2 Grit 

As Duckworth et al. (2007) explained, 

pursuing English programs is similar to joining 

a marathon that requires mastery of the target 

language despite the frustrations its journey 

necessarily entails. Thus, in order to develop the 

necessary skills related to English teaching or 

learning, one must possess grit. For instance, the 

pre-service teachers from the study of 

Zawodniak et al. (2021) confessed awareness of 

their weaknesses in English language learning, 

but they were firm in addressing and possibly 

eliminating their identified weaknesses. 
Given that literature on L2 grit is still 

scarce, the presented assumption can also be 

drawn from the Commission on Higher 

Education (CHED) Memorandum Order No. 75, 

s. 2017 under Article IV, Section 6.3.1 which 

requires pre-service English teachers to use 
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English, when teaching language and literature, 

as a glocal language in a multilingual context. 

This implies that they are provided multiple 

opportunities to immerse themselves in 

practicing the target language, whereas these 

opportunities may encompass a variety of 

language learning experiences, depending on 

where the task at hand sits on the spectrum of its 

difficulty. Hence, as grittier learners of the 

English language, English majors are expected 

to keep thriving until they display their desired 

level of proficiency in the target language. 
Similarly, learners majoring in 

elementary education have high levels of L2 grit 

(M = 3.39, SD = 1.061). This connotes that the 

majority of them may also be as passionate and 

persevering in learning the second language as 

the English majors are. A possible reason for this 

is the goal they have in learning it. Duckworth et 

al. (2007) emphasized that having not only 

passion and perseverance but also a long-term 

goal is the quality of a gritty individual. To 

achieve that goal, a person must demonstrate a 

strong desire and resilience despite setbacks or 

difficulties in the learning process. It can be 

inferred that these pre-service elementary 

teachers who have taken English subjects since 

grade school may have long-term objectives of 

learning the second language. Although they do 

not specialize in English like the English majors, 

these learners showed grit in L2 learning. 
The results of this study can be 

supported by the English language attitude of 

Filipino adults across professions as surveyed by 

Mahboob and Cruz (2013). They found that 

majority of their respondents, across ESL 

communities, preferred English to be taught as a 

subject in school and be used as a language of 

instruction, which led them to claim that 

“English is the language that is perceived to be 

worthy of investment” (Mahboob & Cruz, 2013, 

p. 10). Most Filipinos devote their time to 

learning this language because English still 

holds a hegemonic position in the Philippines 

(Mahboob & Cruz, 2013). English continues to 

be the language in various societal domains in 

the country such as education and business and 

is a key to local and international job 

opportunities. Additionally, this positive attitude 

towards English can have an impact on one’s 

behavior. For instance, Hein et al. (2020) 

claimed that a positive attitude serves as a 

stimulus for one to take action and manifest 

perseverance, while others are withdrawing in 

the face of change and setbacks. They also 

argued that attitudes toward lifelong learning, as 

well as general learning strategies, were found to 

predict one component of grit – the persistence 

of effort (PE). Thus, when students invest in this 

language, it may mean that they have the goal to 

acquire it and develop the necessary linguistic 

skills no matter how tedious the process is. As a 

result, the pre-service English and elementary 

teachers in this study may have developed high 

L2 grit through the years of studying to improve 

their English language skills that will help them 

achieve their career goals. 
When it comes to reading, intrinsically 

motivated learners experience genuine pleasure 

and maintain interest while doing the said 

activity. They are further described as those who 

spend their time and effort, especially when 

developing a thorough knowledge of the texts 

they read, while also employing appropriate 

reading strategies (Hebbecker et al., 2019). In 

this study, the data above indicate that both 

English majors (M = 3.20, SD = 0.774) and ESL 

learners (M = 3.23, SD = 0.792) are highly 

intrinsically motivated readers of English texts. 

This corroborates the assumption made 

specifically on English majors having the 

tantamount intrinsic reading motivation to their 

L2 grit because their future careers heavily 

utilize English as a second language. 
As mentioned earlier in this paper, 

interest can also complement one’s reading 

motivation (Alhamdu, 2015). Moreover, such a 

claim suggests that learners’ motivation to read 

increases when the text piques their interest. In 

other words, they are most likely to have higher 

reading motivation when both are taken into 

consideration. Based on the definition of 

intrinsic reading motivation provided by Ryan 

and Deci (2000), it can be surmised that the 

respondents of this study have the inner zeal to 

read English reading materials that give them 

personal satisfaction. 
 
3.2 Relationship between L2 Grit and 

Intrinsic Reading Motivation 
Table 2 presents the correlation data 

between L2 grit and intrinsic reading motivation 

of ESL students with the Pearson correlation 

coefficient as the statistical treatment. The 

analysis reveals that the L2 grit and intrinsic 

reading motivation of the said group have a low 

positive significant relationship (r = .357, p-

value < .000). This suggests that when ESL 

students have a high level of grit in L2 learning, 
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they will most likely have a high level of 

intrinsic reading motivation as well. 
 
Table 2.  
Relationship Between L2 Grit and Intrinsic 

Reading Motivation of Pre-service Elementary 

Teachers 
Variables r p-

value 
L2 Grit 0.35

7 
0.000 Intrinsic Reading Motivation 

Note: Significant at the .01 level (2-tailed) 
N= 108 

Similarly, Table 3 shows the correlation 

data between the same variables of students 

specializing in English. The same analysis found 

a low positive significant relationship (r = .371, 

p-value < .000) between L2 grit and intrinsic 

reading motivation, indicating that English 

majors who tend to have high levels of L2 grit 

may also become highly intrinsically motivated 

readers. 
 
Table 3.  
Relationship Between L2 Grit and Intrinsic 

Reading Motivation of Pre-service English 

Teachers 
Variables r p-

value 
L2 Grit 0.37

1 
0.000 Intrinsic Reading Motivation 

Note: Significant at the .01 level (2-tailed) 
N= 128 

At the beginning of a long-term journey 

to learn a second language, students must reflect 

on their interest in and intended effort in doing 

so (Cavilla, 2017).  The results presented above 

are consistent with the research conducted by 

Changlek and Palanukulwong (2015). In their 

study, one major statistical finding revealed a 
significant and positive correlation between 

intrinsic and extrinsic motivation and grit among 

high achievers who are learning English as a 

foreign language. Particularly between intrinsic 

motivation and perseverance of effort, the same 

study found a significant and positive but weak 

relationship. This positive relationship implies 

that gritty people are more focused on their 

goals, and such is demonstrated when they get 

obsessed, as Lehrer (2011) would describe it, 

with particular activities like reading, in relation 

to the present study. We can expect, therefore, 

that intrinsically motivated language learners 

have the strength to endure when confronted 

with a difficult task, i.e., reading extremely 

challenging texts. Gritty students can overcome 

their fear of failure as they welcome challenges 

as part of the learning process. They recognize 

that mastering the target language requires a lot 

of reading, spanning from simple to complex 

materials, along with other activities that 

develop their skills. This reinforces Keegan’s 

(2017) argument that one’s personality and 

motivation are important determinants in 

language acquisition and educational 

accomplishments. Existing studies have also 

discovered that grit is associated with a variety 

of beneficial outcomes which include academic 

motivation (Eskreis-Winkler et al., 2014), 

persistence in accomplishing difficult tasks 

(Lucas & Nordgren, 2015), and even in 

delivering outstanding performances such as 

nationwide spelling competitions (Duckworth et 

al., 2010). 
However, the low correlation between 

the variables examined in the present study can 

possibly be explained by the context in which 

the L2 grit is measured. This indicates that 

despite both variables heading in the same 

direction, they do not necessarily have a linear 

correlation. It should be emphasized that most of 

the studies conducted on grit came from the 

Western culture, i.e., the United States, a country 

whose society is thought to be individualistic 

(Hofstede, 2001). In order to investigate the 

potential variances of grit, cultural theories must 

be considered. The self-construal theory of 

Markus and Kityama (1991) was used 

extensively to explain this phenomenon. This 

theory describes Western individualistic 

societies as people who view themselves with an 

autonomous identity, free of their social context 

(independent self-construal), and capable of 

pursuing their own goals (Markus & Kitayama, 

1991). Contrastingly, the collective societies 

from the East, or other cultures, see themselves 

as inherently interdependent components of 

society (interdependent self-construal). In other 

words, they share a fundamental connection with 

one another. As per empirical evidence, past 

studies among Asian communities revealed that 

learners usually invest a lot of their time in 

studying to broaden their academic 

achievements and maintain a ‘face.’ This 

approach to academic success is greatly 

encouraged in the East (King, 2015) but not from 

the end of Western students. Taken as a 

maladaptive approach by the latter group, they 
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do not recommend it as an effective way of 

gaining learning success (Elliot & Murayama, 

2008). 
Datu et al. (2016) further added that 

studies focusing on other cultures, such as the 

Asian contexts, are still in the marginalized area 

considering the very little research done. They 

also pointed out that the situation within the said 

community may be different, considering their 

collective values, social conventions, and 

traditions. Such major differences necessitate 

the investigation of the applicability of the 

concept of grit in a collectivist society. Hence, 

there is a high possibility that the Western 

individualistic concept of grit might not be 

appropriate for collective societies. This, then, 

calls for a modified model of grit that is more 

culturally applicable in a collectivist society like 

the Philippines. 
Furthermore, grit entails long periods of 

time by definition. Given that the present study 

used a cross-sectional survey, this could have 

also played a factor in such results. Thus, there 

is a great possibility that measuring grit for a 

single period of time, by merely answering the 

questionnaire, and amongst a collective society 

may be simply not entirely appropriate. 
 

4 Conclusion 
Over the past few years, the growing 

interest in grit does not seem to slow down 

anytime soon. Various studies have already 

highlighted its importance across different 

domains, including the realm of language 

learning. Previously conducted research studies 

have proven that grit, as a non-cognitive 

construct, can help a learner succeed in 

achieving their identified long-term goals 

(Duckworth et al., 2007; Duckworth & Gross, 

2014). In fact, motivation has been among the 

various factors that are associated with grit, 

particularly in language learning (Changlek & 

Palanukulwong, 2015; Chen et al., 2020; Feng & 

Papi, 2020). In line with this, the present study 

discovered that learners of English as an L2 and 

student teachers specializing in the said 

language are highly gritty individuals who are 

also intrinsically motivated learners. Contrary to 

the presumptions made at the onset of this study, 

results demonstrated that their differences in 

terms of their focus of study do not necessarily 

determine the level of grit they have in L2 

learning.  However, as Datu et al. (2016) would 

suggest, L2 Grit scales need to be culturally 

sensitive, too. Nevertheless, this does not 

necessarily negate the link determined between 

the variables. This can, instead, mean that 

stimulating students’ intrinsic reading 

motivation can also improve their L2 grit. 

Additionally, the researchers only used pure 

quantitative methods which might have different 

possible results if they used different designs in 

research, such as qualitative research design or 

mixed method research design in the current 

study. 

5 Recommendations 
 The relationship between grit and 

motivation has been established in previous 

studies. However, linguistic research 

particularly focusing on language-specific grit 

seems scant. A mixed-methods study offering a 

qualitative perspective on the subject and the 

participants' complex viewpoints may be done as 

a follow-up. Moreover, several studies across 

different fields have been stressing the 

importance of grit, for it almost always 

guarantees success among those who possess it. 

In the landscape of academics, there have been 

empirical data that prove its crucial role in 

positive academic outcomes (Datu et al., 2016).  
 The importance of developing L2 grit is 

highlighted in this study as it positively 

correlates with intrinsic reading motivation. 

Thus, the present research recommends 

identifying teaching strategies that specifically 

increase the L2 grit of the students to be tested 

(Alamer, 2021). Conducting grit intervention 

studies shall help our teachers plan their teaching 

strategies or practices that promote L2 grit, as 

well as intrinsic reading motivation, among the 

learners. This will further shed light on how 

teachers can provide the help needed by the 

students in class. 
 While the literature provides a few 
strategies that foster L2 grit in students, 

Duckworth (2013), in her appearance at the TED 

Conference, suggested that a growth mindset is 

a good idea for building grit. This means that 

teachers can use teaching strategies that promote 

a growth mindset in learning as it also develops 

the grit of the students (Zhao et al., 2018). For 

example, English language teachers should 

praise the reading effort of the students who 

positively view effort-ability relationships 

(Calingasan & Plata, 2022), provide process-

focused criticism (Dweck, 2008), help students 

set and achieve a learning goal instead of a 

performance goal (Dweck & Yeager, 2019), and 
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give them challenging learning tasks (Grant & 

Dweck, 2003). Duckworth (2013) believed that 

fostering a growth mindset among individuals is 

one of the ways to build grit. In fact, gritty 

individuals are more successful than those who 

have higher IQs. According to the study by 

Schwinger et al. (2009) and Wolters (1998), 

college students have a set of motivational 

regulation strategies associated with increased 

effort, academic performance, and persistence. 

With this, we can infer that a growth mindset 

would be a great help to boost the motivational 

regulation strategies of college students in 

pursuing their long-term goals and it is also a 

way to increase their grit at the same time. 
 Moreover, in order to contribute to the 

growing body of literature on L2 grit, it is first 

suggested that an L2 Grit Scale, acknowledging 

the significant differences among collective 

societies, be developed. Grit may be a 

personality that anyone can have, but not 

everyone views it so similarly. Cultural factors 

may play a crucial part in how one evaluates grit. 

Hence, for the purpose of gathering as accurate 

data as possible, a culturally sensitive L2 grit 

scale must be proposed, examined, and validated 

for further use.  
 Lastly, future language researchers may 

opt to conduct studies that involve ESL in-

service teachers. Teimouri et al. (2020) asserted 

that investigating language teachers’ grit and 

their motivation in teaching is of equal 

importance. Given that they have first-hand 

experience in facilitating an ESL classroom, it 

would be interesting to see just how gritty they 

are. This trait can be reflected in their teaching 

practices or in their professional development in 

general. As someone who always deals with the 

element of spontaneity common to the teaching 

profession, it is also of interest to know how they 

confront difficult situations that arise within the 

language classroom. Hence, it would be much 

better to also conduct an interview that shall 

allow a more in-depth understanding of the 

variable being examined.  
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Abstract 

ESL learners find pronunciation one of the most 

challenging aspects in speaking an English 

language especially if the phonemes of the 

target language are not present in their mother 

tongue sound inventory. This study aimed to 

determine the variation of the pronunciation of 

English words with dental fricatives or the /th/ 

sounds among the Chavacano, Tausug, and 

Visayan senior high school learners. Cross-

sectional design and total enumeration was 

employed in the data collection, and percentage 

frequency distribution was used for data 

analysis. Majority of the 32 learner-participants 

were rated excellent in pronouncing the words 

with /θ/ sound but poor in pronouncing the 

words with /ð/ sound. The Tausug and Visayan 

speakers tend to pronounce the words with 

voiceless /th/ sound more accurately than the 

Chavacano speakers, but the latter was better 

than the other ethnolinguistic counterparts in 

pronouncing the words with voiced /th/ sound. 

Mispronunciation of words made by the  

learner-participants was an affirmation of 

Richard’s (1974) theory of interlanguage error 

that signals the negative transfer of 

phonological elements of the mother tongue into 

the L2. It can be concluded that the learner-

participants needed to practice more in 

pronouncing the words with fricative 

consonants to make themselves understood and 

to avoid miscommunication.  

 

1 Introduction 

The world’s population is now dominated 

by approximately 1.5 billion speakers of the English 

language, either as their lingua franca or as their 

second language (Lyons, 2021; Szmigiera, 2022). 

Among the macroskills of language (along with 

reading, writing, and listening), speaking seems to 

attract a lot of English learners’ attention. The 

foundation of speaking constitutes phonetics both in 

theory and practice that results to good 

pronunciation, making the communication process 

more intelligible. Thus, accuracy of pronunciation 

which is claimed to be the most important element 

of learning oral skills in a second language should 

be highly regarded (Pennington, 2019). Nowadays, 

L2 pronunciation has abruptly evolved as an 

interdisciplinary field unlike several decades ago 

when language research and pedagogy related to 

pronunciation seemed to be insignificant, hence 

neglected (Derwing & Munro, 2010; Nagle et al., 

2019; Tergujeff, 2012). The emergence of research 

on L2 pronunciation has shed light on issues, 

theories, and possible solutions on how to 

effectively improve the pronunciation of learners. In 

fact, many second language (L2) learners struggle 

in this aspect especially in making themselves 

understood or understand others. 

 Haugen (1972, p. 325) defined language 

ecology as “the study of relationships between a 

language and the environment, basically identified 

by the speakers who learn and use it, and transmit to 

others”. Creese and Martin (2003) supported this 

ideology by adding  that investigation is required to 

determine the interrelationship of languages in a 

specific society, the speakers of the language, and 

the social structures in which the languages are 

spoken in a society. This means that language 

learners who have a high exposure to a target 

language are more likely to have an accurate 
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pronunciation or oral skill than learners who have 

less exposure. 

Some English consonants cause 

pronunciation problems to L2 speakers. 

Pronouncing a group of two successive letters that 

produces a single sound called “digraph” especially 

in /th/ phonemes is considered one of their 

difficulties, i.e., the voiced dental fricative /ð/ (as in 

this) and the voiceless dental fricative /θ/ (as in 

thing). Since the two constrastive phonemes are not 

present in the Filipino language or in any local 

language of the Philippines, most Filipino ESL 

speakers tend to mispronounce the English words, 

eventually changing the meaning of the words 

completely, e.g., pronouncing “day” /dеI/ instead of 

“they” /ðеI/. 

One thing to consider is the absence of 

digraphs in the lingua francua sound inventory of 

the learners which, in contrast, is present and often 

used in their target language. In fact, Yamaguchi 

(2014) claims that /th/ sounds are not found in the 

sound inventory of any local language in Malaysia, 

that is why L2 learners often mispronounce the 

words with fricative consonant in the target 

language. Moreover, Adila and Refnaldi (2019) 

claimed that there were six kinds of consonant 

errors in the senior high school students’ speaking 

performance when they conducted a study in an 

Indonesian university. One factor was because the 

pronunciation was generally influenced by the 

speakers’ mother tongue. Lastly, ineffectiveness of 

the phonetic teaching process especially in the 

primary years of language learning is identified to 

be another reason of pronunciation problem 

(Almutalabi, 2018). All these claims with regard to 

pronunciation errors are possibly anchored from the 

two types of language errors (Richards, 1974). The 

interlingual error which is primarily caused by the 

interference of the mother tongue in learning the 

target language, and the intralingual error which is 

caused by transferring the L1 language rules into the 

target language. Keshavarz (1999) claims that 

interlanguage errors occur at various levels such as 

the transfer of linguistic elements of the lingua 

franca into the L2. Meanwhile, intralingual errors 

happen when language learners over-generalize, 

ignore the restriction of language rules, 

incompletely apply the rules, and assume the 

concepts wrongly. 

Gilakjani (2011) posits the following 

reasons why L2 learners commit mistakes in 

pronouncing words in their target language. First, 

learners have and show no interest. Second, learners 

have less exposure in their target language. Lastly, 

language teachers do not emphasize the importance 

of teaching pronunciation nor they have the 

sufficient materials in teaching pronunciation 

effectively. Apparently, it is important for language 

teachers to draw attention to the importance of 

teaching pronunciation correctly and apply the 

contextualized strategies in the language classroom 

to motivate the language learners in practicing their 

oral skills accurately. 

Enerdino C. Coronel – Baluno National 

High School is a small secondary school located in 

the rural hills of the western part of Zamboanga 

City, Philippines. From 2016 to 2022, its total 

student population across junior high school and 

senior high school levels has gradually increased 

from 250 to 370 learners. The Senior High School 

Department has an average of 30 to 45 learners per 

level. Majority of them come from the 

ethnolinguistic groups of Chavacano and Tausug, 

and only few learners speak the Cebuano/Visayan 

language. 

In their language subjects (English and 

Filipino), it was observed that most of the learners 

mispronounce the words and letters presented and 

used in their target language. This gave an interest 

to the researcher to investigate the senior high 

school learners’ pronunciation of words with /ð/ and 

/θ/ sounds in the English language according to their 

ethnolinguistic groups. 

1.1 Statement of the Problem 

This study sought to find the variation on 

the pronunciation of English words with /th/ sounds 

particularly the /ð/ (voiced dental fricative) and the 

/θ/ (voiceless dental fricative) among the Grade 11 

senior high school learners of Enerdino C. Coronel 

- Baluno National High School. Specifically, the 

study aimed to answer the following questions: 

1. What was the overall result of the 

pronunciation of English words with dental 

fricatives or the /th/ sounds? 

2. What were the variations on the 

pronunciation of English words with voiced 

and voiceless /th/ sounds among the senior 

high school learners in terms of their 

ethnolinguistic groups? 
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1.2 Significance of the Study 

This study will benefit the ESL instructors 

especially the language teachers assigned in rural 

schools. Public schools in far-flung areas usually 

house diverse ethnolinguistic groups of learners and 

have less exposure to their L2. Language teachers 

need to give extra attention to teaching correct 

pronunciation to their learners during actual classes, 

interventions, or anytime when L2 is used as this 

will impact their oral communication process inside 

the classroom and in other context. 

This study will benefit the ESL learners to 

be aware of the possible problems with regard to 

their pronunciation of English words with 

phonemes that are not present in their lingua franca. 

Language learners should know that pronunciation 

is an essential aspect of oral skill that gives lasting 

impression to their listeners. 

Lastly, this study will benefit the Education 

Program Supervisors for the language subjects 

under the Department of Education (DepEd), the 

language practitioners, and other related positions in 

the education sector. The results of this study will 

help them suggest appropriate interventions, 

activities, and programs that will enable and hone 

the pronunciation accuracy of the language learners 

regardless of their ethnolinguistic background. 

 

2 Methods 

2.1 Design 

The researcher used cross-sectional design 

as the primary aim was to collect the data from the 

senior high school learners at a specific point in 

time. Thomas (2020) states that this type of research 

design is appropriate if the purpose was to observe 

the chosen participants without influencing them. 

There is no need for follow-ups or interventions 

after the data has been collected, thus cost-effective. 

Nevertheless, cross-sectional design can only 

employ a relatively passive approach to making 

causal inferences based on the actual findings. 

Total population or complete enumeration 

was the technique for data collection. It is a type of 

purposive sampling technique in which the 

researcher chose to examine the entire population 

that has a particular set of characteristics such as 

specific attributes or traits, experience, knowledge, 

skills, exposure to an event, etc. In this research, the 

characteristics referred to the ethnolinguistic groups 

of the learner-participants which influenced the 

researcher’s choice of total population sampling 

based on the following reasons: 

a. The population size was relatively small. 

Unlike the other public senior high schools 

that usually have more than one section per 

grade level and offered more than one 

strand, Enerdino C. Coronel – Baluno 

National High School which is a small rural 

school only opens one section per grade 

level in the upper secondary level. Because 

of its small population, ECC-BNHS only 

offers the Humanities and Social Sciences 

(HUMSS) strand ever since the K to 12 

curriculum of Department of Education was 

implemented in the Philippines. 

b. The population had diverse 

ethnolinguistic groups. Despite the small 

population of the school, there were three 

ethnolinguistic groups among the senior 

high school learners and these were 

Chavacano, Tausug, and Bisaya. 

2.2 Respondents 

The respondents for this study were the 

Grade 11 senior high school learners of Enerdino C. 

Coronel – Baluno National High School (ECC-

BNHS), Baluno, Zamboanga City. They were 

enrolled in Humanities and Social Sciences strand. 

Their class was composed of 32 learners; 14 males 

and 18 females. 

Among the 14 males, five of them spoke 

Chavacano, six spoke Tausug, and three spoke the 

Visayan language. On the other hand, 18 females 

were comprised of eight Chavacano speakers; seven 

Tausug speakers, and three Visayan speakers. 

Overall, there were thirteen (13) Chavacano 

speakers, thirteen (13) Tausug speakers, and six (6) 

Visayan speakers. 

2.3 Instruments 

Three research instruments were utilized in 

this study: a) a modified form that contained the 

information of the senior high school learner-

participants; b) a pronunciation practice sheet that 

contained words with voiced and voiceless fricative 

consonants; and c) the actual pronunciation test tool 

to determine the pronunciation accuracy of the 

senior high school learners on English words with 
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both voiced and unvoiced /th/ sounds. The language 

teacher used a scoring rubric to evaluate the 

accuracy of the /th/ sound pronunciation of the 

learner-participants, and a mobile phone audio 

recorder to recheck the pronounced words with /th/ 

sounds before the data were analyzed. 

Modified School Form 1 

The modified form was designed to collect 

the personal information of the senior high school 

learner-participants, adapted from the School Form 

1 (SF1)  also known as the School Register. Unlike 

the original School Form 1 that collected 

information such as their complete name; sex; birth 

date; age (as of first Friday of June in the school year 

enrolled); mother tongue; ethnic group; religion; 

home address; parents’ names; guardian’s name and 

relationship; and the contact number of the parent or 

guardian, the form modified by the researcher 

collected only the learner-participants’ necessary 

information relevant to the study such as their age, 

sex, home address, language spoken at home (L1) 

and other languages they speak. 

Pronunciation Practice Sheet  

This instrument contained English words 

with voiced and voiceless dental fricatives adapted 

from an American English-based textbook titled 

Phoenix Language Package: Skill Builders for 

English Proficiency for secondary level. It was 

stated in the first paragraph of the textbook’s 

Foreword that the textbook aimed to improve the 

listening, speaking, and writing skills (including 

grammar) of its readers. 

The pronunciation practice tool used by the 

learner-participants to practice the English words 

with voiceless and voiced /th/ sounds was divided 

into three columns: 10 words with initial and medial 

voiceless /th/ sound in the first column, 10 words 

with voiceless and voiced /th/ sound in the second 

column, and 10 words with medial and final voiced 

/th/ sound in the third column. Overall, there were 

30 English words with fricative consonants in the 

pronunciation practice sheet. 

Actual Pronunciation Test Tool 

This instrument was a minimal-pair reading 

aloud test on both voiced and voiceless /th/ sounds 

taken from the same textbook titled Phoenix 

Language Package: Skill Builders for English 

Proficiency. Since the textbook contained the 

pronunciation of English words in minimal pairs 

with dental fricative sounds, the researcher 

proposed that the selected material was relevant to 

achieve the objective of this study. Hence, the third 

instrument which was based from the textbook with 

American English content was a valid research tool 

to measure the overall result of the senior high 

school learner-participants’ pronunciation of words 

with dental fricatives or the /th/ sounds used in the 

English language. 

The actual pronunciation test tool was split 

into two sets: Set A that comprised 10 English 

words with voiceless dental fricative /θ/ and 10 

words with /t/ sound; and Set B that comprised 10 

English words with voiced dental fricative /ð/ and 

10 words with /d/ sound. Overall, there were 40 

English words in the pronunciation test tool, but 

only the list of words under /θ/ column and /ð/ 

column were evaluated by the language teacher 

since that was the primary scope of the study. 

 

              SET A       SET B 

Words with /θ/ and /t/     Words with /ð/ and /d/ 

/θ/          /t/      /ð/  /d/ 

think          tink     than  Dan 

thank          tank     then  den 

through          true     lather ladder 

three          tree     thine  dine 

thick          tick      thy  die 

thrust          trust     though dough 

thyme          time     those  dose 

thought          taught     they  day 

thread          tread     these  dizzy 

Table 2: Instrument used to determine the 

pronunciation errors of the learner-participants in 

both voiced and voiceless /th/ sounds 

Rubric and Audio Recorder 

Like any other evaluation tool, rubrics are 

useful to assess performances. In this case, a rubric 

is used to determine the pronunciation accuracy of 

the senior high school learner-participants 

specifically on the sets of English words with voiced 

and voiceless /th/ sounds. The resulting judgment of 

quality based on this tool contains within it a 

description of the actual performance that can be 

used for feedback. The rubric used in this study has 
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two major aspects: coherent sets of 

criteria and descriptions of levels of 

performance for these criteria. The criteria and 

performance-level descriptions help the senior high 

school learner-participants understand their actual 

pronunciation of the English words with /th/ sounds 

and how these words were supposed to pronounce. 

To assess the oral reading pronunciation of 

the learner-participants, holistic rubric was used. It 

consisted of a single scale with all criteria to be 

included in the evaluation being considered 

together. 

When a senior high school learner-

participant pronounced all the words with dental 

fricative correctly in each set, or made minimal 

errors with at least one to three mispronounced 

English words with /th/ sounds out of 10 per set, he 

or she would be rated “Excellent”. When he or she 

mispronounced the English words four to six times 

out of 10 per set, he or she would be rated 

“Average”. Lastly, when he or she mispronounced 

the English words  with /th/ sounds seven to nine 

times per set, or mispronounced all words with /th/ 

sounds per set, he or she would be rated “Poor”. 

To recheck the pronunciation of words 

made by the senior high school learner-participants, 

the English language teacher recorded their 

utterances via Oppo A37 built-in audio recorder 

during the conduct of the data gathering process. 

The device would identify the possible 

pronunciation errors on the dental fricative sounds 

whenever the language teacher misheard the 

utterance of the learner-participant during the actual 

pronunciation test. 

 

2.4 Data Gathering Procedure 

 Prior to the conduct of the study, the 

researcher sent a letter of permission to the school 

principal. The data collection was conducted during 

the first period class of the Grade 11 senior high 

school learners. It took one hour and thirty minutes 

to accommodate the 32 senior high school learner-

participants who were all present during the data 

gathering schedule. 

 At the beginning of the data collection, the 

senior high school learner-participants were asked 

to accomplish the SF1 modified form. After the 

form was completely accomplished, each learner-

participant was given a pronunciation practice sheet 

then they read aloud the English words with 

voiceless and voiced /th/ sounds together with their 

English language teacher. 

After the pronunciation drill, the learner-

participants were given a copy of the actual 

pronunciation test tool. The language teacher 

informed them that only the English words with 

both voiced and voiceless dental fricative sounds 

would be evaluated, disregarding the words with /t/ 

sound in Set A and the words with /d/ sound in Set 

B. Individually, they proceeded to the actual 

pronunciation test on minimal pairs of English 

words with voiced and voiceless dental fricative 

sounds along with the English words with /t/ and /d/ 

sounds. The process was facilitated and evaluated 

by the language teacher who was an English major. 

The actual oral reading test was audio-

recorded to identify the misheard pronunciation of 

the senior high school learner-participants. The 

language teacher required them to read orally the 

English words with voiced /th/ and /t/ sounds twice 

in set A and read the English words with voiceless 

/th/ and /d/ sounds twice in set B. 

 The language teacher ticked  on the empty 

spaces before the English words found on the actual 

pronunciation test sheet when the learner-

participants pronounced the words with /th/ sounds 

correctly. The spaces were left unmarked when the 

English words with /th/ sounds were 

mispronounced. 

After the data collection, each senior high 

school learner-participant’s audio recording was 

carefully listened by the language teacher to recheck 

the pronunciation of the English words with dental 

fricatives. No bearing was given to any 

mispronounced words with /t/ sound in Set A and 

/d/ sound in Set B as these two sounds were not the 

focus of the study. The pronunciation test results in 

both voiced and voiceless /th/ sounds were then 

statistically treated according to the ethnolinguistic 

groups of the senior high school learner-

participants. 

2.5 Data Analysis 

The researcher employed percentage 

frequency distribution on the data gathered to 

further analyze the results of the pronunciation 

accuracy of the senior high school learner-

participants of Enerdino C. Coronel – Baluno 

National High School. Percentage frequency 

distribution is defined as a display of  data that 
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signifies the percentage of observations that exist 

for each data point or grouping of data points 

(Lavrakas, 2008). This method is useful to express 

the relative frequency of the accurately pronounced 

English words with voiced and voiceless dental 

fricatives. After the results on the pronunciation of 

English words on voiced and voiceless dental 

fricatives were analyzed, the researcher interpreted 

the data based on the adjectival descriptions of the 

rubric for the actual pronunciation test. 

 

3 Results 

To determine the results of the study, the 

actual oral reading test in two sets of minimal pairs 

was the basis for assessing the pronunciation 

accuracy on the English words with voiced dental 

fricative and unvoiced dental fricative uttered by the 

senior high school learner-participants. 

Among the five male Chavacano speakers, 

three (3) were rated excellent while two (2) were 

poor in pronunciation  of English words with 

voiceless dental fricative /θ/ sound in minimal pairs. 

No male Chavacano speaker was rated average in 

the given oral reading test. Meanwhile, among the 

six male Tausug speakers, three of them were rated 

excellent and the other three were rated poor in the 

pronunciation of the words with voiceless /th/ 

sound. Like the male Chavacano speakers, no male 

Tausug speaker was rated average. Lastly, among 

the male Visayan speakers, one (1) of them was 

rated excellent, the other one was average, and the 

last one was poor in the pronunciation test. 

 On the other hand, among the eight (8) 

female Chavacano speakers, four (4) were rated 

excellent, 1 was average, and 3 were poor in the 

pronunciation of the English words with voiceless 

dental fricative sound in Set A minimal pair. Among 

the seven (7) female Tausug speakers, five (5) were 

rated excellent and two (2) were poor in the reading 

aloud test. No female Tausug speaker had an 

average rating in the pronunciation of the English 

words with unvoiced dental fricative sound. Lastly, 

all of the three Visayan speakers were rated 

excellent in the minimal pair assessment. 

 To answer the research question 1 which 

seeks to determine the overall result of the 

pronunciation of the English words with voiceless 

fricative consonant, 19 out of 32 senior high school 

learner-participants were rated excellent in 

pronouncing the unvoiced dental fricative or the /θ/ 

sound. This means that more than half of the total 

sample size pronounced the 10 English words with 

unvoiced dental fricative sound correctly, or at least 

committed minimal errors with at least one to three 

mispronounced English words in unvoiced /th/ 

sounds. Meanwhile, only two (2) out of 32 senior 

high school learner-participants were average in the 

pronunciation of 10 English words with unvoiced 

/th/ sounds. These two speakers (regardless of their 

ethnolinguistic background) committed at least four 

to six pronunciation errors in the English words with 

unvoiced /th/ sounds in Set A minimal pairs. Lastly, 

11 out 32 senior high school learner-participants 

were poor in pronouncing the 10 English words with 

unvoiced /th/ sounds. These speakers 

mispronounced 7 to 9 English words with voiceless 

/th/ sounds in Set A minimal pairs, or possibly 

pronounced almost all the English words with 

unvoiced /th/ sounds incorrectly. 

 

   SHS         Excellent Average        Poor       Total 

Learners       /θ/ sound   /θ/ sound   /θ/ sound 

MALE 

Chavacano 3       0            2  5 

Tausug  3       0            3  6 

Visayan 1       1            1  3 

FEMALE 

Chavacano 4       1            3  8 

Tausug  5       0            2  7 

Visayan 3       0            0  3 

TOTAL            19       2           11           32 

Table 3: Results of the senior high school learners’ 

assessment on pronunciation of the English words 

with voiceless /th/ sound 

 To answer the research question number 2 

that seeks to determine the variation of the 

pronunciation of the English words with unvoiced 

fricative consonant  or the /θ/ sound according to the 

ethnolinguistic groups, 21.9% of the total sample 

size were the Chavacano senior high school learner-

participants who were rated excellent in 

pronouncing the 10 English words with unvoiced 

/th/ sounds. This means that more than half of the 

Chavacano speakers pronounced all the English 

words with voiceless dental fricative sound 

correctly, or committed minimal errors with one to 

three mispronounced words in Set A minimal pairs. 
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 Moreover, 25.0% of the total sample size 

were the Tausug senior high school learner-

participants who were excellent in the pronunciation 

of the English words with unvoiced dental fricative 

sounds. This implies that most Tausug speakers 

were likely to have accurate pronunciation of 

English words with unvoiced /th/ sounds. 

 Finally, 12.6% of the total sample size or 

four (4) out of six (6) Visayan senior high school 

learner-participants were excellent in the 

pronunciation of English words with unvoiced /th/ 

sounds. This also signifies that almost all of the 

Visayan speakers were more likely to pronounce all 

the English words with unvoiced /th/ sounds 

correctly rather than committing pronunciation 

errors. 

Overall, 59.5% of the Grade 11 senior high 

school learner-participants were excellent, 6.2% 

were average, and 34.3% were poor in the 

pronunciation of the English words with voiceless 

dental fricative sound. This means that more than 

half of the senior high school learner-participants 

pronounced the English words with /θ/ sound with 

at least one to three errors, or possibly pronounced 

all the 10 English words with /θ/ sound correctly. 

Also, more than half of each ethnolinguistic group 

only committed minimal errors in the pronunciation 

of the English words with /θ/ sound or never 

mispronounced the 10 English words with /θ/ sound 

at all. Conversely, more than a third of the senior 

high school learner-participants needed to improve 

their pronunciation of English words with /θ/ sound 

as they mispronounced the words seven to nine 

times in Set A minimal pairs, or possibly 

pronounced all the 10 English words with voiceless 

/th/ sounds incorrectly. 

 

   SHS        Excellent     Average          Poor       Total 

Learners       /θ/ sound     /θ/ sound     /θ/ sound 

Chavacano 7      1           5           13 

         (21.9%) (3.1%)     (15.6%)   (40.6%) 

Tausug  8      0           5           13 

         (25.0%)      (15.6%)   (40.6%) 

Visayan  4      1           1            6 

         (12.6%) (3.1%)      (3.1%)   (18.8%) 

Total  19      2          11           32  

          (59.5%) (6.2%)     (34.3%)   (100%) 

Table 4: Consolidated results of the senior high 

school learners’ assessment on pronunciation of 

the English words with voiceless /th/ sound 

For the pronunciation of the English words 

with voiced /th/ sound, among the five (5) male 

Chavacano speakers, two (2) of them were rated 

excellent; one (1) was rated average; and the other 

2 were rated poor. Three (3) were average and 3 

were poor in the oral reading test among the six 

male Tausug speakers. No male Tausug speaker was 

rated excellent in pronouncing the English words 

with voiced /th/ sound. Lastly,  among the 3 male 

Visayan speakers, each of them were excellent, 

average, and poor respectively. 

On the other hand, among the eight (8) 

female Chavacano speakers, four (4) were rated 

excellent, one was average, and 3 were poor in 

pronouncing the English words with voiced dental 

fricative sound. 2 were excellent, 3 were average, 

and 2 were poor among the seven (7) female Tausug 

speakers in their pronunciation of English words 

with voiced dental fricative sounds. Lastly, among 

the 3 female Visayan speakers, 1 was excellent and 

the remaining 2 were poor in the oral reading test. 

No female Visayan speaker was rated average in the 

Set B minimal pair reading aloud assessment. 

 To answer the research question number 1 

that seeks to determine the overall result of the 

pronunciation of the English words with voiced 

fricative consonant, ten (10) out of 32 senior high 

school learner-participants were rated excellent, 

nine (9) were average, and thirteen (13) were poor 

in the pronunciation of English words in Set B 

minimal pairs. This implies that more than a third of 

the total sample size need to improve their 

pronunciation of the English words with the voiced 

/th/ sounds in Set B minimal pairs. Apparently, they 

mispronounced the set of English words with voiced 

/th/ sound seven to nine times, or mispronounced 

almost all the English words with voiced dental 

fricative sounds. 

 

   SHS         Excellent Average        Poor       Total 

Learners       /ð/ sound   /ð/ sound   /ð/ sound 

MALE 

Chavacano 2       1            2  5 

Tausug  0       3            3  6 

Visayan 1       1            1  3 

FEMALE 

Chavacano 4       1            3  8 

Tausug  2       3            2  7 

Visayan 1       0            2  3 

TOTAL            10       9           13           32 
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Table 5: Results of the senior high school learners’ 

assessment on pronunciation of the English words 

with voiced /th/ sound 

 To answer the research question number 2 

that seeks to determine the pronunciation of the 

English words with voiced fricative consonant 

according to the ethnolinguistic groups, 18.8% (six 

speakers) were rated excellent, 6.25% (two 

speakers) were average, and 15.6% (five speakers) 

were poor among the 13 Chavacano senior high 

school learner-participants in pronouncing the 

English words with voiced /th/ sound. This implies 

that almost half of the male and female Chavacano 

senior high school learner-participants pronounced 

the English words with voiced dental fricative 

sounds with at least one to three pronunciation 

errors, or almost half of the Chavacano speakers 

pronounced the English words with voiced /th/ 

sounds almost perfectly. Meanwhile, five speakers 

out of 13 male and female Chavacano senior high 

school learner-participants committed seven to nine 

pronunciation errors in the 10 English words with 

voiced dental fricative sounds, or five out of 13 

Chavacano speakers mispronounced almost all the 

10 English words with voiced /th/ sounds in Set B 

minimal pairs. 

Among the 13 Tausug senior high school 

learner-participants, 6.25% (two speakers) were 

excellent, 18.8% (six speakers) were average, and 

15.6% (five speakers) were poor in the oral reading 

test. This means that only two out of 13 Tausug 

speakers pronounced the 10 English words with 

voiced /th/ sounds almost perfectly, or only two out 

of 13 Tausug speakers committed minimal errors in 

the pronunciation of 10 English words with voiced 

/th/ sounds in Set B minimal pairs. Meanwhile, 

almost half of the male and female Tausug speakers 

committed at least four to six errors in the 

pronunciation, thus rated average. Five out of 13 

Tausug speakers committed seven to nine 

pronunciation errors on the 10 English words with 

voiced /th/ sounds, or five out of 13 Tausug speakers 

mispronounced almost all the 10 English words 

with voiced /th/ sounds in Set B minimal pairs. 

Finally, among the six Visayan senior high 

school learner-participants, 6.25% (two speakers) 

were excellent, 3.12% (one speaker) was average, 

and 9.37% (three speakers) were poor in the 

pronunciation of English words with voiced dental 

fricative sounds in Set B minimal pairs. This implies 

that half of the Visayan senior high school learner-

participants needed to improve their pronunciation 

of English words with voiced dental fricatives as 

they committed seven to nine pronunciation errors 

on the 10 English words in Set B minimal pairs, or 

half of the Visayan speakers mispronounced almost 

all the 10 English words with voiced dental fricative 

sounds. 

 Overall, 40.6% of the Grade 11 senior high 

school learner-participants need to improve their 

pronunciation on the English words with voiced /th/ 

sounds in Set B minimal pairs. More than a third of 

the total sample size mispronounced almost all the 

10 English words with voiced dental fricative 

sounds, committed at least seven to nine 

pronunciation errors, or possibly no correct 

pronunciation at all. 

  

   SHS        Excellent     Average          Poor       Total 

Learners       /ð/ sound     /ð/ sound     /ð/ sound 

Chavacano 6      2           5           13 

         (18.8%) (6.25%)     (15.6%)   (40.6%) 

Tausug  2      6           5           13 

         (6.25%) (18.8%)     (15.6%)   (40.6%) 

Visayan  2      1           3            6 

         (6.25%) (3.12%)     (9.37%)   (18.7%) 

Total              10      9          13           32  

          (31.3%) (28.1%)     (40.6%)   (100%) 

Table 6: Consolidated results of the senior high 

school learners’ assessment on pronunciation of 

the English words with voiced /th/ sound 

 

4 Discussion 

From the data presented, it was found out 

that 19 out of 32 or 59.5% of the Grade 11 senior 

high school learner-participants of Enerdino C. 

Coronel – Baluno National High School were 

excellent in the pronunciation of the English words 

with unvoiced fricative consonant or the /θ/ sound. 

This means that majority of them pronounced the 

words with unvoiced /th/ sound almost perfectly, or 

at least committed at least one to three errors in the 

pronunciation of the English words in Set A 

minimal pairs reading aloud assessment. However, 

11 out of 32 or 34.3% of the Grade 11 learner-

participants were poor in pronouncing the English 

words with voiceless /th/ sounds. This means that 

they needed to exert more effort or practice more in 
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the pronunciation of the words with /θ/ sound in 

their target language. Apparently, these 11 senior 

high school learner-participants committed seven to 

nine pronunciation errors, or possibly 

mispronounced all the English words with voiceless 

/th/ sounds in Set B minimal pair reading aloud test. 

Conversely, only 10 out of 32 senior high 

school learner-participants or 31.3% were rated 

excellent in the pronunciation of English words with 

voiced fricative consonant or the /ð/ sound, while 

nine (9) of them or 28.1% were average, and 13 or 

40.6% were poor in the pronunciation test. This 

signifies that majority of the Grade 11 learner-

participants needed to improve their pronunciation 

of the words with voiced dental fricative sound in 

their target language. More than a third of the total 

sample size committed seven to nine pronunciation 

errors, or possibly mispronounced all the English 

words with voiced /th/ sound in Set B minimal pair 

reading aloud test. 

In an ethnolinguistic perspective, majority 

of the Chavacano, Tausug, and Visayan senior high 

school learner-participants were excellent in the 

pronunciation of the words with unvoiced dental 

fricative or the /θ/ sound in their target language 

with 21.9% of the 13 speakers, 25.0% of the 13 

speakers, and 12.6% of the 6 speakers respectively. 

This implies that most of the Grade 11 learner-

participants did very well in pronouncing the 

English words with unvoiced /th/ sound in Set A 

minimal pair reading aloud test, projecting only 

minimal pronunciation errors. However, 15.6% of 

the Chavacano speakers, 15.6% of the Tausug 

speakers, and 3.1% of the Visayan speakers needed 

to intensely improve their pronunciation of the 

English words with unvoiced /th/ sound as they 

committed seven to nine pronunciation errors in the 

reading aloud assessment. 

Moreover, although 18.8% of the 13 

Chavacano speakers were excellent in the 

pronunciation of the words with voiced fricative 

consonant or the /ð/ sound, 15.6% of the Chavacano 

speakers were poor in the Set B minimal pair 

reading aloud test. This means that the Chavacano 

speakers tend to pronounce the English words with 

voiced fricative consonant more accurately than the 

other ethnolinguistic groups. Among the 13 Tausug 

speakers, 18.8% dominated the average level and 

15.6% were poor. It implies that this ethnolinguistic 

group needed to practice more in their 

pronunciation of English words with voiced /th/ 

sound as they committed four to six and seven to 

nine pronunciation errors in the two levels 

respectively. There is also a possibility that the five 

(5) Tausug speakers never pronounced all the 

English words correctly in the Set B minimal pair 

reading aloud test. Finally, majority of the Visayan 

senior high school learner-participants or 9.37% of 

the 6 Visayan speakers were poor in the 

pronunciation of words with voiced dental fricative 

sound in their target language. Only 6.25% of the 

Visayan speakers were excellent, which means that 

this ethnolinguistic group tend to mispronounce the 

words with voiced /th/ sound more often than 

pronouncing them accurately. 

 In summary, most of the learner-

participants in this study did very well in 

pronouncing the English words with /θ/ sound or the 

unvoiced fricative consonant but needed to improve 

their pronunciation of the words with /ð/ so und or 

the voiced fricative consonant. Among the three 

ethnolinguistic groups, the Tausug and Visayan 

speakers tend to pronounce the words with voiceless 

dental fricative more accurately than the Chavacano 

speakers. However, the Chavacano speakers tend to 

pronounce the words with voiced /th/ sound better 

than the Tausug and Visayan speakers. 

 Mispronunciation of the English words 

with fricative consonants made by the learner-

participants are seen to be a manifestation of 

interlanguage error theory (Richards, 1974). This 

type of language error usually happens when the 

language learner makes a negative transfer of the 

linguistic elements of the native language (L1) into 

the target language (L2). In this case, the negative 

transfer made by the Chavacano, Tausug, and 

Visayan speakers was in the phonological aspect of 

the English language. As stated, the phonemic 

fricative consonant of /th/ either voiced or voiceless 

is not present in the Filipino language or in any local 

language in the Philippines, thus speakers disregard 

the pronunciation of words with voiced and 

voiceless dental fricative sound unless required in 

an English classroom instruction. 

 In addition, the geographic location was 

also a factor in the pronunciation accuracy of the 

learner-participants. Residents of Barangay Baluno, 

Zamboanga City only use Chavacano, Tausug, 

Visayan, or Filipino language in their usual 

conversations with their family, friends, or anyone 

they know. They would prefer to speak using the 

common local language instead of speaking 
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English, even in the actual English classes. Less 

exposure to the target language results to more 

chances of making a mistake in the L2. 

 Finally, may the findings of this study 

englighten the language instructors, the learners, 

and the English program supervisors to give proper 

instructions, practice, and interventions to improve 

the oral skill specifically the pronunciation of the 

learners. In the end, good pronunciation is a key 

element to an effective oral communication that 

gives a lasting impact to the listeners. 
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Abstract

One of the emerging research fields in Natural
Language Processing is Noise Detection (ND),
the process of identifying posts containing
noise information on textual data. While nu-
merous datasets and approaches are developed
for ND research in other languages, equiv-
alent resources for the Vietnamese are lim-
ited. To the best of our knowledge, no dataset
or method has been investigated or proposed
to address the noise Detection tasks in the
Vietnamese language. In reality, noise data
is constantly present in datasets and some-
times hurts relevant model performance. To
overcome this limitation, we propose ViND, a
first human-annotated dataset that is available
to the scientific community as a benchmark
for the task of Vietnamese Noise Detection.
The ViND dataset contains 12,862 posts col-
lected from five major Vietnamese real es-
tate news websites. This paper provides an
overview of the Vietnamese Noise Detec-
tion task, the process of creating the ViND
dataset, and the techniques for carrying out the
baseline experiments. On the ViND dataset,
the PhoBERTlarge model outperforms robust
baseline models such as LSTM, Bi-LSTM,
BERT, RoBERTa, XLM-R, and DistilBERT
and achieves a macro F1-score of 0.9024. In
addition, our proposed method also success-
fully improves the related task’s performance,
mainly Vietnamese Named Entity Recognition
(NER) for real estate posts, about 0.0239 in
terms of macro F1-score.

1 Introduction

In Natural Language Processing (NLP) and Ma-
chine Learning, data and data processing play
a significant role, especially when working with

∗*Corresponding author: Binh T. Nguyen (e-mail: ngt-
binh@hcmus.edu.vn).

user-generated or social network content formed
in non-standardized text. Furthermore, data in this
aspect generally contains meaningless or useless,
and this kind of information often impacts nega-
tively on purpose but is easily ignored. Therefore,
to increase the quality of data and the performance
of the NLP models, removing all of the noisy in-
formation from the dataset (Subramaniam et al.,
2009) is necessary.

The explosion of data available from social net-
working and e-commerce platforms has opened
the need and opportunities for noise information
processing in NLP (Al Sharou et al., 2021). How-
ever, for real estate, the posts could be disturbed
by the wrong input from creators, missing essen-
tial descriptions, and the mistakes made by real
estate agents. Besides, there is a wide range of
helpful values with complete information. Never-
theless, their definitions are still ambiguous and
complicated, making them difficult to distinguish
from the actual noise (Subramaniam et al., 2009).
Moreover, Vietnamese real estate post data also
includes many challenges such as abbreviations,
spelling errors, or some unclear situations that lead
to misunderstandings for readers.

In this research, we present a study on building
a Vietnamese real estate post dataset and a pro-
posed method for Noise Detection in Vietnamese
real estate posts data to improve the efficiency of
other vital tasks on this data. Firstly, we collected
data from Vietnam real estate from websites. Next,
according to annotation guidelines, we annotated
the data to noise or non-noise. Finally, we con-
duct experiments on noise classification methods
to compare, analyze and propose a suitable tech-
nique. Three main contributions of this paper are
summarized as follows:
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1. We present ViND, the first manually-
annotated dataset created to serve as a bench-
mark for the task of Vietnamese Noise De-
tection. There are 12,862 posts annotated us-
ing a strict and efficient process to assure the
dataset’s quality.

2. Based on the best-performing model
PhoBERTlarge, we proposed a simple and
efficient method for the Vietnamese Noise
Detection task. Various experiments were
implemented and evaluated on the ViND
dataset using state-of-the-art baseline mod-
els. Moreover, we experimented with a
combination of Noise Detection and the
NER task for Vietnamese real estate posts to
verify the effectiveness and contribution of
the proposed method.

3. We have analyzed the error cases, limitations,
and specific case studies that need to be ad-
dressed to improve the models’ performance
and develop further studies.

The rest of this paper can be organized as fol-
lows. First, in Section 2, we survey and describe
an overview of the fundamentals of the Noise De-
tection task and relevant studies. Next, Section 3
shows the process of building our ViND dataset,
including three stages: data collection, data anno-
tation, and validation of annotation. Then, Sec-
tion 4 contains our experiment and analysis on the
ViND dataset, which includes the performance of
the baseline models and common error cases. Fi-
nally, Section 5 provides our main conclusion and
future works.

2 Fundamental of Noise Detection

2.1 Task Definition

The starting step for the Noise Detection task is
to determine a proper noise definition (Al Sharou
et al., 2021). It is worth noting that the mean-
ing of the noise can be different on diverse issues.
In this section, we aim to recapitulate the Viet-
namese Noise Detection task. The goal of this task
is to classify the label y (noise or non-noise) cor-
responding to a provided real-estate advertisement
post X.

Input: Given Vietnamese real estate posts on
the real estate websites.

Output: One of the two labels described below.

1. Noisy real estate posts (NOISE) contains
noisy data that are frequently intended to
cause confusion and can harm the impression
of information about a certain real estate. A
post is identified as NOISE if it (1) mention
many real estates in a single post; (2) does
not provide critical information such as an ad-
dress, price, or area; (3) refers to numerous
pricing and places for one real estate.

2. Non-noise real estate posts (Non-NOISE)
is a normal post. It can be an advertisement,
brokerage, buying, or selling of real estate
that contains transparent and necessary infor-
mation without being confusing or restrictive.

Figure 1: Several instances of the Noise Detection task
in Vietnamese.

2.2 Existing Methods for Noise Detection
Subramaniam et al. (Subramaniam et al., 2009)
presented a picture of text noise types for doc-
uments. The authors surveyed different research
topics, including Information Retrieval, Text Clas-
sification, Text Summarization, and Information
Extraction tasks. The review showed general text
noises for different sources of documents from
different task aspects. Therefore, there would
be many methods for each text noise type of the
noise-detection task. Jindal et al. (Jindal et al.,
2019) proposed a framework to enable a DNN to
learn better sentence representations in the pres-
ence of label noise for text classification tasks.
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It helped noise models absorb most of the la-
bel noise. Bagla et al. (Kumar et al., 2020)
conducted experiments by using SOTA methods
such as BERT (Devlin et al., 2019), RoBERTa
(Liu et al., 2019), etc., on IMDB movie reviews
datasets (Maas et al., 2011) and Stanford Senti-
ment Treebank (SST-2) (Socher et al., 2013) for
the binary text classification task. The research
also pointed out the importance of being mindful
of any noise in text data when fine-tuning NLP
models on noise text data.

2.3 Noise Detection in Vietnamese Real
Estate

Text-noise is observable in most digital texts, in-
cluding emails, SMS, blogs, and so on (Subra-
maniam et al., 2009). Furthermore, as real estate
post data can be contributed by the community, be-
ing affected by noise is unavoidable. Noisy texts
will degrade the performance of machine learn-
ing models, particularly transformer-based models
(Kumar et al., 2020). Despite significant global
development in this field (Jindal et al., 2019; Ku-
mar et al., 2020), research in Vietnam is still lim-
ited. According to our survey, there is no re-
search on this topic in Vietnam. As a result, we
propose implementing Noise Detection into real
estate posts. Our work contributes to the first
dataset for Vietnamese Noise Detection in real es-
tate posts. It also implements SOTA methods such
as deep neural networks and transformer-based
models to evaluate the findings.

3 Dataset Creation

Figure 2 depicts an overview of the process we per-
formed to make the ViND dataset. Our dataset cre-
ation process goes through three phases: Dataset
Collection, Data Annotation, and Validation of
Annotation. These phases are described in detail
as follows.

Figure 2: The procedure of creating ViND dataset.

3.1 Data Collection
Our data for this study comes from publicly avail-
able online sources, including major real estate
websites in Vietnam, including https://nhad
at247.com.vn, www.prozy.vn, https:
//homedy.com, https://muaban.net,
and www.batdongsan.com.vn. For data col-
lection, we use the robust Python tool - Beautiful
Soup1. This library significantly assists us in ex-
tracting data from HTML or XML files by provid-
ing Pythonic techniques for iterating, searching, or
editing directly on the parse tree. After the crawl-
ing is completed, an appropriate database is con-
structed to store the data.

Each collected sample of real estate posts typi-
cally includes a post description and any additional
information such as an address, area, and price.
In some situations, such as when the post descrip-
tion contains undesirable artifacts, erroneous char-
acters, or HTML markers, it is still possible to col-
lect this information. Nonetheless, raw data could
occasionally lack critical information from post
descriptions. Therefore, combining all relevant
features collected from the post description with
those already available in raw data could be criti-
cal in building an effective data collection strategy
from multiple sources. In the end, we collected
12,862 samples to create the ViND dataset.

3.2 Data Annotation Process
Metric For Inter-Annotator Agreement Co-
hen’s Kappa is commonly used to evaluate inter-
annotator agreement (IAA) in several tasks and
is widely considered as the benchmark (McHugh,
2012). As a result, we employ Cohen’s Kappa
(Bhowmick et al., 2008) to compute inter-
annotator agreements of annotators and quality as-
surance of human annotation. The Cohen’s Kappa
coefficient can be formulated as follows:

k =
Pr(a)− Pr(e)

1− Pr(e) , (1)

where k represents an inter-annotator agreement,
Pr(a) represents a relative observed agreement
among raters, and Pr(e) represents the hypotheti-
cal probability of chance agreement.

3.2.1 Stage 1: Pilot Annotation
We recruited six undergraduate students for our
annotation tasks. Most of them had experience

1https://pypi.org/project/beautifulso
up4/
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annotating several datasets in Vietnamese Natu-
ral Language Processing. The primary goal of
this Pilot Annotation Stage was to acquaint our
annotators with the task. After that, we created
an initial set of annotation guidelines with exam-
ples and sent them to annotators. Then, before
annotating the same 200 random samples from
the collected data, all annotators were asked to
proofread carefully and rigorously adhere to the
annotation guidelines. They repeated these steps
five times to compute IAA using Cohen’s Kappa,
which was obtained by averaging the results of
pairwise comparisons among all annotators. Fi-
nally, annotators annotated the data independently
until the inter-annotator agreement of the annota-
tions achieved more than 0.80 (near perfect agree-
ment) (McHugh, 2012), and they completed the
annotation guidelines. Figure 3 presents the IAA
of our staff on the tasks of Vietnamese Noise De-
tection during the Pilot Annotation stage.

Figure 3: Inter-annotator agreements from five separate
annotation training rounds.

Annotation Guidelines A detailed annotation
guideline has been explicitly composed for the an-
notators to identify and label noises efficiently.
The proposed guideline includes the following
phases: (1) If the annotating post contains suffi-
cient information in the description, it will be la-
beled as not noise; (2) Any post whose descrip-
tion mentions more than one real estate or contains
many values for the same property, such as area or
price, can be labeled as noise; (3) There are also
posts with either selling or renting types or a com-
bination of these two types that do not provide any
information about the address and area or address
and price of a specific real estate. Again, it im-
plies that those posts can be labeled “noise” when
no helpful information is found.

Sometimes the guidelines do not cover all the
diversity of real estate posts and can create chal-
lenges that the annotation team may face during
the annotation process. Some rare cases where the
post contains ambiguous information that is too
difficult to identify noise can be set aside for later
discussion. After each discussion, the guideline
will be modified in detail and complemented to
generalize better to new cases in the future.

3.2.2 Stage 2: Ground Truth Annotation
We randomly selected a Ground Truth set of 1,200
posts from the collected data for this stage. Two
guideline developers independently annotated the
Ground Truth set using the well-developed guide-
lines from the previous step and reached an IAA
of 0.87. These annotators have a deep awareness
of the data and tutorials that ensure the reliability
and efficacy of the annotation process. In addition,
they discussed annotation concerns and solutions
for further improvement.

3.2.3 Stage 3: Main Annotation
We divided the collected posts into six equal and
non-duplicating subsets. Each well-trained anno-
tation from Phase 1 will be assigned a subset to
annotate. In addition, we add 200 samples from
the ground truth set to each subset at random and
separately. Annotators were asked to modify tasks
until the IAA reached 0.80 or higher. Then, the
IAA (Cohen’s Kappa) was evaluated by compar-
ing each annotator to the corresponding ground
truth. This procedure was completed with a mean
Cohen’s Kappa of 0.83.

3.3 Validation of Annotations

We carefully validated the annotated data before
publishing it for research purposes. We required
our annotators to self-check the posts they had an-
notated and prepare short notes to report on their
own mistakes after annotating every 500 samples
to improve their annotation. This effort decreases
the possibility of our annotators making the same
mistake too often. To reduce the error rate, we
have an additional step of cross-checking once we
complete annotating every 3,000 samples. Our
staff then investigates and validates any mistakes
discovered by others.

3.4 Dataset Statistics

The ViND dataset contains 12,862 posts divided
into three subsets: training, development, and test,
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with a ratio of 6:2:2. Basic statistics of the three
ViND subsets are shown in Table 12. We can see
that the length of posts ranges from 8 to 1,038
words, with an average of 110 words utilized in
each post. Besides, having a large quantity of
training vocabulary allows us to train and fine-
tune the models more effectively. Interestingly,
posts labeled with noise are, on average, 12.2±1.5
words less in length than non-noise posts. It is
because non-noise data contains posts that do not
provide essential information, making it shorter.

Table 1: Basic statistics of proposed ViND dataset.

Training set Development set Test set

Fu
ll

D
at

a

Number of posts 7,717 2,571 2,574
Average posts length 109.5 111.2 108.3
Total Vocabulary size 845,632 283,404 278,808
Maximum posts length 1038 622 622
Minimum posts length 8 11 8

N
oi

se

Number of posts 1,524 417 420
Average posts length 98.1 101.2 98.4
Total Vocabulary size 123,117 42,229 41,337
Maximum posts length 585 579 505
Minimum posts length 8 13 8

N
on

-n
oi

se

Number of posts 6,463 2,154 2,154
Average posts length 111.8 111.9 110.2
Total Vocabulary size 722,515 241,175 237,471
Maximum posts length 1038 622 622
Minimum posts length 8 11 10

Figure 4 depicts the distribution statistics of the
number of posts with and without noise labels in
each ViND subset. We can observe from the sta-
tistical results that the dataset is unbalanced since
posts with noise labels account for a considerable
proportion of the total. It can be explained by
the fact that, in real life, the real estate websites
we choose to collect have a team of administrators
who filter and eliminate noise posts. However, for
objective reasons, a small proportion of such posts
still exist and should be deleted from the system.

Figure 4: The labels distribution on each ViND subset.

2Note that vocabulary size and comment length are com-
puted at the word level.

4 Experiments

Figure 5 presents an overview of the experimental
procedure for our task in this paper.

Figure 5: Overview of the experimental procedure for
Vietnamese Noise Detection.

4.1 Data Preprocessing

The dataset is processed using the following tech-
niques before it is used in experiments: (1) Nor-
malizing text to Unicode standard; (2) Cleaning
input formats (e.g., HTML or Javascript from
crawlers); (3) Removing invalid characters (e.g.,
emojis, non-Vietnamese characters). Example:
*Nhà đẹp lung linh**beautiful house*→Nhà đẹp lung
linhbeautiful house; (4) Fixing non-standard diacriti-
cal marks and non-standard punctuations. Exam-
ple: Thanh Hoá→ Thanh Hóa, uỷ bancommittee →
ủy bancommittee; (5) Using the VnCoreNLP tool (Vu
et al., 2018) to do word segmentation.

4.2 Baseline models for Noise Detection
performance comparison

We experiment with various approaches to clas-
sify noise data, including transformer-based pre-
trained language models and deep neural network
models. In this study, state-of-the-art models,
including LSTM, Bi-LSTM, BERT, RoBERTa,
XLM-R, DistilBERT, and PhoBERT, are imple-
mented and fine-tuned to find the best model for
the task of Vietnamese Noise Detection.

Long Short Term Memory (LSTM) is a particu-
lar type of RNN, which was introduced by Hochre-
iter et al. (Hochreiter and Schmidhuber, 1997) in
1997. This method has an additional memory cell
compared to traditional RNN to capture long-term
dependencies information. Moreover, LSTM also
presents new gates like input and forget gates to
control gradient flow, helping us avoid vanishing
gradients when training.

Bidirectional-LSTM (Bi-LSTM) is an extended
version of LSTM (Hochreiter and Schmidhuber,
1997) that was proposed by Grave et al. (Schuster
and Paliwal, 1997). Unlike standard LSTM, this
approach utilizes the information flow from both
directions, thus, enhancing the understandability
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of the model. BiLSTM can be used in various
NLP tasks like machine translation, named entity
recognition, and our text classification task.

Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2019) is a
transformer-based approach for pre-trained in var-
ious NLP task which was developed by Delvin et
al. in 2018. This technique was pre-trained on two
tasks: masked language modeling and next sen-
tence prediction. This work uses the training set
for fine-tuning the pre-trained BERT model before
classifying posts.

Robustly optimized BERT approach
(RoBERTa) (Liu et al., 2019) is trained with
the help of dynamic masking. This technique
forces the system to predict the hidden sections
of text truly while unannotated language ex-
amples. RoBERTa, implemented in PyTorch,
is an extension of the BERT approach (Devlin
et al., 2019) with some adjustments in terms
of key hyper-parameters like mini-batches size
and learning rates. This method also discards
the next-sentence pre-trained objective from the
original BERT.

XLM-RoBERTa (XLM-R) (Conneau et al.,
2020) is a multilingual language model introduced
Conneau el at. in 2019. It is a variant of RoBERTa
(Liu et al., 2019) which was pre-trained on 2.5T
of data across 100 languages containing 137GB of
Vietnamese texts. On several cross-lingual bench-
marks, this technique outperforms mBERT (Con-
neau et al., 2020).

DistilBERT (Sanh et al., 2019) is a smaller ver-
sion of BERT approach (Devlin et al., 2019) which
was introduced by Sanh et al. in 2019. Although
it just contains 40% fewer parameters than BERT,
this method enables it to preserve over 95% of
BERT’s performance and execute 60% faster. Tak-
ing advantage of this efficient method, we utilize
DistillBERT in our experiment with the belief of
achieving a sustainable result.

PhoBERT (Nguyen and Tuan Nguyen, 2020)
is a monolingual pre-trained language model
that was trained on a 20GB Vietnamese dataset
using the same architecture and approach as
RoBERTa (Liu et al., 2019). PhoBERT enables
to outperform many state-of-the-art approaches
in Vietnamese-specific NLP tasks, including text
classification (Nguyen and Tuan Nguyen, 2020;
Tran et al., 2022, 2021).

4.3 Experimental Settings

We use the training set to fit experimental pa-
rameters and the development set to fine-tune
classifier hyper-parameters. We utilize the test
set to evaluate our baselines and implement an
Adam optimizer (Kingma and Ba, 2015) with a
Dropout of 0.2 and a fixed learning rate of 1e-5,
and num_train_epochs equal to 4 to fine-tune the
hyper-parameters of baseline models. Deep neural
network models, including LSTM and Bi-LSTM,
are implemented with a 300 embedding size and a
Dense two output layer with a Sigmoid activation
function. We also pass our input through several
well-known word embedding (Tuan Nguyen et al.,
2020; Vu Xuan et al., 2019) before feeding it to
LSTM and Bi-LSTM model.

In this work, we use simpletransformers3 to
implement all pre-trained language models in
transformer-based models. These pre-trained
models have a max sequence length equal to 100
and a learning rate decay of 0.01. In addition,
we also apply both variants of BERT, RoBERTa,
XLM-R, and PhoBERT, including base and large
versions.

4.4 Noise Detection Performance Evaluation
Metrics

This section presents the evaluation metrics em-
ployed in this study. The commonly used metrics
for text classification tasks in general (Sokolova
and Lapalme, 2009), and detecting noise posts
in particular, are Precision, Recall, and F1-score.
However, because the proposed datasets have no-
tably imbalanced classes, the average macro F1-
score, the harmonic mean of Precision and Recall,
is the optimal metric for this task. As a result,
we used the average macro F1-score as the critical
measure, with the Precision and Recall providing
additional information.

4.5 Experimental Results

Table 2 shows our results from the experiments.
Compared to deep learning models, the combina-
tion between Bi-LSTM and FastText has the high-
est F1 score of 0.6594 for the ViND test Full
Data. Furthermore, the model mentioned above
has an F1 score of 0.4119, the highest in the Noises
Data category. Besides, combining Bi-LSTM with
PhoW2Vword achieves the greatest F1-score of
0.9077 in the Non-noises Data category.

3https://simpletransformers.ai/
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Table 2: Noise Detection results on the ViND test set using various methods. The best outcomes in each category
are highlighted.

Model Full Data Noises Data Non-noises Data
Pre. Rec. F1-score Pre. Rec. F1-score Pre. Rec. F1-score

LSTM + fastText 0,8489 0,5972 0,6248 0,8333 0,2024 0,3257 0,8645 0,9921 0,9239
LSTM + Word2vec 0,8133 0,6116 0,6429 0,7576 0,2381 0,3623 0,8690 0,9851 0,9234
LSTM + PhoW2Vword 0,8449 0,6015 0,6307 0,8241 0,2119 0,3371 0,8658 0,9912 0,9242
LSTM + PhoW2Vsyllable 0,8634 0,5946 0,6213 0,8632 0,1952 0,3184 0,8637 0,9940 0,9242
Bi-LSTM + fastText 0,6952 0,6404 0,6594 0,5106 0,3452 0,4119 0,8799 0,9355 0,9068
Bi-LSTM + Word2vec 0,6839 0,6383 0,6549 0,4883 0,3476 0,4061 0,8796 0,9290 0,9036
Bi-LSTM + PhoW2Vword 0,6976 0,6372 0,6573 0,5165 0,3357 0,4069 0,8787 0,9387 0,9077
Bi-LSTM + PhoW2Vsyllable 0,6926 0,6406 0,6590 0,5052 0,3476 0,4118 0,8801 0,9336 0,9061
BERTbase 0,9172 0,8326 0,8674 0,8938 0,6810 0,7730 0,9406 0,9842 0,9619
BERTlarge 0,8973 0,8701 0,8829 0,8390 0,7690 0,8025 0,9557 0,9712 0,9634
RoBERTabase 0,9219 0,8209 0,8608 0,9076 0,6548 0,7607 0,9362 0,9870 0,9609
RoBERTalarge 0,9016 0,8820 0,8914 0,8430 0,7929 0,8172 0,9601 0,9712 0,9656
XLM-Rbase 0,9307 0,8313 0,8711 0,9218 0,6738 0,7785 0,9396 0,9889 0,9636
XLM-Rlarge 0,9324 0,8270 0,8686 0,9269 0,6643 0,7739 0,9380 0,9898 0,9632
DistilBERT 0,9153 0,8894 0,9016 0,8686 0,8024 0,8342 0,9620 0,9763 0,9691
PhoBERTbase 0,9416 0,8661 0,8983 0,9313 0,7429 0,8265 0,9518 0,9893 0,9702
PhoBERTlarge 0,9312 0,8790 0,9024 0,9053 0,7738 0,8344 0,9571 0,9842 0,9705

With transformer-based models, we get better
outcomes in every area when utilizing DistilBERT
and PhoBERT. For example, whereas DistilBERT
has the two highest Recall scores for Full Data and
Noises Data categories (0.8894 and 0.8024, re-
spectively) and the highest value of 0.9620 for Pre-
cision of Non-noise Data category, PhoBERTbase

has the two highest Precision of Full Data and
Noise Data with 0.9416 and 0.9313 orderly.

Experimental results indicate that the
PhoBERTlarge model outperforms transformer-
based models on Full Data, Noise Data, and
Non-noise Data, respectively, by an F1 score
of 0.9024, 0.8344, and 0.9705. The PhoBERT
model, particularly the PhoBERTlarge model,
has the benefit of being trained on a substantial
Vietnamese data domain gathered from vari-
ous subjects and news websites (Nguyen and
Tuan Nguyen, 2020). Due to the diversity of
language in the pre-trained and training data,
domain knowledge and terminology are better
represented, improving model performance.

Furthermore, the traditional technique using
LSTM and PhoW2Vec provides an outstanding re-
sult in 0.9940 of Recall. Besides, one can see
that almost the metric values of transformer-based
models are higher than the older ones. On the
other hand, the monolingual pre-trained language
model for Vietnamese (PhoBERT) beats the mul-
tilingual models on the task of Vietnamese Noise
Detection. It turns out that existing solutions can
solve Noise Detection tasks and generate positive
results.

4.6 Error Analysis and Discussion

Based on the macro F1 scores, we select the best
baseline models, DistilBERT, PhoBERTbase, and
PhoBERTlarge, to perform error analysis. Then,
as shown in Figure 6, we report the statistics of
the ratio of various types of error cases4 of 200
random samples in the ViND development set.

Table 3: Case studies in ViND development
set. We evaluate DistilBERT, PhoBERTbase, and
PhoBERTlarge on 3 sampled posts, with their gold la-
bels and model predictions.

We notice that Information overlap5, Needing
syntactic knowledge6, and Short sequence7 are

4Definition of errors are explained in the Appendix A.
5The presence of several overlapping items of information

on a given property in the case.
6The case contains complicated syntactic structure, and

the model is unable to recognize the exact meaning.
7The input case is very short (< 20 words).
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Figure 6: We conduct error analysis on ViND datasets with three best-performing models. We divide error cases
into eight categories: Ambiguity, Needing domain knowledge, Needing syntactic knowledge, Information overlap,
Short sequence, Annotation mistake, Rare words, and Irrelevant description.

the most common types of failure in DistilBERT,
PhoBERTbase, and PhoBERTlarge. DistilBERT
model, in particular, has a high proportion of type
Needing domain knowledge errors because it was
pre-trained on a limited Vietnamese data domain.

We further show some cases study on ViND de-
velopment set in Table 3. In the first case, we no-
tice that both DistilBERT and PhoBERTbase fail
to predict the post’s label, while PhoBERTlarge

can obtain the correct prediction. Since this post
includes real estate terms and PhoBERTlarge pre-
trained language models that have the advantage of
being trained on a larger Vietnamese data domain,
one could use domain knowledge to comprehend
those terms. In the second case, all three mod-
els fail to detect the noise since the post is highly
complicated and contains information overlap. In
the last point, PhoBERTlarge incorrectly predicts a
short post because the model requires a significant
amount of information to identify.

As depicted in Figure 6 and Table 3, overlapping
information, lack of information due to limited in-
put data, and complexity in posting structure are
challenging issues that need to be addressed in the
future. In conclusion, we conclude that the task
of Vietnamese Noise Detection is challenging due
to the unique peculiarities of the Vietnamese lan-
guage, and more state-of-the-art methods should
be investigated and proposed.

4.7 Contribution Verification For The
Proposed Noise Detection Model

We have investigated the proposed method’s ef-
fectiveness in reducing noise posts in the NER
task for Vietnamese real estate posts. In experi-

ments, we utilize our best model, PhoBERTlarge,
as a classifier, and the system can eliminate the
advertisement posts predicted by the model to be
noise. In contrast, the remaining posts can be used
to train and evaluate NER models.

To ensure reliability and transparency in the
comparison, we conduct the experiment using the
same data partitioning, experimental settings, and
metrics as Son et al. (Huynh et al., 2021). Fur-
thermore, we decide to compare our approach with
Son et al. (2021) as it is the most recent research in
the Vietnamese NER task and is in the same field
as the real estate news we are addressing.

The experimental results are presented in Tale 4.
The results show that our proposed Noise Detec-
tion method significantly improves the NER per-
formance (increase up to 0.0239 F1-score). As a
result, using PhoBERTlarge to reduce noise data is
efficient and generates state-of-the-art results on
the task of NER for Vietnamese real estate.

5 Conclusion and Future Works

This paper presents ViND, a new Vietnamese real
estate posts dataset for Noise Detection, includ-
ing 12,862 samples. In addition, we implement
LSTM and BERT models to find a better model
that achieves better performance in the Noise De-
tection task. Finally, from the obtained results, we
analyze and record typical error cases that need to
be handled to help improve model performance.

As discussed in Section 4.6, we will investigate
and test approaches for dealing with imbalanced,
overlapping data to improve the solution’s perfor-
mance in the future. Moreover, our research lays
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Table 4: The results compare NER models performance without and with using Noise Detection.

Model
Previous study

(Huynh et al., 2021)
Our Noise Detection

+ (Huynh et al., 2021)
Precision Recall F1-score Precision Recall F1-score

MaxoutWindowEncoder W64 0.8623 0.8933 0.8775 0.8739 (↑0.0116) 0.9224 (↑0.0291) 0.8975 (↑0.0200)
LSTM W64 0.8486 0.8628 0.8556 0.8581 (↑0.0095) 0.8591 (↓0.0037) 0.8586 (↑0.0030)
MishtWindowEncoder W64 0.8677 0.8669 0.8673 0.8753 (↑0.0076) 0.8874 (↑0.0205) 0.8813 (↑0.0140)
BiLSTM W64 0.8573 0.8331 0.8450 0.8547 (↓0.0026) 0.8525 (↑0.0194) 0.8536 (↑0.0086)
MaxoutWindowEncoder W300 0.8739 0.8871 0.8805 0.8783 (↑0.0044) 0.8968 (↑0.0097) 0.8875 (↑0.0070)
LSTM W300 0.8649 0.8869 0.8758 0.8675 (↑0.0026) 0.8946 (↑0.0077) 0.8808 (↑0.0050)
MishWindowEncoder W300 0.8914 0.9237 0.9072 0.9174 (↑0.0260) 0.9452 (↑0.0215) 0.9311 (↑0.0239)
BILSTM W300 0.8524 0.8549 0.8535 0.8725 (↑0.0201) 0.8782 (↑0.0233) 0.8753 (↑0.0218)

the groundwork for various emerging research in
Natural Language Processing, such as: (1) Named
entity recognition; (2) Text classification; (3) Nat-
ural Language Inference.

Limitations and Ethics

We recognize the risk of releasing a dataset for de-
tecting noise texts. For example, because of the
subjectivity of manual annotation, our dataset may
contain mislabeled data. In addition, due to lim-
its in data coverage and training approaches, our
benchmarks cannot detect all types of noise. How-
ever, we believe that our proposed benchmark pro-
vides more advantages than risks.

All comments in ViND are collected from real
estate news websites. This study has ensured user
anonymity by eliminating all relevant information
when constructing the dataset and rigorously ad-
hering to data source protocol. As a result, the
items in our dataset DO NOT reflect our opinions
or thoughts. ViND is made available to the public
for research purposes only.
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A Definition of Error Cases for Error
Analysis

We introduce the error definition as follows and
illustrate some error cases for Vietnamese Noise
Detection tasks in Figure 6:

• Ambiguity: the case has the same context
but a distinct meaning, which causes the pre-
diction to be incorrect.

• Needing domain knowledge: there is real-
estate terminology in the case that requires
domain knowledge to comprehend.

• Needing syntactic knowledge: the case con-
tains complicated syntactic structure, and the
model fails to recognize the exact meaning.

• Information overlap: the presence of sev-
eral overlapping items of information on a
given property in the case.

• Short sequence: the input case is very short
(< 20 words).

• Annotation mistake: the annotated label is
incorrect.

• Rare words: the case contains low-
frequency terms.

• Irrelevant description: the instance has a
large amount of irrelevant information, which
causes the prediction to be incorrect.
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Abstract 

While there are many culturomic studies in 
other countries, only a few studies focus on 
the culturomics unique to the Philippines. 
This study developed a Philippine news 
sources scraper and used a pre-existing 
Tagalog corpora containing books and poems 
across 100 years to build a continuously 
growing corpus. This study introduces 
Gunita, a web application that allows users to 
visualize how an n-gram is used over time 
and know which article, book, or poem the n-
gram is used in to shed light on how Filipinos 
communicate through written text. 

1 Introduction 

Culture is an ever-evolving aspect of society. It 
provides each person their own cultural identities 
and heritages, and is an essential area of human 
society that is ripe with research. This field of 
research is known for its cultural studies, and it 
aims to explore the connections between gender, 
race, class, etc. and their effects on culture 
(Barker, 2003). While cultural studies are able to 
draw powerful conclusions on human culture, 
these conclusions are based off of a collection of 
carefully chosen works that represent only a 
minority of the media available at the time 
(Michel et al., 2011). Analysis of cultural trends 
has always been hampered by the lack of suitable 
data, and so, to help further research along, a 

corpus containing 5,195,769 digitized books was 
created and analyzed (Michel et al., 2011). This 
led to the creation of the field of culturomics, 
which is a form of computational lexicology that 
studies human behavior and cultural trends 
through the quantitative analysis of digitized 
texts. 

2 Related Works 

The analysis of language and words is an 
important aspect of culturomics, and large text 
corpora has been a necessity for language 
analysis for many of these studies. However, 
these researches differ in how they handle their 
data. For example, Michel et al. (2011) used a 
large corpus to investigate cultural trends 
between 1800 and 2000, such as insights into 
lexicography, the evolution of grammar, 
collective memory, the adoption of technology, 
the pursuit of fame, censorship, and historical 
epidemiology. Given that their scope is 
extremely broad, they focused more on the 
general state of things, and only go into specifics 
for important figures or events. For example, it 
was shown that Tiananmen (written in Chinese 
characters) was barely mentioned while the 
English term “Tiananmen” was mentioned 
increasingly in this period. This shows that the 
Chinese term of “Tiananmen” was not heavily 
used in China after the massacre due to 
censorship, while the English term of 
“Tiananmen” was mentioned frequently in 
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Western media during the aftermath. This 
research will adopt the same focus and analyze 
the data based on news and historical events. 
 According to Leetaru (2011), it is 
possible to analyze cultural trends even further 
with culturomics because it seeks to provide 
insights and encourage explorations on broad 
cultural trends. This is done by analyzing vast 
digital corpora computationally because the 
extremely large amount of textual data required 
for a proper corpus is impossible to be manually 
read by a human (Michel et al., 2011). Once the 
data has been processed, the data is reflective of 
the time the data came from, which gives us a 
snapshot of how the information environment 
was back then (Leetaru, 2011). 

Ilao et al. (2011) performed culturomic 
analysis on online tabloid articles and was able to 
provide insights on various aspects of Filipino 
culture, like the Filipino Christmas tradition, the 
Filipino outlook on extreme calamities, and 
linguistic trends. With that in mind, this study 
also aims to study the cultural evolution of the 
Philippines, with a strong emphasis on the 
evolution of a few of the languages in the 
Philippines. These languages have changed 
significantly over the years, in terms of spelling, 
vocabulary, orthography, and grammar. In the 
case of Filipino, this is due to a variety of 
reasons, such as transitioning to a modern 
spelling system from Spanish-influenced spelling 
system, the release of the Grammar of the 
National Language, and the language wars that 
occurred when the Philippines was deciding on 
its national language (Ilao and Guevara, 2012). 
However, it is difficult to accurately trace the 
history of the other languages in the Philippines 
such as Cebuano and Ilocano due to the lack of 
available historical resources. 

3 Methodology 

The structure of the data input flow for this study 
is illustrated in Figure 1. It is divided into three 
stages: data collection, data processing, and data 
storage. After the data has been stored, the 
Gunita system can be used to gain insights on 
specific n-grams using the three features: n-gram 
usage visualization (line and frequency chart), 
wildcard search (simplified regular expressions), 
and co-occurrence search.  

 
Figure 1. The data input flow this project comes 
from a Philippine news source scraper and from 
the text corpus of Ilao and Guevara (2012). The 
raw HTML data from the scraper is stripped off 
HTML tags and other characters, and the whole 

article is labelled a language using FastText. The 
result is split into n-grams, underwent n-gram 

counting, and stored into the database. 

3.1 Data Collection 

The data will come from two sources. The first 
source for the data is scraped from online news 
articles and websites, and the second source 
came from the historical Tagalog corpus by Ilao 
and Guevara (2012).  

Before any scraping is done on a target 
source website, it must have a directory 
containing all articles, and the article must have a 
publishing date. If a website passes this criteria, 
Python's request library is used to send requests 
to the web server’s article directory and receive 
the HTML response. Then, the article links from 
the raw HTML data is retrieved with the help of 
a Python library called BeautifulSoup, which 
allows the querying of the article links using an 
HTML parser. Lastly, all the article links are 
saved in CSV file, with each target source having 
their own CSV file to avoid any confusion and 
accidental mixing of data. Once all the links have 
been collected, the crawler visits each article link 
and scrapes all its article text content. The text 
contents are also added as a separate column in 
its corresponding CSV file. 

3.2 Language Labeling 

To label each article by its language, the 
language classifier from FastText was used. 
However, since the model classifies 176 different 
languages, there are cases where the article that 
was written in one of the four given languages 
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(Tagalog, Cebuano, Ilocano, English) is labelled 
as some other language. To fix this, the 
researchers extracts the language probabilities 
returned by the model. A sample result would be 
['english' : .90, 'tagalog' : .40, 'cebuano': .20], 
which means that the probability of the text 
being english is 90%, tagalog 40%, and cebuano 
20%. The article will then be classified as the 
language that has the highest probability given 
that it is either Tagalog, Cebuano, Ilocano, or 
English. 

3.3 Data Processing 

From the raw gathered article data, 
BeautifulSoup's built-in HTML parser was used 
to remove the HTML tags, and Python's built-in 
regular expression (RegEx) library was used to 
remove unneccessary special symbols. The 
RegEx used performs two operations: the first is 
to remove any periods or commas that are not 
used in numbers, and second is to remove any 
quotation marks so there would be no issues 
when exporting the cleaned data into a CSV file. 
To determine whether the period or comma is 
used in a number, the RegEx library checks if its 
adjacent characters are numbers, for example 
“1,234” or “1.23m” will retain its period and 
commas, however the string “cat.dog” will have 
the period removed since it does not meet the 
requirement of having 2 adjacent numbers. The 
usage of capture groups in RegEx will be used in 
retaining the characters adjacent to the removed 
period or comma. 

After cleaning the data, the words will be 
separated into n-grams, where n will range from 
1 to 3. To create and count the n-grams, the 
CountVectorizer from the Python library sklearn 
was used. 

3.4 Data Storage 

Once the data has been cleaned it is stored into 
the database. The entity relationship diagram of 
the database is shown in Figure 2. 

Database Tables: The 
ngram_occurrences table contains an auto 
incremental ngram_occ_id as the primary key, 
ngram_id as the foreign key referencing the 
ngram in the ngram master list, n_number as the 
size of the n-gram (1, 2, or 3), ngram as the n-
gram itself, date as the date the n-gram was 
published, lng_src is the language source of the 
n-gram (1 for Cebuano, 2 for Tagalog, and 3 for 
Ilocano), date as the date the data was taken 
from, n_number as the total amount of 

occurrences the ngram has on that date, 
source_id and source_link are foreign keys that 
reference the source of the ngram.  

Figure 2. The database has a table for the source 
URIs, n-grams, n-gram counts for each language, 
and the n-gram occurrences which includes the 

URI the word was mentioned, the date the article 
was published, and how many times the word 

was mentioned in that article. 
 

The database is also indexed on multiple 
columns, the index is 
ngram_occurrences_idx_ngram_src_number_dat
e. This multi-column index contains the ngram, 
lng_src, n_number, and date as its indexes. This 
multi-column index was added to the database 
because a query can only make use of one index 
at a time, so instead of having multiple single 
column indexes that can only check one column, 
a multi-column index was used instead. Indexes 
are important because they make queries more 
efficient and run faster. These indexes improve 
query performance by providing the database the 
position of the relevant data in the table, making 
the database jump ahead to that position without 
having to scan all the other rows in the table 
while looking for relevant data. This will allow 
faster querying for the ngram, lng_src, 
n_number, and date columns since MySQL will 
know the locations of the data inside the table. 

The ngram table contains an auto 
incremental ngram_id as the primary key, ngram 
as the ngram, and n_ number being the size of 
the n-gram (1, 2, or 3). None of these fields can 
be nulled as they are all used for RegEx 
querying. The ngram table is indexed on 
n_number to speed up the queries. 

The details (title, author, date, and link) 
of all the scraped articles are also stored in 
another table. This table contains the source_id 
as the auto incremental primary key. The link 
must be present because this is used to ensure 
that the same article isn't scraped again. The 
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category of the source must also be present to let 
the user know what kind of medium the data is 
from. The author must be present to let the user 
know who wrote the piece. Lastly, the date must 
be present because the source cannot appear in 
the visualization graphs without it. 

Lastly, the monthly statistics of the 
corpora is stored as well. The 
ngram_count_per_lang contains an auto 
incremental ngram_count_id as the primary key, 
lng_src signifies which language the data came 
from, ngram_count represents  the sum of all 
ngram counts for that month, and the date serves 
as the date where the data came from. This table 
is indexed on the multi-column index of 
date_lng_src_index, this index utilizes the 
columns date, and lng_src to speed up the 
queries. 

3.5 Data Visualization 

For the visualizations, the researchers used 
Chart.js, a data visualization library in 
JavaScript. 

Line Charts: Line charts are used to 
visualize the change of a value over time. In the 
example shown in Figure 3, the chart shows the 
size of the English lexicon over time from 
Michel et al. (2011). Line charts will be used to 
visualize the word count over time. 

 

 
Figure 3. Line chart of the English lexicon and 
the coverage of the words in three dictionaries. 

Image taken from Michel et al. (2011). 
 

Frequency Charts: Frequency charts is 
a variety of a line chart that uses a frequency of a 
value over time instead of value over time. The 
chart in Figure 4 shows the usage frequency of 
the word “slavery” over time, the frequency 
value is computed by the word count for that 
year divided by the total amount of words in the 

corpus for that year (Michel et al., 2011). This 
chart will be used to find the usage of the word 
over time, as well as compare it with the usage 
frequency of other words. 

 
Figure 4. Frequency chart showing the word 

frequency of the word ‘slavery’ with red marks 
highlighting the events of the Civil War and the 

Civil Rights Movement. Image taken from 
Michel et al. (2011). 

3.6 User Testing 

For the user testing, individuals who have 
backgrounds in linguistics or language analysis 
were selected, as most of the features in the 
system are tailored for their use. The testing 
procedure is split into 4 parts: a background 
interview of the user, an introduction to the 
system, a demonstration on how to use the 
system, and an exit interview. 

The background interview consisted of 
questions regarding their experience in the field, 
as well as inquiries on how they would normally 
do analysis on certain words or languages, as 
well as questions on what technologies or 
existing systems they use to aid in their analysis. 

The system was then introduced to them, 
and they were given the chance to experiment 
with the features as well as accomplish certain 
tasks that are given to them. After the demo 
phase, a final interview is conducted to gather 
feedback and suggestions regarding the system. 

4 Gunita Features and Interesting 
Searches 

4.1 N-gram Search 

This feature allows the user to query for an n-
gram from the database and see the n-gram's 
usage over time through a line chart or a 
frequency chart. 

Pasko vs Christmas: Figure 5 shows the 
yearly Christmas trend in the Philippines. Instead 
of having “Christmas” and “Pasko” occur only in 
December, it can be seen that the Christmas 
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season starts around September and peaks in 
December and quickly falling off in January. 
This graph agrees with the findings of Ilao et al. 
(2011) regarding the Filipino Christmas season. 
The users can interact with the chart to know the 
exact number of n-gram occurrences in the 
timeline. When they click on a specific time 
period in the timeline, they can also see all the 
sources where the n-gram was mention along 
with a link to the news source if necessary. This 
feature provides the user context on why the n-
gram gained or lose popularity. 
 

 
 

Figure 5. Graph showing the occurrences of 
“Pasko” (in red) vs “Christmas” (in green) in the 

collected Philippine news text.  
 

Pilipinas vs Filipinas: Figure 6 shows 
that “Pilipinas” is more widely used compared to 
“Filipinas”. Despite efforts from the Komisyon 
sa Wikang Filipino (2013) pushing for the use of 
the official term “Filipinas”, it can be seen that 
“Pilipinas” is the more preferred version of the 
word, however the data is primarily from news 
articles and so, it only shows the more preferred 
version in news articles. It is also important to 
note the the recent usage of the term “Filipinas” 
are present because of news articles reporting on 
the Komisyon sa Wikang Filipino (2013) 
proposal to change the Philippine's official 
Filipino term from “Pilipinas” to “Filipinas”. 

West Philippine Sea vs South China 
Sea: Figure 7 shows that the usage of “South 
China Sea” is generally more prevalent before 
2019, while the usage of “West Philippine Sea” 
is used more after 2019. This could be due to 
rising political tensions over this region. 
 

 
 

Figure 6. Graph showing the occurrences of 
“Pilipinas”(in green) vs “Filipinas” (in red). The 
graph here uses scraped Philippine news text and 

the text corpus collected by Ilao and Guevara 
(2012).  

 

 
Figure 7. Graph showing the occurrences of 

“West Philippine Sea” (in blue) vs “South China 
Sea”(in red) in the collected Philippines new 

sources. 

4.2  Wild card search 

The wild card search function allows users to 
search for the derivations of root words. With the 
use of a simplified version of regular expressions, 
users can use a combination of 3 symbols: “*”, 
“+”, and “?”. The “*” symbol can be used to 
represent 0 or more characters, the  
+” symbol can be used to represent 0 or 1 
characters, and the “?” can be used to represent 
any single character. 

In the figure below, the word “ganda” is 
used to serve as an example. The result limit is 
set to 0 to signify that the user wants to list all n-
grams that match the Wild Card search term. 
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Figure 8. Wild card results for “*g*anda” 
showing the derivations of the word “ganda”. 

 
Figure 8 shows that the input *g*anda was able 
to capture many derivative forms of the root 
word ganda, although there are some words that 
aren’t derivative forms of “ganda”, it is still 
acceptable. This feature is important since the 
Filipino language has many variations where pre-, 
in-, and post-fixes are place in placed in different 
parts of the derivation. 

4.3 Co-occurrence Search 

The co-occurrence search allows the user to 
search for the words that most commonly occur 
with the given n-gram.  

The n-gram “tokhang” will be used to 
serve as an example. The minimum co-
occurrence count can be set to limit the results; it 
is currently set to 0 to list all co-occurrences 
regardless of how many times the co-occurrence 
appeared in the corpus. The user can also select 
the source language and has the option to filter 
stop words as well.  

The co-occurrence results in Figure 9 show 
that the word “tokhang” is very commonly used 
along with the “pnp”, the Philippine National 
Police. While there are many words that aren’t 
related to the word “tokhang” but are instead just 
extremely common words in the Filipino 
languages. This search shows that the word 
“tokhang” is commonly used to refer to the 
Philippine National Police war on drugs. 

 
 

Figure 9. The co-occurrence search results for 
“tokhang” show that “drug”, “oplan”, “pnp”, and 

“police” are commonly used with the word 
“tokhang”. 

5 User Testing 

Three experts from the fields of language 
education, Philippine studiess, and Filipino 
language tried Gunita and checked what features 
they can use for their respective research works. 
 
The general feedback from all users is that they 
had a positive experience with the system since 
they liked the majority of the features that were 
shown to them. The most common feedback was 
that the visualizations were nice and was also 
very insightful as it highlighted the increase and 
decrease of the usage of a certain word over 
time. They also liked the feature of viewing the 
sources of the points in the graph, as it provided 
the cause for the increase or decrease as well as a 
way for the user to look deeper as to why the 
increase or decrease happened. 

Although the users were initially 
surprised at the large amount of data that Gunita 
contains, a large portion of it was still lacking 
especially on dates before 2014 and the scarcity 
became more evident as the users searched for 
more specific n-grams. The users also suggested 
that the system should cover more categories of 
textual data such as short stories and blog posts 
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and should not be limited only to news articles. 
They mentioned that including these resources 
does not only provide more data, but also gives 
more forms of writing since news articles 
normally use a formal way of writing as opposed 
to textual data from social media sites and blog 
stories. The users also suggested a Parts Of 
Speech (POS) Tagger on the n-grams to get rid 
of specific parts of speeches in the co-occurrence 
results, as well as provide a more specific 
visualization to an n-gram depending on the 
context of how it was used. The usage of the 
RegEx search also confused the users as it 
required them to know how to use RegEx 
patterns.  

The users all agreed that the system can 
provide a lot of research potential, and that it 
would help them in their own research. 

6 Conclusion and Future Works 

The general objective of visualizing the 
evolution of written texts in the Philippines was 
achieved by developing a system that generates 
the said visualization given certain search 
parameters. The requirements of the system were 
determined by reviewing related systems that 
currently exist, Gunita was then tested by experts 
to verify the requirements as well as gather 
feedback on what features could be added or 
improved upon on the system. After reviewing 
multiple systems and finishing the development 
of our three main features (n-gram search, wild 
card search, co-occurrence search) the general 
consensus among the experts interviewed was 
that the system had many applicable uses in the 
field of linguistic research.  

However, there is much room for 
improvement. The wild card search can be quite 
limited due to the simple implementation of 
RegEx. A balance between user accessibility for 
users unfamiliar with RegEx and thorough 
searching with complex RegEx must be found.  

The system is also extremely biased to 
recent news articles from 2014-2019, and is not 
very accurate for mediums of literature outside 
of news articles since the tone of news articles 
are formal. For example, trying to visualize and 
gain insights on particular slang and informal 
words may not work due to data sparsity. The 
system would benefit from more sources of data 
such as WattPad and Twitter.  

The system could implement Parts Of 
Speech (POS) tagging in the future as this would 
provide better context when visualizing the usage 

of some n-grams as well as provide better results 
when searching for related n-grams with Wild 
Card or Co-occurrence search.  

The languages can also be labelled better. 
In its current state, the system labels whole 
articles according to its predominant language, 
so if a Filipino article quotes an English 
sentence, that English sentence will be classified 
as Filipino. A solution to this problem would be 
to implement sentence-level language labelling, 
this can be done by splitting the contents of the 
article on the punctuation marks, and then 
labelling the language per sentence instead of per 
article. 
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Abstract 

 
A multi-word verb refers to a verb-particle-

preposition combination which acts a single lexical 

and syntactic unit (Quirk et al., 1985). Graduate 

students from a private university compiled a learner 

corpus composed of academic papers of senior high 

school students. Using this 1.5-million-word learner 

corpus, this study looks into the frequency of the 

most used MWVs and the innovations in the use 

thereof. According to Quirk et al., phrasal verbs (find 

out, come along), prepositional verbs (look at, refer 

to), and phrasal-prepositional verbs (get back to, 

keep up with). Using the list curated by Ella (2019), 

this study investigated 66 MWVs in their finite and 

non-finite forms using AntConc 3.5. Results indicate 

that 57 MWVs were existent in the corpus. Also, 711 

phrasal verbs (finite- 383 and non-finite- 328), 3836 

prepositional verbs (finite- 2628 and non-finite- 

1208), and 194 phrasal-prepositional verbs (finite- 

116 and non-finite- 78) were discovered. The ten 

most frequently used MWVs are base on, refer to, 

serve as, contribute to, deal with, find out, look for, 

give NP to, make up, and come up with. As for the 

innovations, base from, base in, come on, come up 

to, deal with, make up, make up to, result to, set up, 

and spend in were present in the learner corpus. To 

sum,  Filipino students are familiar with 

prepositional and phrasal verbs, but they avoid 

phrasal-prepositional verbs due to the complexity of 

the combination. 

 

1 Introduction 

Multi-Word Verbs (MWVs from this point 

onwards) are considered to be one of the toughest 

lexical items to learn and master among ESL and 

EFL students (Siyanova & Schmitt, 2007). They 

seem problematic because of their complicated 

nature. If learners are not cognizant of their form, 

then they would have a difficult time deciphering 

their meaning and function since most of the items 

do not have a translation or equivalent in their first 

language (Ella & Dita, 2017).  

  According to Quirk et al.(1985), MWVs are 

structures that behave as a single unit. Examples are 

deal with, carry out, look forward to. They are a 

combination of verbs and are more present in 

conversations than in written form (Biber, 

Johansson, Leech, Conrad, & Finegan, 1999; 

Siyanova & Schmitt, 2007).  
 

  Perhaps the simplest definition of MWVs is 

that they consist of two or more words which work 

together (Siyanova & Schmitt, 2007). That being 

said, it would be difficult and challenging to realize 

the said construction as a single semantic and 

grammatical unit.   
 

It must be noted that long before Quirk et 

al. (1985) has laid a solid foundation on MWVS in 

their book, A Comprehensive Grammar of the 

English Language, several scholars have been 

researching on this grammatical item. They have 

also been using different terminologies for MWVs- 

phrasal verb (Bolinger, 1971), group verb (Sweet, 

1892), compound verb (Hook, 1974), verb-particle 

combination (Fraser, 1976), separable and 

inseparable verbs (English Language Services, 

1964), and multiword constructions (Moon, 1998), 

to name a few. However, as mentioned earlier, it 

was Quirk et al. (1985) who have eloquently 

established grounded rules on what comprises 

MWVs and their types. 

 

MWVs serve as a good barometer of 

competence for they reflect high fluency in the 

English language (Howarth, 1998; Liu, 2012). It is 

said that multiword expressions are an integral part 

that affects language ability (Wang, 2020) since 

they are extremely widespread in and representative 

of the English language (Tu & Thao, 2019). 
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  Several articles had been published on the 

frequency and occurrence of MWVs in academic 

articles. Biber et. al (1999), Gardner and Davies 

(2007) and Trebits (2009) gave focus on the most 

frequent MWVs in different corpora and registers. 

 

  Some researchers looked into the phrasal 

verbs in Malaysian ESL learners’ narrative 

compositions from The English Language of 

Malaysian School Students or EMAS corpus 

(Akbari, 2009). Similarly, Mendis (2010) examined 

the use/non-use of phrasal verbs in two varieties of 

English- British English and Sri Lankan English. 

Chen (2013) used a 188,628-word learner corpus 

and explored the overuse or underuse of phrasal 

verbs. Adding to this, Ryoo (2013) investigated the 

use of phrasal verbs in student essays. Kartal (2008) 

determined the phrasal verbs in four Turkish 

university-level coursebooks and pointed out the 

most frequent phrasal verbs in the COCA and BNC. 

Ngoc and Thao (2019) investigated the use of 

phrasal verbs in the research proposals among 19 

Vietnamese graduate students. Azmin Md Zamin et 

al. (2019) studied the use of phrasal verbs in 

Malaysian secondary school textbooks. 

Interestingly, Ekasani, Yadnya, Artawa, and 

Indrawati (2019) conducted a study in which they 

looked at the MWVs found in an English cookbook 

translated into Indonesian. Alangari, Jaworska, and 

Laws (2020) investigated the frequency and 

meanings of phrasal verbs in expert academic 

writing in the discipline of linguistics. Divišová 

(2020 aimed to give quantitative and qualitative 

analysis of MWVs in the speech of native and 

nonnative speakers of English.  

 

  Results and findings of these studies had led 

to the creation of word lists such as A Pedagogical 

List of Phrasal Verbs (PhaVE List) by Garnier and 

Schmitt (2015). Furthermore, phrasal verbs 

dictionaries (i.e., Oxford Phrasal Verbs, Longman 

Dictionary of Phrasal Verbs, American Heritage 

Dictionary of Phrasal Verbs, and Cambridge 

International Dictionary of Phrasal Verbs) were 

created and produced to aid linguists and language 

teachers in understanding this grammatical item. 

Most importantly, the studies mentioned above 

inspired more researchers and language teachers to 

know more about MWVs and their nature.  

 

  In the local setting, only four studies were 

known to scholars of MWVs. Bensal (2012) studied 

the prepositional verbs present in Asian Englishes. 

Ella and Dita (2017) described the phrasal-

prepositional verbs in the Philippine component of 

the International Corpus of English. Ella (2019), in 

her dissertation, explored the MWVs reflected in 12 

World Englishes using the International Corpus of 

English. Recently, Somoson (2020) looked into the 

phrasal verbs found in Philippine English using 

ICE-PH. The research mentioned previously all 

used corpora from written and spoken registers.  

 

 As can be seen, there is an evident scarcity 

in the literature of MWVs and its types in the local 

setting. The lack of available studies may result to 

incognizance of researchers and language teachers 

on such grammatical forms. Thus, it is the intent of 

this paper to add to the body of literature on MWVs. 

Consequently, the following questions were 

answered in this paper:  

 

1. What is the frequency of multi-word verbs in 

the learner corpus? 

2. What innovations in the use of MWVs were 

found in the learner corpus? 

 

1.1 Theoretical Framework 

 Multi-word verbs consist of two or more 

words which work as together (Siyanova & Schmitt, 

2007). Quirk et al., (1985) stated that MWVs are 

chucks of syntax made up of a verb proper and a 

particle. The meaning of MWVs cannot be guessed 

or inferred by simply looking at each lexical item. 

Thus, MWVs must be looked at as a single lexical 

and syntactic unit. There are three kinds of MWVs 

in the English language- phrasal verb, prepositional 

verb, and phrasal-prepositional verb.  

 

 Phrasal verbs follow a verb-particle 

combination. The particle depends on the verb for it 

to be meaningful. These particles are mostly 

prepositions (against, among, beside, into, upon, 

with) or spatial adverbs (ahead, away, back, out). 

However, there are particles that can be used as a 

preposition or an adverb (above, across, through 

under). Examples of phrasal verbs are turn on, hand 

in, fond out, blow up, get by, put away, switch on, 

and pick up.  
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 A prepositional verb is formed by putting 

together a verb and a preposition that is closely 

associated or related to it semantically or 

syntactically (Quirk et al., 1985). In order to 

distinguish a prepositional verb, De Haan (1988) 

suggests identifying whether the object of the 

preposition answers who or what. If it does, this 

verb combination functions as a prepositional verb. 

Common examples of prepositional verbs are drive 

around, look after, and call on.  

 

 Lastly, phrasal-prepositional verb is a 

combination of three elements- lexical verb, adverb, 

and preposition. Claridge (2020) described this verb 

combination as the “offspring” of phrasal verbs and 

prepositional verbs. This verb combination, 

according to Quirk et al. (1985), are mostly used in 

informal contexts. Examples of phrasal-

prepositional verbs are keep up with, get out of, hold 

on to, and keep away from.  

2 Methodology 

A corpus of 1.5 million words was used in the 

conduct of the study. The corpus consists of 

academic papers by senior high school students in 

the Philippines. The corpus, which was compiled by 

graduate students from a private university in the 

Philippines as part of their final requirement, is 

made up of 233 academic papers or 798 .txt files 

from the different strands in senior high school (See 

Table 1). However, this learner corpus is not yet 

available to the public and only those who collated 

the corpus have access.  

 

Track Number 

of 

Research 

Papers 

Number 

of .txt 

files 

Number 

of 

Words 

Accountancy 

and Business 

Management 

(ABM) 40 156 286793 

Arts and 

Design (ADT) 2 6 12589 

Computer and 

Communicatio

ns Technology 

(CCT) 2 12 22498 

Culinary Arts 

(CAR) 3 11 18889 

General 

Academic 

Strand (GAS) 20 48 85306 

Humanities 

and Social 

Sciences 

(HUMMS) 55 193 368556 

IT in Mobile 

Application 

(ITM) 11 46 88075 

Science, 

Technology, 

Engineering, 

and Math 

(STEM) 77 265 517852 

Technological 

and 

Vocational 

Livelihood 

(TVL) 23 61 110957 

Total 

233 798 

151151

5 

  Table 1. Breakdown of the learner corpus 

 

  During the finalization of the corpus, it was 

converted into .txt files, in which unnecessary parts 

(i.e., title page, table of contents, tables, charts, 

references, appendix) of the academic papers were 

omitted. Only the introduction, methodology, 

results, discussion, conclusion, and 

recommendation were included in the .txt files.  

 
  The AntConc 3.5 software was utilized in 

this study. This software, which is created by 

Lawrence Anthony, is mostly used by researchers 

who study corpus linguistics in finding out the 

frequency and collocations of words. This software 

has seven programs to choose from: Concordance 

Tool, Concordance Plot Tool, File View Tool, 

Clusters/N-Grams, Collocates, Word List, and 

Keyword List. For the interest of this study, the 

KWIC (KeyWord In Context) was specifically 

used.  
 
  The study was guided by the list of MWVs 

(See Table 2) that was adapted from Quirk et al. 

(1985) and Ella (2019). There are twenty-two items 

for each kind of multi-word verb- phrasal verb (PV), 
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prepositional verb (PrV), and phrasal-prepositional 

verbs (PPV), as seen in the table below. These 

MWVs were searched in their finite (past and non-

past) and non-finite forms (infinitive, gerund, and 

participles).  

 

Phrasal 

Verbs 
Prepositional 

Verbs 
Phrasal 

Prepositional 

Verbs 

carry out 

come along 

come on 

come over 

end up 

find out 

get in 

get off 

get out 

get up 

give up 

go ahead 

go off 

live in 

look up 

make up 

pick up 

put on 

set up 

stand up 

take on 

take over 

take up 

apply to 

base on 

contribute to 

contribute 

with 

cope with 

deal with 

derive from 

fill NP with 

give NP to 

go through 

look at 

look for 

make of 

obtain NP 

from 

pay for 

refer to 

rely on 

send NP to 

serve as 

stare at 

turn to 

use NP as 

wait for 

set up in 

catch up with 

come in for 

come out of 

end up with 

get away from 

get away with 

come up with 

get back to 

get off at 

get off with 

get on with 

get out of 

go along with 

go out for 

go over to 

go up to 

hand over to 

hold on to 

keep up with 

look out for 

turn away 

from 

turn back to 

 

 Table 2. List of Multi-Word Verbs  

 

  To ensure that the criteria and description of 

multi-word verbs were met, manual weeding was 

done. After each search, the researcher looked at the 

verb combinations to make sure that they functioned 

as verbs, and not as nouns or adjectives.   

3 Results 

3.1 Frequency of Phrasal Verbs in Academic 

Papers of Senior High Students in the 

Philippines 

Among the 22 phrasal verbs, 20 were found in the 

learner corpus. There were 328 instances of non-

finite phrasal verbs and 383 finite phrasal verbs. For 

finite phrasal verbs, the five commonly used in the 

corpus are find out, make up, take up, end up, and 

carry out. Meanwhile, the five commonly used non-

finite phrasal verbs are find out, carry out, give up, 

take up, and make up.  
 

  Table 3 presents the overall frequency of 

phrasal verbs in the learner corpus. Find out, make 

up, carry out, give up, and take up are the commonly 

used phrasal verbs in the corpus.  
 

Rank Phrasal Verb Frequency 

1 find out 242 

2 make up 138 

3 carry out 76 

4 give up 54 

5 take up 50 

6 end up 29 

7 live in 21 

8 set up 19 

9 stand up 16 

10 take on 12 

 

 Table 3. Overall frequency of phrasal verbs 

 

  As for the least used phrasal verb in the 

learner corpus, put on only has two occurrences in. 

Similarly, look up, come along, go off, come on, go 

ahead, come over, and get off have no occurrences 

at all.  
 

3.2 Frequency of Prepositional Verbs in 

Academic Papers of Senior High Students in the 

Philippines 

Twenty-two prepositional verbs were searched, and 

it was found out that 18 were present in the corpus. 

There were 2628 occurrences of finite prepositional 

verbs while there were 1208 occurrences of non-
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finite prepositional verbs. Base on, refer to, serve 

as, contribute to, and deal with are the five 

commonly used finite prepositional verbs whereas 

base on, deal with, look for, and contribute to 

whereas base on, deal with, look for, contribute to, 

and give NP to are the five commonly used non-

finite prepositional verbs.  

 

Rank Prepositional 

Verb 
Frequency 

1 base on 1300 

2 refer to 482 

3 serve as 343 

4 contribute to 290 

5 deal with 258 

6 look for 155 

7 give NP to 139 

8 look at 105 

9 rely on 101 

10 apply to 98 

 

 Table 4. Overall frequency of prepositional verbs 
 

  It can be seen from the table above that base 

on, refer to, serve as, contribute to, and deal with 

are the commonly used prepositional verbs by 

students in their academic papers. On the other 

hand, fill NP with had the least occurrence in the 

corpus, with only 12 hits. Similarly, contribute with  

and stare at had no occurrence in the corpus.  

3.3 Frequency of Phrasal-Prepositional Verbs 

in Academic Papers of Senior High Students in 

the Philippines 

Fifteen out of 22 phrasal-prepositional verbs were 

found in the corpus. There were 116 occurrences of 

finite phrasal-prepositional verbs while 78 non-

finite phrasal-prepositional verbs were evident in 

the learner corpus. Come up with, make up of, get 

out of, end up with, and go along with are the five 

most used finite phrasal-prepositional verbs in the 

learner corpus while come up with, keep up with, 

hold on to, catch up with, and come out of are the 

most evident non-finite phrasal-prepositional verbs 

in the academic papers of senior high school 

students.  

Rank Phrasal Verb Frequency 

1 come up with 114 

2 make up of 20 

3 keep up with 12 

4 get out of 8 

5 end up with 7 

6 catch up with 6 

7 hold on to 6 

8 go along with 5 

9 come out of 4 

9 get back to 4 

 

 Table 5. Overall frequency of phrasal- 

prepositional verbs 

 

  As indicated in the table above, come up 

with, make up of, keep up with, get out of, and end 

up with are the most common phrasal-prepositional 

verbs found in the corpus. Conversely, get away 

from, get on with, go out for, and go up to only had 

one occurrence each in the academic papers. On a 

similar note, come in for, get away with, get off with, 

go over to, look out for, turn away from, and turn 

back to did not appear in the corpus.  

3.4 Overall Frequency of Multi-Word Verbs 

in Academic Papers of Senior High Students in 

the Philippines 

The finite (-ed,e/es form) and non-finite (-ed/en, -

ing, to) forms of the sixty-six multi-word verbs were 

searched in the corpus. Of the MWVs on the list, 59 

MWVs were evident in the learner corpus. The ten 

most common MWVs, as seen on Table 6, are base 

on, refer to, serve as, contribute to, deal with, find 

out, look for, give NP to, make up, and come up with. 

It can be gleaned from the table that out of the top 

ten multi-word verbs, seven were prepositional 

verbs, two were phrasal verbs, and only one was 

phrasal-prepositional verb.  

  On the other hand, the MWVs with the least 

number of occurrences in the learner corpus are get 

away from, get on with, go out for, go up to, come 

on, and go ahead, with just one occurrence in the 

entire corpus. Similarly, come in for, get away with, 

get off with, go over to, look out for, turn away from, 

turn back to, contribute with, stare at, come over, 

and get off have no occurrence in the corpus.  
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Rank Multi-word Verb Frequency 

1 base on 1300 

2 refer to 482 

3 serve as 343 

4 contribute to 290 

5 deal with 258 

6 find out 242 

7 look for 155 

8 give NP to 139 

9 make up 138 

10 come up with 114 

 

 Table 6. Top 10 Multi-Word Verbs in the Learner 

Corpus 

 

  The results above confirm the findings of 

Biber (1999), Zareva (2016), Theyerl (2018), Ella 

(2019), and Divišová (2020) - prepositional verbs 

are more common to users of the English language. 

Also, they reiterated that phrasal-prepositional 

verbs had the lowest frequency among the three 

categories. As for spoken corpus, Zareva noted 

(2016) that prepositional verbs are “twice more 

prominent than” phrasal verbs and phrasal-

prepositional verbs. 

 

3.5 Innovations in the use of MWVs in the 

learner corpus 

The present study also sought to look for the 

innovations in the use of phrasal verbs, 

prepositional verbs, and phrasal-prepositional 

verbs. This was done by carefully examining the 

entries for each search.  

  In a study done by Wilcoxon (2014), she 

used the terms “misuse” and “incorrect usage” in 

identifying prepositional verbs that do not conform 

to the standard or prescribed form of the 

grammatical item.  

 

However, for in the interest of this study, 

the researchers decided to use the word 

“innovation” in addressing non-standard forms of 

MWVs found in the learner corpus. As Borlongan 

(2017) states, “Philippine English is 

developmentally progressing”; thus, the avoidance 

of the terms “misused” and “incorrect usage”.  

 

  Table 7 shows a list of innovations in the 

use of MWVs as reflected in the learner corpora 

made up of senior high school academic papers.  

 

Innovation Frequency Prescribed 

Word 

result to 187 result in 

base from 115 base on 

cope up with 91 cope with 

spend in 68 spend on 

base in 13 base on 

come up to 10 come up with 

make up to 7 make up with 

come on 4 come to 

 

 Table 7. Innovations in the use of MWVs 

 

  The sentences below show how these 

innovations in the use of MWVs were reflected in 

the learner corpus, comprised of senior high school 

academic papers.  

 

1. The survey will result to the factors that affect 

the  non-Metro Manila migrants in Metro 

 Manila residence. <GAS_04_04> 

 

2. The test is a modified set of questions based 

from  a previous study on assessing 

household  preparedness for earthquakes. 

 <STEM_18_03> 

 

3. They are even great therapists that help patients 

 recover and cope up with illnesses such as 

 mental diseases and disorders because they 

 give non-judgemental (sic) environments to 

 the sick people. <HUMMS_06_02> 

 

4. He stressed that virtues are the most valuable 

 possessions of human beings and life 

 should be spent in the search of goodness. 

 <STEM_06_01> 

 

5. A path model based in a theory of social capital 

 was tested with Latino middle school and 

 high school students. Most participants 
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 were immigrants (predominantly from 

 Mexico). <ITM_08_02> 

 

 6. The researcher will come up to an action plan 

 specifically by means of proposing a project 

 which is implementation of seminar 

 (Different management style and marketing 

 style) for the business owners. 

 <ABM_09_02> 

 

7. They are some of the students reported have a 

 problem when it comes on Mathematics and 

 problem solving. <HUMMS_44_02> 

 

  The researchers also investigated the 

occurrences of the enumerated innovations in other 

corpora, like News on the Web (NOW) Corpus, 

Global Web-Based English (GloWbE) Corpus, and 

International Corpus of English- Philippines (ICE-

PHI) for comparison.  

 

It can be gleaned from the table that result 

to (1) has more occurrences in the corpus, which 

takes the place of result in, the prescribed form. 

Upon searching another corpus, NEWS on the Web 

(NOW) Corpus, it was revealed that among other 

varieties of English, Philippine English has the 

second most occurrence of result to, having 1539 

hits.  

 

  Base from (2) has 115 occurrences. The 

prescribed form is based on, which means to use 

ideas or facts to develop something.   

 

  Another innovation seen in the corpus is 

cope up with (3), with 91 hits. Its prescribed form is 

cope with, which means to survive or deal with. In 

the corpus of Global Web-Based English 

(GloWBE), it was found out that this verb 

combination is not only present in Philippine 

English, but also in other Englishes. Indian English 

had the highest occurrence of cope up with (f=133). 

This is followed by Bangladeshi English (f=46), 

Pakistani English (f=40), and Philippine English 

(f=24). In the NOW Corpus, there were 2711 hits on 

cope up with for over ten years.  

 

Spend in (4), with 68 hits, was also an 

innovation in the use of MVS. Taking the place of 

spend on, it has the meaning of “to expend some 

amount of time doing or working on”. There were 

3102 occurrences of spend in across Englishes in the 

Global Web-Based English (GloWBE). A search on 

the NOW Corpus revealed 20769 hits on this 

innovation.  

 

  Base in (5) has 13 hits from the corpus, and 

has the same meaning as base on. However, there 

are instances in the corpus in which base in (8 & 9) 

was used correctly and which means to operate from 

a particular place or location. Examples are given 

below:  

 

8. Jollibee is a Filipino multinational chain of fast-

 food restaurants based in Pasig, 

 Philippines. <TVL_05_01> 

9. Defend 2514, a Land Enraged, is a role-playing 

 game by Anino Entertainment, an 

 independent video game company based in 

 the Manila, Philippines (Velvey, 2003). 

 <ITM_10_02> 

 

  Come up to (6), with 10 instances, was used 

in the corpus to mean produce something, which is 

the definition of come up with, the prescribed form 

of this phrasal-prepositional verb.  

 

  Lastly, come on (7), which means “to reach 

or be brought to a specified situation or result” had 

4 occurrences in the corpus. Its prescribed form is 

come to.  

 

4 Discussion 

Looking at the results of the study, it shows that 

senior high school students are already familiar with 

the different verb-adverb-preposition combination 

in the English language. This claim is evident in the 

frequency of phrasal verbs, prepositional verbs, and 

phrasal-prepositional verbs found in the learner 

corpus.  

  The results of the study show that 

prepositional verbs are more common and prevalent 

in the academic papers, representing 80.91% of the 

MWVs and .25% of the whole corpus. Phrasal verbs 

comprise 15% of the sum of the MWVs found in the 

study, which is about .05% of the learner corpus. 

Lastly, phrasal-prepositional verbs only has 4.09% 

presence in the totality of MWVs and about .01& of 

the whole corpus. These numbers are congruent 
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with the results of Biber et al. (1999), Zareva 

(2006), Ella (2019) and Divišová (2020).  

 

  It is certain to conclude that Filipino 

learners are already familiar with the verb + 

preposition combination since prepositional verbs 

appeared more in the learner corpus compared to the 

other verb combinations. Base on, with 1300 counts 

in the corpus, was mostly used in the form d/ed, both 

in past and participial form. It must also be noted 

that base from and base in, an innovation of base 

on, had gained 115 and 13 instances, respectively.   

These innovations have the same definition as the 

standard base on.  

 

  The results show that prepositional verbs 

were mostly used in their finite form, specifically in 

the past tense. As for the non-finite form, this verb 

combination was mostly used as past participle 

form. Among the ten most used prepositional verbs 

in the finite and non-finite form, base on, deal with, 

look for, contribute to, give NP to, and rely on were 

present in both forms. It can be noted that the finite 

form of the prepositional verbs has a higher 

occurrence and mean than the non-finite form. This 

implies that students are more familiar with the 

finite form of prepositional verbs more. 

 

  The results of the present study substantiate 

the findings of Seilhamer (2003), Liu (2011), 

Wilcoxon (2014), and Ella (2019). Most of the top 

ten prepositional verbs in the present study were 

also present in the studies cited earlier.    

 

  Find out, make up, carry out, give up, take 

up, live in, stand up, and take on were eight of the 

top ten overall phrasal verbs that were common in 

both finite and non-finite forms. The base form of 

the finite phrasal verbs was mostly used while for 

the non-finite form, the infinitive to was primarily 

evident. The results of this study show that the top 

ten most used phrasal verbs in senior high school 

academic papers in the Philippines were likewise 

discovered in studies by Garner and Davies (2007), 

Liu (2011), Garnier and Schmitt (2015), and Ella 

(2019). Make up, carry out, and take up were also 

found in the studies mentioned earlier. This means 

that these verb combinations are evident in the 

present study and in the corpora used by other 

researchers.  

 

  As for phrasal-prepositional verbs, this verb 

combination has by far the least occurrence in the 

corpus.  This conclusion was also pointed out by 

Ella and Dita (2017). They mentioned in their study 

that Filipinos reflect slight use of phrasal-

prepositional verbs in the corpus. This verb 

combination was mostly used its finite past tense 

and non-finite infinitive to form. In comparison to 

phrasal verbs and prepositional verbs, the outcomes 

of this study imply that students are unfamiliar with 

phrasal-prepositional verbs. It is possible that they 

have not encountered the verb + preposition + 

particle combination before, resulting in the form's 

unfamiliarity.  

 

  It is evident that learners are still moderate 

and passive in the use of this verb-adverb-

preposition combination.  One of the reasons for this 

phenomenon is that MWVs have no equivalent 

grammatical item in Filipino. Get out of, catch up 

with, and hold on to are three of the phrasal-

prepositional verbs present in this study, Ella and 

Dita (2017) and Ella (2019). Another reason for this 

occurrence might be due to the lack of direct 

instruction on this grammatical item.  

 

  As ascertained in the results, there is 

evidence that there are innovations in the use of 

MWVs in the written discourse. Interestingly, some 

of the innovations discovered in this study were also 

present in other varieties of English, such as in the 

case of result in (result in), cope up with (cope with), 

and base from (base on).  

 

  Limited exposure to the different verb-

adverb-preposition might play a role in the 

innovations in the use of multi-word verbs in written 

and spoken discourse. Confusion on which adverb 

and preposition to use might also be a factor for such 

occurrence (Ella & Dita, 2017).  

 

  Prepositions are difficult to learn, according 

to Seilhamer (2003), even for native speakers. 

Lindstromberg (2001) pointed out that only about 

10% of EFL students can use and understand 

prepositions. Prepositions are difficult to learn and 

grasp, according to Seilhamer (2003), because of 

how they differ across languages. 

 

  Let us look at the case of Japanese speakers. 

Yasuda (2010) observed that Japanese students lack 
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the cognizance of particles and their meanings. As a 

result, they have conflicts in using particles to their 

references.  

 

  The French also do not have verb and 

particle constructions in their mother tongue, which 

then causes confusion among them in using phrasal 

verbs.  

 

  Bautista (2000) discovered two notable 

findings for Philippine English. Based from and 

result to seem to be frequent among users of English 

in the Philippines. She explained that prepositions 

in Filipino seem to have an all-purpose form and 

function- sa and ng.  

 

  Salazar (2022) mentioned that Filipinos 

have the tendency to use cope up with instead of 

cope with for the former follows the phrasal-

prepositional verb keep up with.  

 

5 Conclusion 

 
The study sought to investigate the frequency of 

multi-word verbs in their finite and non-finite forms 

using a corpus from academic papers of senior high 

school students in the Philippines. Also, the 

researchers wanted to look for innovations in the use 

of MWVs in the corpus. There were 4741 counts of 

MWVs from the 1.5-million-word corpus. There 

were 3836 prepositional verbs, 711 phrasal verbs, 

191 were phrasal-prepositional verbs. Most of the 

MWVs were used in the finite form, in the past 

tense. While for the non-finite form, the past 

participle was used.  
 

  Of the 66 MWVs searched in the corpus, 59 

were evident. The ten most used MWVs are base 

on, refer to, serve as, contribute to, deal with, find 

out, look for, give NP to, make up and come up with. 

Of the ten MWVs, there were seven prepositional 

verbs, two phrasal verbs, and one phrasal-

prepositional verbs. This distribution of MWVs are 

consistent with the study of Biber et al (1999), 

Zareva (2006), Ella (2019) and Divišová (2020). 

Learners are more familiar with prepositional verbs 

as reflected in the results; however, they are 

cautious in using phrasal-prepositional verbs. 

Limited exposure to this verb combination and 

unfamiliarity might be factors.   

 

  There were also instances of innovations in 

the use of MWVs in the corpus. These are result to, 

base from, cope up with, spend in, base in, come up 

to, make up to, and come on. It is also notable that 

these innovations are not only found in Philippine 

English, but also in other varieties of English.  

 

  Keeping the results in mind, Filipino senior 

high school students are already familiar with the 

concept of multi-word verbs as evident in their 

academic papers.  

 

  As for the pedagogical implications of the 

study, it is suggested that the perceptions, 

perspectives, and preferences of language teachers 

be looked into to strengthen the teaching and 

learning process of multi-word verbs. It would also 

be interesting to comprehend how language teachers 

view this MWVs. Furthermore, a more in-depth 

study on MWVs can be accomplished to produce 

learning materials to help Filipino learners become 

more cognizant of phrasal verbs, prepositional 

verbs, and phrasal-prepositional verbs.   
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Abstract 

Language and literacy development has come 

to be influenced by digital technology in the 

current information age. Comments posted on 

a video streaming site by a developing 

bilingual seven-year-old child speaking an 

autochthonous Philippine language and 

English were analyzed as to their mean length, 

syntactic form and pragmatic uses. Results 

revealed a language development in early 

English writing comparable to native speaker 

oral norms extant in the literature. 

Implications for further language and literacy 

development of the participant especially in 

the use of internet and digital technology in 

learning as well as for language policy in 

education are also discussed.  

Keywords: mean length of utterance, 

multilingual education, child language, 

YouTube, digital literacy  

1 Introduction 

Contemporary society has placed an outsized role 

for language and literacy skills of learners. Early 

childhood programs have been touted to help in 

this regard. As evidence, the full development of 

young children focusing on early childhood 

programs has attracted the attention of scholars 

and development agencies worldwide (Engle, et 

al., 2007). Naturally, parents of children in the 

emergent literacy stage also place a premium on 

the latter’s development of literacy skills.  

The current situation in homes with both 

parents working leaves young children with their 

home child minders and increasingly with internet 

sites like YouTube. Early literate children who 

interact through online gaming, social media and 

video sites may offer a glimpse into their language 

and literacy development. Thus, discourse is no 

longer limited to in-person interactions but also 

technology-mediated platforms (Waring, 2018, p. 

7).   

Children developing their language skills must 

not just master the systems of sounds, meanings, 

and word order but must learn communicative 

competence, too (Bryant, 2009). Communicative 

competence, also known as pragmatic skills, are 

needed for effective interactions with other people 

such as peers, families, and teachers. It is also 

predictive of later academic achievement (Reeder, 

Shapiro, Watson, and Goelman, 1996). e pages. 

1.1 Theoretical framework 

Sociocultural theory (SCT): This theory posits 

that human psychology comes as a result of “a 

trichotomy of social practice (behavior), 

consciousness (cognition and affect), and material 

culture (artifacts, such as language)” (van 

Compernolle, 2022, citing Blunden, 2011). In this 

theorization, the three components mediate one 

another. For instance, communicative speech or 

writing like commenting on a viewed YouTube 

video is mediated by participation in a social 

practice like watching a gamer stream himself 

playing a game, both of which are also mediated 

by the mental and emotional processes of 

cognition and affect. Sociocultural theory is often 

linked with Vygotsky’s (1978) work on the zone 

of proximal development (ZPD) to take advantage 

of extraneous resources in helping a learner learn 

a target language. 

According to Snyder and Tour (2017), the 

sociocultural conception of literacy became more 

mainstream in the 1980s, necessitating the use of 

more ethnographic approaches and thus, in the 

area of computer-mediated communication, 

varied viewpoints were employed, aside from 

studying quantitatively the impact of computers 

on writing, for instance. Later, in the 1990s, 

qualitative methods became the preferred mode 
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for exploring the intersection among literacy, 

learning, and technology, still with computer use 

at the forefront of the research contexts. 

Eventually, the internet became a frequent site for 

research, with the sociocultural perspective 

becoming a focal lens for comprehending literacy 

(p. 520).  

Significant literature exemplified the attempts 

to untangle the complex relationship of literacy, 

learning, and technology (Turkle, 1995; Burbules 

and Callister, 2000; Takayoshi et al., 1999; Kress 

and van Leeuwen, 2001; Lankshear and Knobel, 

2011; Lankshear, et al., 2000; Warschauer, 2006). 

Gee (2003), meanwhile, has recognized 

“nonschool literacies” from computer and video 

games and their study as something of value for 

education. The studies of Marsh (2011) and 

Livingstone (2002, 2012) provide evidence for the 

role and value of digital technology in learning 

among children and young people. 

Bilingualism and internet media: In the early 

period of media studies in education, practices at 

home received little consideration as having 

legitimate value in learning contexts (de Saint-

Georges, 2017). Nevertheless, media became a 

tool of education within the classroom or for 

independent learning in the decades from the 

1970s to the 1990s and continues to the present. 

Media became the first steps into literacy for 

many learners (p. 115). There is, thus, a 

recognition of an autonomous form of learning in 

which researchers have advocated for the use of 

media in language learning (Barton and Lee, 

2013). In turn, bilingual and multilingual learners 

benefited from this democratization of second and 

foreign language learning. 

A certain trend of research emerged which 

looked at the practices of the users of the media 

(Kelly-Holmes and Milani, 2013). de Saint-

Georges (2017) advocated for the study of the 

practices of media consumers and producers in 

addition to the focus on the text and language in 

communication media (p. 119). At this juncture, 

sociolinguistic approaches to bilingualism 

become relevant in which the bilingual or 

multilingual person is seen as a social actor (Wei, 

2017, p.221). In the context of video and computer 

gaming which has become prevalent as of late, 

viewers who watch players-cum-video streamers 

connect with the gaming community in a 

negotiation of identity. The phenomenon has 

happened cross-culturally, with mostly native 

American or Canadian English-speakers 

producing the videos for an international audience 

via YouTube and other social media sites.        

1.2 Background of the study  

The global pandemic resulted in early elementary 

pupils being unable to attend in-person classes 

regularly. Parents had to act as teachers at home 

and impart instruction to their own children. 

Starting in 2020, my own youngest child, who was 

five years old then, had to answer printed modules 

for his kindergarten studies. A year later, as a first 

grader, it was more of the same. As his parents, 

my wife, who is also an elementary grades 

teacher, and I endeavored to at least give him 

beginning reading instruction. Around the middle 

of 2021, we were successful in making him read 

one- to three-syllable English words, both through 

sight word reading and phonological recoding. In 

other words, he was able to read through the dual 

routes (Coltheart, 2005).   

1.3 Research questions  

This study aimed to analyze the YouTube 

comments as utterances of a bilingual (Minasbate 

and English) child as to their syntactic type 

(simple or complex sentence) and pragmatic 

purposes. The following are the specific research 

questions: (a) What is the written language 

development level of the child measured as mean 

length of utterance of his YouTube video 

comments; (b) What types of sentences (simple or 

complex) did he generate; (c) What 

communicative purposes did he use; and (d) What 

are the implications for his further language and 

literacy development?   

1.4 Definition of terms  

Mean length of utterance – the number of 

morphemes in a single utterance (Brown, 1973). 

Normally, the mean length of utterance is used to 

measure oral discourse. However, for this study, 

utterance is taken to be written comments.         

Utterance – a single utterance is a single 

written comment posted  

Simple sentence – a sentence with one 

independent clause (Lust, Foley, and Dye, 2009)   

Complex sentence – a sentence that is not a 

simple sentence (Lust, Foley, and Dye, 2009)  

2 Methodology  

This study made use of the content analysis 

technique “to study human behavior in an indirect 

way, through an analysis of their communications. 

It is just what its name implies: the analysis of the 

usually, but not necessarily, written contents of a 
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communication” (Fraenkel, Wallen, and Hyun, 

2011, p. 478). 

The participant is a seven-year-old first grader 

undergoing instruction through printed modules, 

although such modules are irregularly 

accomplished by him. He is the youngest child in 

a brood of three by the researcher and his wife. He 

is often left at home with his older brothers who 

are senior high school students and usually spends 

time on a cell phone watching YouTube videos of 

streamers playing games like Roblox and 

Minecraft, which he also plays from time to time. 

He also watches content related to vehicles like 

trains and cars, and some movie clips. His first 

language is Minasbate western dialect with a 

sprinkling of Tagalog words as his previous 

primary child minder spoke Tagalog. He knows 

all of the letters of the English alphabet since he 

was about three years old, learning them through 

YouTube videos and alphabet songs. For material 

his suitable to his age, he can also speak and 

comprehend oral English, and since about the 

middle of 2021, written English, but his actual 

level of competence is not known due to lack of 

testing. 

Data were gathered through Google Takeout 

where YouTube data on videos watched and 

comments posted by the researcher’s account on 

videos are archived and can be downloaded on 

request from Google. The comments were posted 

under the researcher’s account since the 

participant himself has no Google account. Such 

comments were deemed to be his upon 

verification as he was the only one in the 

household watching the videos concerned. The 

first comment included is dated August 17, 2021 

while the last is from May 31, 2022. There are 66 

comments included in the analysis. A fellow 

scholar who has written about the Minasbate 

language and colleague of the researcher was 

asked to validate the data gathered. 

3 Data Analysis and Discussion 

3.1 Written language development level  

The written language development level was 

measured using mean length of utterance 

morpheme (MLUM). The average MLUM for the 

participant was 8.41 as shown on Table 1. This is 

way above the 5.22 for his age based on Rice, et 

al. (2010). This result must be interpreted with 

caution as the MLUM was intended for oral 

speech and an equivalent measure for written 

discourse is not yet available. It may be that 

written utterances are longer because of the 

different mode. It may also be because the 

participant did not use punctuation at all and his 

constructions sometimes consisted of what are 

termed as run-on sentences or those which lack 

the full stop punctuation to divide multiple 

thought units. 

It must be noted that the participant had 

minimal input from home and school when it 

comes to the subject matter of the utterances 

indicated in the table, which were mostly about 

the gaming videos he was watching, since no one 

in the household or anyone in school he has 

interacted with had noted common interests in 

those games or the topics themselves. In the 

household, for example, his parents did not play 

the video games nor watched with him the subject 

videos. His older brothers who were at least 10 

years older had different gaming interests having 

grown up in an earlier period. His family 

members, notably, also did not speak to him in 

English much frequently and instead used the 

mother tongue. His minder probably had less 

input to his vocabulary as she spoke Tagalog, had 

less proficiency in and seldom used English, being 

unable to graduate from high school herself and 

did not distinguish herself academically.   In 

school or neighborhood, similar-aged children did 

not share his interests in the games or videos 

watched. Thus, he had minimal input from these 

sources. If at all, the participant likely got his 

vocabulary from the other videos he has watched 

like those about vehicles and other games. He also 

does not get significant input from traditional 

television as the household seldom subscribed to 

such media. It may be said YouTube acted as the 

babysitter for the participant most of the time he 

was with his minder, a phenomenon already noted 

in the literature (Beyens and Eggermont, 2014). 

It should be noted that the participant only 

started posting comments when he was already a 

beginning reader. He, however, was not yet 

proficient or even had basic skills in using a pen 

to write on paper. This is noteworthy as the child 

first wrote digitally instead of traditionally using 

a pen and paper.    

           

Utterance MLUM Type of 

sentence 

Part 2 pls part 2 pls or 

else 

8 N/A 

Build a bunker not that 

hard 

6 Simple  
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I realized something if 

u use code ghost u get 

billion steps 

13 Complex 

Ice scream 6 coming 

soon they waited for 

ice scream 6 

13 Simple  

Dumb centi he miss 

one marker in the rust 

room 

10 Simple 

He accidentally put b 

to say gift tag 

10 Simple 

His friend broke every 

block 

5 Simple 

How did bedrock 

break 

4 Simple 

Crash frontier is the 

best 

5 Simple 

My name in roblox is 

derpypatter 

6 Simple 

Rules donts touch 

lightsabers 

6 Simple 

This the sodor fallout 

song 

5 Simple 

Literally thats not cool 

u make that jump 

10 Complex 

Why did he add a 

image of krabby patty 

mobile 

10 Simple 

Dude someone deleted 

Minecraft on my 

phone 

8 Simple 

Pls make video of 

tanks in teardown war 

multiplayer 

10 Simple 

Ay no bad word 3 N/A 

I like when eystreem 

turned on shaders for 

no reason 

12 Complex 

When u see blood 

golem disconnect 

7 Complex 

Sonic hacked u i feel 

bad for jack 

9 Complex 

Blood golem is real it 

destroyed all the files 

11 Complex 

Bad fact i hate sebee 

he's bullying people 

10 Complex 

Yay this helped me 

alot I got all the 

markers 

12 Complex 

That tapwater cheats 

on bedwars 

7 Simple 

Here tips to survive 

when you hear a 

screaming run away 

13 Complex 

When he sees a good 

drawing 1 star why its 

a good drawing 

14  Complex 

Unsub pls unsub from 

him because of trolling 

9 Complex 

Unsub from hes the 

worst youtuber 

9 Complex 

I like when he sees a 

guy with katana he 

thinks hes cheating 

14  Complex 

I feel so bad for 

unspeakable that is hes 

has no money 

12 Complex 

Don't look away stupid 4 Simple 

That would been weird 

if flashlight says stop 

the fucking train 

13 Complex 

Glitch is dumb hes 

accidentdldy press the 

black arrow 

11 Complex 

Press the space button 

to activate the balloon 

but u jump off 

11 Complex 

I think hes hacking 6 Complex 

Uhh pls owner of this 

game delete this 

roblox game 

7 Simple 

JISHA JAGADEESH 

how do get rid of that 

oof deathsound it still 

plays i would never 

play it 

17 Complex 

Dislike him i dontlike 

him 

5 Complex 

OH SHIT OH SHIT 2 N/A 

What is point of this 5 Simple 

Dont look away from 

that scp peanut 

7 Simple 

Beep beep beep beep 4 N/A 

Uhh why did he make 

he this videos 

7 Simple 

Why didn't he show us 

fight the ender dragon 

10 Simple 

Wow he not talking 4 Simple 

What u guys speak 

Korean 

6 Simple 

Bacon 1 N/A 

Getting on top of the 

plane is scary thats a 

dumb idea 

5 Complex 
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Wow someone really 

wants to win in fortnite 

9 Simple 

How did he didn't 

know how to play fnf 

9 Simple 

I HATE CENTIDENT 3 Simple 

Why didn't he show 

me beat the ender 

dragon 

10 Simple 

Centi is dumb he didn't 

pick up the gold 

helmet 

11 Complex 

How do u get those 

skins 

6 Simple  

How did the train get 

going did a rock hit the 

lever to get the train 

get going? 

13 Complex 

wow this guy loves 

teardown 

5 Simple 

Yeah train cannot go 

on sharp curves 

8 Simple 

U got caught for 

speeding Why did he 

race 

10 Complex 

This a cool song ngl 5 Simple 

How does spycakes 

dont know how get rid 

of curse all do u is 

drink milk how ther 

dumb 

19 Complex 

Why is he watching 

cry hes cry all night 

10 Complex 

Dont ride a helicopter 

kids it dangerous 

10 Complex 

This guy is a hacker 6 Simple 

I like glitch keeps 

banging on his table 

10 Complex 

Why is there a panda 

fish there's fish 

6 Complex 

And why is the ball 

cleaning the teeth 

9 Simple 

Mean 8.41  

 

Table 1: Written utterances and their length and 

sentence type 

3.2 Complexity of utterances generated   

The complexity of the utterances was determined 

by individual inspection and categorized either as 

simple or complex, following the criteria that 

having one independent clause counts as a simple 

sentence and having more counts as a complex 

sentence (Lust, Foley, and Dye, 2009). There 

were 29 sentences classified as complex, 32 as 

simple, and five which were phrases only. This 

means 47% of the utterances had complex syntax 

and higher than the 20% achieved typically by 

children with at least 5.00 MLU (Schuele and 

Dykes, 2005). It may also mean a sequential 

bilingual development in mother tongue and 

English, with the prospect of the child growing 

more proficient in his L2 rather than his L1.  

It can be noted that the utterances were 

English-only, likely suggesting that for the 

domains of online gaming and video-watching, 

the participant preferred English, most probably 

because the content for these materials are also 

English-only, at least those he has watched. 

Among the morpho-syntactic patterns 

observed include the developing use of the 

present, past, and progressive forms of the verb, 

use of the auxiliaries “do” and “did” in multi-word 

verbs, use of shortened constructions like “pls” 

and “u”, use of the imperative, declarative, and 

interrogative types of sentences, and non-use of 

the full stop, question mark punctuation for 

questions, and apostrophe.    

3.3 Communicative purposes used  

Communicative purpose was measured by 

inspecting and analyzing each of the utterances 

individually and categorizing the function used as 

judged by the researcher. The participant used a 

variety of communicative purposes – 12 different 

purposes of which giving verdict, asking question, 

and expressing disagreement were the most 

frequently used. Table 2 and Figure 1 together 

present a concerning picture of how the 

participant is deploying his linguistic resources. 

The vocabulary contains words that denote 

negativity and could reflect some of the disturbing 

behavior online and in gaming that give parents’ 

pause on utilizing technology and its influence in 

shaping children’s development. For example, 

parents generally view screen media as 

problematic and their use by young children as 

potentially dangerous (Mavoa, Gibbs, and Carter, 

2017).  

According to Austin’s theory (1975), there are 

three components in a speech act: “the locutionary 

act, or the act of saying a sentence that makes 

sense and refers to something; the illocutionary 

act, or the speaker’s purpose in saying that 

sentence; and the perlocutionary act, or the effect 

of that sentence on a listener.” For this study, 

inspecting the participant’s YouTube comments 

makes it clear the first two elements are present – 

his comments are clearly referred to some context 
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in gaming and/ or videos being watched and 

evidently purposeful. However, the third 

component cannot be readily examined since 

there was little interaction like replies and likes/ 

dislikes on his posted comments. It may be 

because of the profile picture showing was that of 

the researcher’s account and not his own. As he 

was watching the videos, he was not actively 

interacting with another player or interactant as he 

was just watching on YouTube and not playing. 

However, it appears from his utterances that he 

wanted someone to reply or he was addressing the 

comments to someone, likely the video maker or 

the others watching the videos (for example: “Pls 

make video of tanks in teardown war 

multiplayer”; “Yay this helped me a lot I got all 

the markers”).    

  

Communicative Purpose  n  

Give verdict   14  

Ask question  13  

Express disagreement  11  

Praise  8  

Give information   7  

Express emotion   6  

Tell story   5  

Give order  5  

Make request   3  

Give opinion/ make comment  2  

Give warning   2  

Express agreement   1  

  

Table 2: Communicative purposes used  

  

  
 

 Figure 1:  Word cloud generated for participant’s 

vocabulary  

3.4 Implications for Further Language and 

Literacy Development   

It appears the participant is developing according 

to norm or even exceeding it if his language use in 

English is the basis. There may be some concern 

with regards to the vocabulary used which reflect 

those which he is exposed to. Language and 

literacy development other than in the mother 

tongue or concurrently with it is very much 

possible and supported in part by the results of this 

study.  

This study may also have some implications 

for the language policy in place in the country. 

The vast sharing in language and culture due to 

the internet has resulted in the weakening of the 

distinction between a second and a foreign 

language (Oxford, 2017). Early exposure to 

second and subsequent languages could also 

conceivably narrow the divide between L1 and 

L2. As shown in the present study, the 

participant’s language development in a second 

language to which he had early exposure (right 

around or before the age of three) may result in his 

attaining development comparable to first 

language speakers in that L2. The common 

definition of first language/mother tongue “as any 

native language developed before the age of 

three” (Oxford, 2017), citing Dewaele and 

Pernelle (2015) is similar to the legal definition 

under Philippine law (Congress of the Philippines, 

2013) which is “language or languages first 

learned by a child, which he/she identifies with, is 

identified as a native language user of by others, 

which he/she knows best, or uses most”. 

However, this presupposes languages as distinct 

and separate from one another and L1s being tied 

to ethnic identities. Languages have been argued 

to be “ever-developing resources” with “learners 

actively transforming their linguistic world” 

(Larsen-Freeman, 2015). While Larsen-Freeman 

talked about what she termed as second language 

development, it is not a reach to say L1s and L2s 

(like English in the Philippines) have a more 

interactive dynamic. There is acknowledgment of 

the Filipinos’ adaption of English “to mirror and 

reflect their lived experiences” (Kirkpatrick, 

2018). Thus, a multilingual approach reflecting 

these experiences of an individual may be 

considered.  

4 Conclusion and Recommendations  

The use of mean length of utterance to analyze 

written YouTube comments is explored in this 

study to determine a young bilingual’s language 

and literacy development. Further study could be 

done to see whether such novel usage could be 

tenable. Basic measures such as syntactic 

complexity based on type of sentence and 
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counting of usage of communicative purpose were 

used to shed light on the research questions. The 

rather fundamental analysis nevertheless revealed 

key insights which have practical implications at 

the familial level as well as for language policy.  

Parents and educators may gain some important 

understandings based on the results and analysis 

of this study. 
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Abstract  

The study of corrective feedback (CF) has been 
gaining more prolific attention in the field of Second 
language Acquisition (SLA) up to this time. 
Theorists, researchers, educators have been 
investigating which forms of CF are effective.   The 
study determined the use of metalinguistic 
corrective feedback and students’ response to such 
feedback in L2 writing. It also investigated the 
students’ belief on which features of their writing 
teachers should pay attention to. Forty students 
(8=males, 32=females) were given two writing tasks 
in which the teacher coded the errors using 
metalinguistic clues in their essays. The students 
revised their first draft following the given linguistic 
error codes. From these tasks, the teacher analyzed 
the preponderant linguistic errors and the types of 
revisions the students incorporated employing the 
list of error codes adopted from Corpuz (2010), 
Ellis’s (2009) typology of written corrective 
feedback and Ferris’s (2006) types of revisions. The 
results showed that the most prevalent linguistic 
errors committed by the students were punctuation 
and the most common type of revision category in 
the redrafts of the students was error corrected. 
Further, the survey conducted to the students 
revealed that error in grammar (82%) is the top 
most feature the students would like their teacher to 
correct in their writing. This seemed to suggest that 
the students have positive perception on corrective 
feedback. The results suggested that during the 
revision, the metalinguistic clues were not enough to 
rectify the errors and that the linguistic competence 
of the students was  needed to make the corrections. 
Essentially, most of the participants strongly agreed 
that the use of metalinguistic corrective feedback 
with the use of correction symbols facilitate their 
revision tasks.  
Keywords: Corrective feedback; Metalinguistic 
corrective feedback, grammatical errors, SLA 

1  Introduction  
Corrective Feedback (CF) has been a prolific ground 
for research up to this time. “Corrective feedback 
refers to any signal that a learner’s utterance may be 
erroneous in some way” (Nassaji & Kartchava, 2021, 
p.1). “It is also a response that is provided by a teacher, 
a researcher, or a peer in reaction to an error 
committed by the second/foreign language (L2) 
learner”( Leow & Driver, 2021, p. 65) A CF can be 
oral or written. 
           The role of written corrective feedback (WCF) 
has been a topic of immense interest in Second 
Language Acquisition (SLA) research to date, 
according to Brown (2007). Lightbown and Spada 
(2009) broadly define CF, also known as negative 
feedback, as “any indication to the learners that their 
use of the target language is incorrect.”  Van 
Beuningen (2010) affirms that “CF is a widely applied 
pedagogical tool and its use finds support in SLA 
theory, yet practical and theoretical objections to its 
usefulness have been raised” (p.1). To extend this 
definition to the written discourse, written corrective 
feedback (WCF), refers to “various ways a reader can 
respond to a second language writer by indicating that 
some usage in the writing does not conform to the 
norms of the target language” (Sun, 2013, p.1). The 
literature on corrective feedback also received several 
reviews particularly on their roles in the L2 class, and 
researchers were interested “if and how CF can help 
students to become able and self-employed writers” 
(Van Beuningen, 2010, p2.)  
           The present study analyzed the metalinguistic 
CF coded in the L2 writing of high school students. It 
determined how the learners responded to the 
corrections provided. The learner’s response 
frequently took the form of revision of the initial draft 
– an important stage in process writing. Much of the 
research that has investigated written CF has also 
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centered on whether learners are able to make use of 
the feedback they receive when they revise.  Thus, the 
study also investigated this aspect. It looked into the 
types of revisions the students used in their drafts 
which the teacher marked using metalinguistic clues 
and identified features of the students’ writing that 
they believed teachers should pay attention to.  
  
1.1   Review of Related Literature  
  
Studies on written CF were conducted in various 
settings such as in the classroom, in computer 
mediated communication, in training and even in areas 
dealing with students with disabilities. Its types of 
feedback were also found to produce different effects 
and results. One of the main findings of research on 
written corrective feedback was that CF was helpful in 
facilitating L2 writing of students but the lack of 
knowledge on  the rules of grammar make CF 
counterproductive (Ferris, Liu, Sinha, and Senna, 
2013; Sauro, 2009). Essentially, in the study 
conducted by Van Beuningen (2010), she concluded 
that by offering learners opportunities to notice the 
gaps in their developing L2 systems, engaging in 
metalinguistic reflection, written CF has the ability to 
foster SLA and lead to accuracy development.  

Furthermore, it was found that the use of 
written CF is strengthened when it is followed by a 
teacher conference and peer-peer interaction than 
receiving only CF and teacher conference (Chuang, 
2009).  On the one hand, there were also factors which 
influenced CF as found in the study of Ferris, Liu, 
Sinha & Senna (2013).  The analysis in this study was 
focused primarily on the students’ description of their 
own self-monitoring processes as participants revised 
marked papers and wrote new texts.  Individuals and 
contextual factors appeared to influence their writing 
development.   

On the types of feedback, Shirazi and 
Shekarab (2014) investigated the effect of direct and 
indirect feedback on Iranian learners studying 
Japanese language. They found that the group which 
received direct and indirect CF every other session had 
higher mean than the group that received only direct 
feedback. Further results showed that direct CF had 
little or no role to play in the writing practices of the 
group that received it. This finding seemed to 
strengthen the result of the study conducted by Parreno 
(2014) which suggested that using coded corrective 

feedback was a better approach than direct correction 
or indirect correction, although its efficacy on second 
language learning/acquisition needed further 
investigation.  
Moreover, McNulty (2007) found out that recasts was 
the most commonly used feedback type, yet it was 
least effective in terms of student uptake, while the 
most successful feedback are repetition, 
 metalinguistic,  elicitation  and 
clarification which were least used by the teachers.  
In addition, more than investigating which among the 
types of CF is more effective, the belief of the learners 
on CF must also be investigated for CF to be useful. 
Lennane (2007) in his descriptive analysis on the 
preferences for types of errors to correct and effective 
reactions to error correction found that explicit 
correction ranked the highest followed by recasts and 
then prompts. Diab’s (2006) study shed light on an 
important role in providing feedback. She 
recommended that teachers should incorporate 
classroom discussions on error to help their students 
understand how feedback is intended to affect their 
writing and why it is given in a particular way.  
These studies supported the present study. Indeed, 
there are much more significant features of written CF 
that still can be explored through scholarly research.  
 
 1.3   Research Questions  

  
The present study sought to answer the following 
questions:  

1. What are the most preponderant linguistic 
errors committed by the high school students 
in L2 writing?  

2. What types of revisions do the students 
incorporate in their texts when they were 
provided with corrected feedback in the form 
of metalinguistic clues?  

3. Does receiving written corrective feedback 
facilitate the linguistic accuracy of L2 writing 
among the students?  

4. What features of students’ writing do they 
believe are the most important for their 
teachers to correct?  
  

 1.4  Theoretical Framework  
  

The potential benefits of employing written corrective 
feedback to language learning depend on various 
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theoretical grounds. The present study is anchored on 
the following theoretical frameworks/models.  

  
1.4.1  On Corrective Feedback  
  

Ellis (2009) identifies a typology of teacher options or 
strategies for correcting students’ written work. He 
focuses on one kind of correction which is the 
correction of linguistic errors.  
    1.4.1.1 Direct CF  

In this strategy, the teacher provides the 
students with the correct form.  

1.4.1.2 Indirect CF  
In utilizing this strategy the teacher indicates 

that an error exists but does not provide the 
correction. This type of CF can be (a) indicating + 
locating the error and (b) indicating only. The former 
takes the form of underlining and use of cursors to 
show omissions in the student’s text while the latter 
takes the form of an indication in the margin that an 
error or errors found in a line of the text.  

1.4.1.3 Metalinguistic CF  
In this strategy, the teacher provides some kind 

of metalinguistic clues as to the nature of the error. The 
teacher can use two types of metalinguistic clues: (a) 
Use of error code and (b) Brief grammatical 
descriptions. The former has the teacher write codes in 
the margin or above the location of the error while in 
the latter has the teacher number the errors in text and 
writes a grammatical description for each numbered 
error at the bottom of the text.  

1.4.1.4 The Focus of the Feedback  
This concerns whether the teacher attempts to 

correct all (or most) of the student’s errors or selects  
one or two specific types of errors  to correct. This 
distinction can be applied to each of the above options. 
This type can be (a) unfocused CF and (b) focused CF.  

1.4.1.5 Electronic Feedback  
The teacher indicates an error and provides a  
hyperlink to a concordance file that provides 

examples of correct usage.  
1.4.1.6 Reformulation  
This consists of a native speaker’s reworking of 

the students’ entire text to make the language seem as 
native-like as possible while keeping the content of the 
original intact.  

 The present study employed the metalinguistic 
CF using error codes.  

  

1.4.2  On Student’s Response to Feedback  
  
Ellis (2009) provides the typology of student’s 
response to feedback as follows:  

1.4.2.1 Revision Required  
1.4.2.2 No Revision Required  
This can take the forms of (a) students asked to 

study corrections and (b) Students just received 
corrected text. In this study, the teacher required the 
students to do a revision following the error codes 
marked on their texts.  
  
1.4.3  CF as a Focus-on-Form Intervention  
  
Focus-on Form approach by Long (Long 1991; 1996; 
200; Long & Robinson, 1990, as cited in Van 
Beuningen, 2010), is a pedagogical intervention that 
has received considerable attention and which has 
been advocated in the SLA.  
According to Long (2000, p. 85  in Van  
Beuningen,2010, p. 4),  focus on form “involves 
briefly drawing students’ attention to linguistic 
elements […] in context as they arise incidentally in 
lessons whose overriding focus is on meaning or 
communication. The temporary shifts in focal 
attention are triggered by students’ problems with 
comprehension or production.” One of the most 
crucial characteristics of a focus-on-form intervention 
is that it is provided within a communicative context. 
Long implied that focus– on form episodes are 
unplanned (i.e. incidental). This implication had 
contrasted the definition of other scholars.  
  
1.5   Conceptual Framework  
  
Following the theoretical underpinnings of the present 
study, the researcher  focused on the use of the 
metalinguistic CF. Metalinguistic CF involves 
providing learners with some form of explicit 
comment about the nature of the errors committed. 
Lyster and Ranta (1997 as cited in Rezaei, 2011) 
categorize metalinguistic feedback as “comments, 
information, or question related to the well- 
formedness of the student’s utterance, without 
explicitly providing the correct form” (p. 657). 
Metalinguistic comments, the most minimally 
informative method than recasts, simply indicate the 
occurrence of an error. The metalinguistic CF which 
the present study is referring to here is the 
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metalinguistic unfocused CF in which the researcher 
labels the errors of the students using error codes. An 
example from the data is shown below.  
  
                         P  C  
  I agree. Because in our family my parents are  
        S/V  
 the one who supports us.  
  
Following the error codes, the student will do the 
revision as follows:  
  
 I agree because in our family my parents are the 
ones who support us.  
  

Furthermore, CF can be focused or unfocused 
corrective methodologies. The present study 
employed the unfocused approach which involves 
correction of all errors in a learner’s text, irrespective 
of their error category.  

For feedback to work for either redrafting or 
language learning, learners need to attend to the 
corrections (Ellis,2009, p.99. ). The taxonomy by 
Ferris (2013 as cited in Ellis,2009, p. 105) was used by 
the researcher to determine the learners’ response to 
the feedback.  

The study employed a descriptive research 
design that utilized writing tasks in the form of essay 
writing and the written output of the students received 
metalinguistic clues. The representation of the overall 
conceptual research design is shown below.  

  

Figure 1. Conceptual research design  
  
2  Methodology  
  
2.1   Research Design  
  
Given the nature of the investigation, the present study 
used the descriptive qualitative approach. Frequency 
counts and percentages were also used to determine 
the number of errors that occurred during the writing, 
to determine the frequency of the types of revisions the 
participants incorporated in their responses to the 
coded error; and to determine the preponderant 

features of the students’ writing the students believed 
the most important for their teacher to correct.   
  
2.2   Setting  
  
The setting of the study is an accredited private high 
school in Bulacan. The administrators and faculty are 
really working to produce quality instruction to 
respond to the needs of times. The school is a 
prominent school in the province where most of the 
students are considered well-off. The teachers are 
mostly new, but they are under the close supervision 
of the academic coordinator and school directress. The 
writing sessions were done through the English 
subject.  
  
2.3   Participants  
  
Forty (male=8; female=32) private high school 
students enrolled  for the school year 2014-2015 
participated in the present study. They belonged to the 
first section of the graduating class. Their ages ranged 
from 15 to 17 years. Their final accumulated grades in 
the third year ranged from 80 to 96.  
  
2.4   Data Collection  
  
Data collected by the researcher were primarily 
through the written output of the students. The 
researcher administered two writing sessions and two 
sessions for the students to revise their corrected 
essays. For additional data, the researcher administers 
a brief survey to determine which features of the 
students’ writing they believe to be important for their 
teacher to correct.  
  
2.5 Data Collection Procedure  
  
Approval from the school head was sought primarily 
to conduct data gathering. The approval was given, 
and the school head asked the researcher to coordinate 
with the English teacher of the fourth year students. 
The researcher was facilitated by the English 
Language teacher to conduct the writing  and revision 
sessions which took place in a week.  
 The participants were given two writing tasks in 
the form of essay writing. The students 
accomplished each writing task in thirty minutes. 

 
  

Metalinguistic  
Cues   

  

Revisions 
  

Rew riting   Task 
  

Writing 
Task 
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After each writing task, the researcher checked 
the writing by indicating the error codes above the 
location of the error in the texts of the students. 
The teacher gave back the coded written output 
on the same day for the students to do the 
revision. The participants also did the revision or 
rewriting for thirty minutes. A list of error codes 
was provided to the participants during each 
revision. The Error codes, which the researcher 
used, were adopted from the study of Corpuz 
(2010). The revised written output and the 
original written output were collected again.  

In the coding stage, the researcher listed all 
the errors and classified them according to  linguistic 
errors  based on the list of error codes.  
The researcher counted the number and frequencies of 
these errors to determine the most preponderant 
occurrences of each. The linguistic errors are: use of 
wrong word, missing word, punctuation, 
capitalization, tense, word form, subject-verb 
agreement, plural/singular, spelling mistake, 
preposition, word order, article use, extra word, cannot 
be understood sentences, register, active/passive, 
awkward sentence and pronoun use.  

Moreover, the researcher also counted the 
types of revisions the participants incorporated in their 
drafts. These types of revisions were based on the 
taxonomy of Ferris (2013. in Ellis, 2009, p. 105), 
which are : error corrected (Error corrected per 
teacher’s marking), incorrect change (Change was 
made but incorrect), no change ( No response to the 
correction was apparent), deleted text (Participants 
deleted marked text rather than attempting correction), 
substitution, correct (Participants invented a 
correction that was not suggested by the teacher’s 
marking) and substitution, incorrect (participants 
incorrectly made a change that was not suggested by 
the teacher’s marking). The two essay topics given by 
the researchers were (a) Describe Your Hometown and 
(b) Do you agree with the statement that parents are 
the best teachers.  

The researcher also conducted a brief survey to 
get additional data on the perceived belief of the 
participants as to which of the features of their writing 
they believed were the most salient for the teachers to 
correct to. Their responses were also subjected to 
frequency counting.  
  

2.6  Method of Data Analysis  
  
To answer research questions 1 to 4, the researcher 
used frequencies and percentages to determine the 
preponderant occurrences. These frequencies were the 
result of the coding done primarily with the data using 
the typologies used in the study.  
  
3  Results and Discussion  
  
3.1   Introduction  
  
The study delved on the metalinguistic CF marked by 
the teacher on the essays of the high school students 
and what types of revisions the students employed on 
these coded errors on their essays.   
  
3.1.1  On the Types of Linguistic Errors  
Committed by the Participants  
  
Table 1 shows the types of linguistic errors the 
students committed in writing their essays.  
  
Table 1  
Linguistic errors committed by the students  
  Linguistic  

Errors  
First Essay  Second  

Essay  
Total Errors  

    f  %  f  %  f  %  
1  Punctuation  241  21.71  97  17.60  338  20.34  
2  Wrong Word  155  13.96  54  9.80  209  12.58  
3  Awkward  126  11.35  43  7.80  169  10.17  
4  plural/ 

singular  
83  7.47  81  14.70  164  9.87  

5  Cannot be 
understood  

83  7.47  29  5.26  112  6.74  

6  Missing word  62  5.58  48  8.71  110  6.62  
7  Capitalization  44  3.92  56  10.16  100  6.02  
8.  Word form  78  7.02  20  3.62  98  5.90  
9.  Subject-verb 

agreement  
30  2.70  42  7.62  72  4.33  

10  Preposition  43  3.87  23  4.17  66  3.97  
11  Tense  41  3.69  23  4.17  64  0.03  
12  Pronoun use  37  3.33  18  3.26  55  3.31  
13  Article use  41  3.69  11  1.99  52  3.13  
14  Spelling 

mistake  
18  1.62  4  0.72  22  1.32  

15  Word order  16  1.44  2  0.36  18  1.08  
16  Register  9  0.81  0  0  9  0.54  
17  Active/passive  3  0.27  0  0  3  0.18  
  Total  1,110  100  551  100  1,661  100  
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The data recognized 1,661 occurrences of 

different linguistic errors. Table 1 shows that the 
most prevalent committed error by the students is 
punctuation in which the occurrences is one-fifth 
of the total occurrences recognized in the data. 
The results also reveal that there were slim 
proportions of other linguistic errors committed 
by the participants during the writing of essays 
such as wrong word- 209 (12.58%) occurrences, 
awkward sentence – 169 (10.17%) occurrences 
and plural/singular -164 (9.87%) occurrences. 
The very least linguistic errors are register- 9 
(0.54%) and active/passive -3 (0.18%) 
occurrences. It is worthwhile to note that the 
participants seemingly do not have sufficient 
mastery of the use of comma, semicolon, 
apostrophe and period. The results also suggest 
that the participants have difficulty in vocabulary 
as revealed in their use of wrong words and wrong 
register and lack of clarity in written expressions 
as they produced awkward sentences. They do not 
also show accuracy in the use of plural and 
singular forms of the words.  

Furthermore, it can be observed also that  
the participants’ linguistic errors in the second essay 
had decreased tremendously. This can be accounted 
for by the researcher’s observation that the students 
became conscious of their writing during the 
administration of the second essay.  
  
3.1.2  On the Types of Revisions Performed by the 
Students  
 

The data recognized a total of 1,574 occurrences of 
different revisions performed by the participants 
during the revision. This number is smaller than the 
number of linguistic errors marked by the teacher. This 
can be accounted for by the way a participant revised 
his or her coded essay. A long stretch of sentence 
having five linguistic errors, for instance, can be 
deleted by a participant during the revision. Thus, 
reducing the number of the types of revisions used by 
the participants.  
When the participants rewrote their coded essays, fifty 
percent of the total revisions show that they corrected 
the errors appropriately while an accumulated 
percentage of less than fifty percent of the revisions 
performed are incorrect, deleted, incorrectly 

substituted and ignored or unchanged and only seven 
percent shows correct substitution for awkward 
sentences as shown in Table 2.  
 
Table 2  
Types of revision incorporated by the participants  
Types of  
Revisions  

First Essay  Second Essay  Total   

  f  %  f  %  f  %  
Error Corrected  
(EC)  

522  46.52  229  50.66  751  47.71  

Incorrect  
Change (IC)  

176  15.68  71  15.70  247  15.69  

Deleted Text  
(DT)  

167  16.01  44  9.73  211  13.40  

Substitution  
Incorrect (SI)  

136  14.88  35  7.74  171  10.86  

No Change (NC)  76  6.77  41  9.07  117  7.43  
Substitution  
Correct (SC)  

45  4.01  32  7.07  77  4.89  

Total  1,122  100  452  100  1,574  100  
  
3.1.3  Does receiving written corrective 
feedback facilitate the linguistic accuracy of 
L2 writing among the students?  
  
Figures 2 and 3 show the errors corrected and incorrect 
changes made by the students.  
  

  
Figure 2. Percentages of Errors Corrected  
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Figure 3. Percentages of Incorrect Changes  
  

In order to answer this research question, the 
researcher looked closer to the types of revision done 
by the participants on each of the linguistic errors.   

The results show that error corrected type of 
revision is the most preponderant type of revision. It 
occurs less than fifty percent of the total types of 
revisions recognized in the data. Its preponderant use 
is evident in greater occurrences in punctuation, 
wrong word, plural/singular, missing word, 
capitalization, word form, subject-verb agreement, 
preposition, tense, pronoun use, article use, spelling 
mistake, word order and the use of active and passive 
than in awkward, cannot be understood sentences and 
register. This further implies that the participants 
have difficulty correcting linguistic errors 
appropriately on awkward and cannot be understood 
sentences and register as shown in Figure 2.  

The results also show that the second most 
preponderant type of revision incorporated by the 
participants is incorrect change that have 
instantiations of 247 (15.69%). The linguistic errors 
which have the most incorrect changes are 
punctuation, word order, plural/ singular, missing 
word, word form, preposition and tense while the 
linguistic errors which have the least incorrect 
changes are awkward and cannot be understood 
sentence, capitalization, subject-verb agreement, 
pronoun, article, spelling mistake, word order and 

register as shown in Figure 3. Incorporating incorrect 
revision with a slim percentage implies that the 
student found a slight difficulty in correcting their 
errors during the revision.  
  
Furthermore, the third most preponderant types of 
revision done by the participants is deleted text 
followed by incorrect substitution, no change and very 
slim percentage of substitution correct. In summary, 
Table 3 shows errors corrected by the participants and 
substitution corrected only mark 52.60% while 
incorrect change, no change, deleted text and 
substitution incorrect mark   equivalent to 47.38%. 
These results suggest that the students can correct 
errors but at the same time also lack the linguistic 
competence to rectify errors. The errors that they 
found most difficult to correct during revision are 
correcting awkward sentences and sentences that 
cannot be understood and registered. During   the 
revision, some of these were deleted and incorrectly 
substituted.    
  
 Moreover, the question as to whether metalinguistic 
CF facilitates the writing of the students is explained 
by the previous discussions of the result. In other 
words, receiving written corrective feedback in the 
form of metalinguistic clues may lead participants to 
see the nature of their error and help them produce the 
corrections, but this does not warrant that their 
corrections are appropriate. The participants also need 
to apply their linguistic competence to rewrite 
difficult errors (e.g. awkward, cannot be understood 
sentences and register) appropriately. If they did not 
develop, in all likelihood, they will commit errors and 
at the same time cannot rectify the errors. The results 
are in consonance with the findings of Sauro (2009) 
when she investigated the impact of two types of 
computer mediated corrective feedback in the form of 
recasts and metalinguistic information on the 
development of adult learners’ L2 knowledge. Sauro 
(2009) found no significant advantage for either 
feedback type on immediate sustained gains in 
knowledge of target forms, although the 
metalinguistic group showed significant immediate 
gains relative to the control condition. The 
longitudinal study conducted by Ferris, Liu, Sinha and 
Senna (2013) found  that students found the 
techniques used in the study (focused WCF, revision, 
and one-to one discussion about errors) useful, but 
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formal knowledge of language rules played a limited 
and sometimes even counterproductive role in their 
self editing and composing.  
  

3.1.4  Features of the students’ writing they 
believe are the most important for their  
teachers to correct   
  
Table 3  
Writing features students believe teachers Should correct  

 
Writing 
Features  

Strongly 
Agree   

Agree   Neither 
agree nor 
disagree  

Disagree  Strongly 
Disagree  

Total  

a. error in  
grammar  

28(82.35%)  5(32.78%)  1(2.94%)      34  

b. error in 
spelling  

25(73.52%)  9(26.47%)        34  

c. vocabulary  
choice  

25(73.5 
2)  

9(26.47%)        34  

d. use of 
correction 
symbols  

19(55.88)  7(20.58%)  4(11.76%)  4(11.76%)    34  

e.  
organization 
of the paper  

17(50% 
)  

15(44.11%)  2(5.88%)      34  

f. 
error in 
punctua- 
tion  

15(44.11%)  13(38.23)  5(32.78%)      34  

g.  
comments 
on the 
ideas 
expressed  

10(29.41%)  13(38.23%)  9(26.47%)  2(5.88%)    34  

 
  

  
 Thirty-four (34) from the original 40 participants 
answered the survey. The results show that the 
participants strongly agree that teachers should point 
out errors in grammar, spelling, vocabulary, 
punctuation, and use of corrections symbols. They 
agree that teachers should make comments on the 
ideas expressed in the paper as shown in Table 3. The 
results imply that students have a positive attitude on 
the written corrective feedback provided by the 
teacher.  
   
4  Conclusion  
  
Providing written corrective feedback in the form 
of metalinguistic clues is a productive strategy in 
facilitating the L2 writing of the students. It can 
also be used as an assessment tool for both the 
teacher and the students. For the former, he or she 
can further design his or her instruction on the 

immediate needs of the students, and for the 
latter, they can revisit their past grammar lessons 
and may have a self-study approach to strengthen 
their linguistic competence. Using metalinguistic 
clues has also been beneficial for the students to 
be aware of the writing skills that they have, and 
this realization should lead them to possess some 
measures that can improve such skills.  
  
4.1 Recommendation  

  
As a teacher and researcher, I share the same 
recommendation in the study of Ferris, Liu, Sinha & 
Senna (2013, p. 307). Their findings suggested that 
teachers should have a more finely tuned approach to 
corrective feedback and that future research designs 
investigating written corrective feedback should go 
beyond consideration of students’ written products 
only. The present study also recommends that 
teachers incorporate classroom discussion on error 
correction, feedback, and writing in order to help their 
students understand how feedback is intended to 
affect their writing and why it is given in a particular 
way. It is also important that teachers should become 
aware of their own beliefs about error correction and 
feedback to student writing.  
  
4.2   Implications  
  
3.2.1  On Pedagogy and Instruction  
  
The results of the present study are beneficial for 
the institution concerned. From the results, the 
English area can design an effective program 
targeting the needs of its clientele. The school 
curricular revision can identify specific targets to 
address the needs of the students in writing, since 
writing is one of the most important skills a 
student should develop.  

  
3.2.2  On Research  
  
Conducting research is always part of any 
scholarly endeavor in his field of specialization. 
It is the researcher’s contribution to the discipline. 
The results of the present study hopes to 
contribute ideas on the field of research 
particularly in the Philippine school setting. Other 
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means of improving student writing skills should 
be explored by teachers in the field.  
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Abstract

Automatically generating meeting minutes
is a challenging yet time-relevant problem
in speech and natural language processing.
Nowadays, meeting minutes seem more cru-
cial than ever due to the manifold rise of on-
line meetings. However, automatic minut-
ing is not straightforward for various reasons:
obtaining transcriptions of sufficient quality,
summarizing long dialogue discourse, retain-
ing topical relevance and coverage, handling
redundancies and small talk, etc. This pa-
per presents our investigations on a pipelined
approach to automatically generate meeting
minutes using a BART model (Bidirectional
and Auto-Regressive Transformers) trained on
multi-party dialogue summarization datasets.
We achieve comparable results with our sim-
ple yet intuitive method with respect to pre-
vious large and computationally heavy state-
of-the-art models. We make our code avail-
able at https://github.com/ELITR/
minuting-pipeline.

1 Introduction

Ever since most of our interactions went virtual, the
need for automatic support to run online meetings
became essential. Due to frequent meetings and the
resulting context switching, people are experienc-
ing an information overload (Fauville et al., 2021)
of epic proportions. Hence a tool to automatically
summarize a meeting transcript would be a valuable
addition to the virtual workplace. Automatic Minut-
ing is the task of generating bullet-point meeting
minutes from multi-party meeting transcripts. The

AutoMin shared task at Interspeech 2021 (Ghosal
et al., 2021) is a community-wide effort in this
direction. Organizers of AutoMin (Ghosal et al.,
2022a) released a medium-scale annotated corpus
(Nedoluzhko et al., 2022) of transcript-minute pairs
for conducting the shared task.

Automatic Minuting is close to summarization but
not the same; subtle differences exist. Summariza-
tion aims at generating a concise and coherent text
summary. It often purposely removes some less crit-
ical information; minuting is more inclined towards
adequately capturing the entire contents of the meet-
ing (coverage is probably more significant than co-
herence and conciseness).

Summarizing spoken multi-party dialogues
comes with challenges: incorrect or noisy auto-
mated speech recognition (ASR) outputs, long
discourse, topical shifts, the dialogue turns, re-
dundancies and small talk, etc. Hence we deem
automatic minuting to be more difficult than text
summarization.

Due to the variety of sub-problems associated
with this task, we adopt a pipelined approach. Our
method encompasses (i) pre-processing the ASR-
generated meeting transcripts to drop redundancies
and noise, followed by (ii) unsupervised topical seg-
mentation, and finally (iii) summarizing each seg-
ment of the discourse with a BART model (Raffel et
al., 2019) pre-trained on a large-scale dialogue sum-
marization dataset. Our initial investigation yields
encouraging results. The obtained minutes resemble
the human gold standard in terms of readability and
coverage. Our main contribution lies in developing
a lightweight, easy-to-implement, and efficient au-
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tomatic minuting pipeline by leveraging pre-trained
Transformer-based language models fine-tuned on
large-scale dialogue summarization datasets.

2 Related Work

Although meeting summarization is a well-studied
problem in the summarization literature (Rush et al.,
2015; Chopra et al., 2016; Nallapati et al., 2016;
See et al., 2017; Celikyilmaz et al., 2018; Chen and
Bansal, 2018; Zhong et al., 2019; Xu and Durrett,
2019; Liu and Lapata, 2019; Lebanoff et al., 2019;
Cho et al., 2019; Wang et al., 2020; Xu et al., 2019;
Jia et al., 2020), automatic minuting is defined as
a task relatively recently (Ghosal et al., 2021). We
survey some of the relevant meeting summarization
research in this section.

Early studies like Chen and Metze (2012) used
intra-speaker topic modeling to summarize meet-
ings. Later, several approaches (Zhao et al., 2019;
Liu and Chen, 2019; Liu et al., 2019) documented
the efficacy of hierarchical methods in learning the
inherent structure of conversations. Li et al. (2019)
utilized a multi-modal hierarchical attention mecha-
nism across the topic, utterance, and word levels for
the task. However, their method depends on manual
annotation of topical segments and visual attention
of the participants in the meetings, which are not
commonly available. Zhu et al. (2020) introduced a
hierarchical network HMNet for end-to-end training
with cross-domain flexibility, which is now one of
the state-of-the-art models for meeting summariza-
tion but is very resource-intensive. Recently, Liu
and Chen (2021) proposed a dynamic sliding win-
dow strategy for abstractive summarization, achiev-
ing a close to state-of-the-art performance. Along
similar lines, Zhong et al. (2021) presented a pre-
training approach for long dialogue understanding
and summarization with window-based denoising.
Zhang et al. (2021) introduced a flexible multi-stage
framework for longer input texts, combining a multi-
stage greedy transcript segmentation with end-to-
end training. Singh et al. (2021) tested several base-
line text summarization models for automatic minut-
ing and concluded that off-the-shelf summarization
models are not suited for the concerned task.

Most of the above deep neural models are
resource-heavy. The hierarchical model, HMNet, re-

quires 4 Tesla V-100 GPUs with 32G memory on
each. Our proposed pipeline approach is straight-
forward and consists of separate stages for each
sub-task in the pipeline: pre-processing, redun-
dancy elimination, transcript segmentation, summa-
rization, and post-processing. Each stage has a
unique problem, with specified target outputs, cul-
minating in the final objective, i.e., minutes genera-
tion. We would also like to point out that the earlier
methods do not aim for automatic meeting minutes
generation; instead, they strive to generate coher-
ent meeting summaries in the form of paragraphs.
Our motivation is to generate meeting minutes in the
form of bullet points that adequately capture the con-
tents of the meeting.

3 Methodology

Our current approach is inspired by one of the sys-
tem submissions (Shinde et al., 2021) in the Au-
toMin shared task (Ghosal et al., 2021). Initially,
we pre-process the transcripts as described in Sec-
tion 3.1, later utilize the fine-tuned dialogue summa-
rization model (Section 3.2), and finally, we post-
process the outputs (Section 3.3). We describe the
datasets used for the fine-tuning and evaluation in
Section 4. We also provide automatic and human
evaluation discussions and error analysis in Sec-
tion 5. Kindly refer to Figure 1 for the entire system
architecture.

3.1 Pre-Processing

Raw transcripts (directly from the ASRs) would re-
quire a good amount of pre-processing before one
can proceed with the downstream tasks (automatic
minuting in our case). In our experiments, the raw
transcripts were already processed by human anno-
tators to remove any inconsistencies during the re-
spective corpora development. We discuss the steps
employed for our use case on the already processed
datasets.

Redundancy Elimination. Since current sum-
marization models are not trained to eliminate re-
dundancies and are often capped to specific input
lengths, they struggle to process a long sequence of
multi-speaker utterances and the dispersed informa-
tion that comes with them (Ghosal et al., 2022b). We
leverage specific pre-processing methods and em-
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RAW 
TRANSCRIPT

SEGMENTATION

SEGMENTED TRANSCRIPT

PhD C: So, in addition to this issue about the UW stuff there was
announced today, via the LDC, a corpus from I believe Santa
Barbara.\nPostdoc E: I saw it. I've been watching for that
corpus.\nPhD C: of general spoken English.\nPostdoc E: ......

k-TH SEGMENT

INPUT SEQUENCE

REDUNDANCY
ELIMINATION

Meeting ID: Bmr003 
Grad A: OK , this is one channel . Can you uh , say your name... 

PhD C: This is Eric on channel three , I believe . 
Grad C: OK . Uh , I don't think it 's on there , Jane .

Grad A: Okay, this is channel one. Can you say your name into your mic one at a time?
PhD C: This is Eric on channel three I believe.
Grad C: Okay. I don't think it's on there, Jane.
Undergrad D: Testing, one two three.

CLEANED 
TRANSCRIPT

ENCODER-DECODER MODULE

There was a corpus of general spoken English from Santa Barbara released today.
PhD C, Postdoc E, and Grad A want to get a copy of it.
PhD C, Postdoc E, Jane, Liz and Morgan are going to have......

OUTPUT SEQUENCE

SEGMENTED SUMMARIES

MINUTES: Bmr003

Grad A, PhD C, Undergrad D, Postdoc E and Dave had a

meeting.

They talked about transcription for the future meetings.

Grad A, Postdoc E, Undergrad D and Beck recorded the

table microphones.

......
Undergrad D and PhD B are going to use a projector in the

conference room.

They don't want to leave a monitor out all the time.

Undergrad D, PhD C and Postdoc E discussed the

possibilities of a wireless system.

They compared their transcripts.

REDUNDANCY
ELIMINATION 

&
CONCATENATION Grad A, PhD C, Undergrad D, Postdoc E and Dave are having a meeting. They are going to talk 

about transcription for the future meetings. Grad A, Postdoc E, Undergrad D and Beck are 
recording the table microphones. Grad A doesn't want to turn off the VU meter, but he wants to 
put them in standard positions. Lila is almost ready to put ......

RAW 
SUMMARY 

GENERATED 
MINUTES

STRUCTURING 

k-TH SEGMENT SUMMARY
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Figure 1: Architecture of the proposed Automatic Minuting pipeline.
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ploy utterance cleaning and redundancy elimination
based on thresholds to tackle this issue.

Consider a transcript with speaker-utterance pairs,
X0 = {(p01, U0

1 ), (p
0
2, U

0
2 ), ..., (p

0
L, U

0
L)}, where

p0j ⊂ P , 1 ≤ j ≤ L, is the j-th speaker and U0
j =

(wj
1, w

j
2..., w

j
lj
) is the tokenized sequence of the j-th

utterance; where {wj
i } represents the i-th token from

the j-th utterance. For the j-th tokenized utterance,
U0
j = (wj

1, w
j
2..., w

j
lj
) from the transcript, we gen-

erate a cleaned sequence, U c
j = (W j

1 ,W
j
2 ...,W

j
Lj
),

by eliminating repetitions, pauses and known spe-
cial symbols for unarticulated sounds, unintelligibil-
ity, disfluency markers, and similar disruptions. We
filter the utterances using custom stopwords set S
that we define from various meeting transcripts from
currently available corpora like AMI (McCowan et
al., 2005), ICSI (Janin et al., 2003), and the dataset
from AutoMin (Nedoluzhko et al., 2022). By this,
we obtain the filtered utterance Uf = (U c\S) and
the corresponding context ratio R, which expresses
how much the utterance was shortened by dropping
stopwords compared to the cleaned version:

R = |Uf |/|U c| (1)

Ultimately, our processed transcriptX ′ comprises
utterances U c

i where the ratio of non-stop-words Ri

is big enough, i.e. Ri ≥ α (α being a predefined
threshold ratio).

Linear Segmentation. Current summarization
models limit the length of input sequences they can
process (Singh et al., 2021), so they cannot process
the full-length transcripts in our data. Our approach
here is simple: it breaks the transcripts into blocks
with a uniform token length. We experiment with
token lengths: 512, 768, and 1024, respectively.

Topical Segmentation. The linear segmentation
technique is problematic whenever important infor-
mation on a topic falls into the subsequent seg-
ment. To address this limitation, we experiment with
two methods for topic-aware segmentation: Depth-
Scoring (adopted from Solbiati et al. (2021)) and the
TextTiling algorithm by (Hearst, 1993).

For Depth Scoring, we use a window of kw seg-
ments, capping each segment to L̂ = 60 words and
setting topic change threshold τ to 0.5 (these are tun-
able hyperparameters, kindly refer to Solbiati et al.

(2021) for details). Let us consider Figure 2. For
a transcript with N turns, we obtain their contextu-
alized embeddings from an encoder. We apply max
pooling on this embedding space.

For a pair of neighboring windows of segments,
one consisting of turns k − kw till k, and the other
of turns k till k + kw, we obtain the cosine simi-
larity, simk between the embeddings pooled across
all segments in the respective windows. For a se-
ries of neighbouring window similarity scores ŝ =
(simkw , ...simN−kW ), we compute the depth scores
as dpk = hl(k)+hr(k)−2simk

2 where hl(k) and hr(k)
are the highest similarity score on the left and right
side of the kth element in the series of similarity
scores. We deduce the topic change indices with the
help of the obtained window-similarity scores and
depth scores. Following are the variations one can
use while determining the topic change indices.

• Segment-window capping. With this ap-
proach, we compute the topic change indices
as:

Tds = {i ∈ [0,M ]|simkw+i ≤ µs − σs} (2)

where T is the set of topic-change indices µs
and σs are the mean and variance of the se-
quence, M = N − kW is the number of win-
dows, simkw+i

is the similarity score of the ith
window.

• TextTiling. TextTiling is a method to subdi-
vide texts into multi-paragraph units represent-
ing passages or subtopics by leveraging lexical
co-occurrence and distribution patterns. Here,
we use TextTiling to identify major subtopic
shifts. After computing the window similarity
scores, we use the TextTiling method to com-
pute the segments in a transcript. For a series of
depth scores D = (d1, d2, ...dN−kw), we com-
pute the topic change indices as:

Ttt = {i ∈ [1,M ]|di ≥ τ} (3)

Through one of the three approaches (linear,
depth-scoring, or text tiling), we obtain the seg-
mented transcript XS = (η1, η2, ...ηK) where ηk =
{(pSk

1 , USk
1 ), (pSk

2 , USk
2 ), ..., (pSk

Lk
, USk

Lk
)} is the se-

quence of speaker-utterance pairs belonging to that
segment.
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Project Manager: Right uh . So um . So where's the PowerPoint presentation ? Sorry ?
Microsoft PowerPoint , right . Right , okay . So . Right .

Marketing: Yeah ,
Project Manager: I see , right .
...
...
...
Marketing: I've got one too .

Project Manager: And we'll meet back at I'm not sure . Um forty minutes , I believe
is the time .
Industrial Designer: Kay .
Marketing: Okay . {vocalsound} {vocalsound}
Project Manager: Come on .

TRANSCRIPT

Project Manager: That's nice to know , one from each of you . Um new project requirements . Um so do we
want to do the presentation first , or do we want to um {disfmarker} W I I got um {gap} or or three things
basically , um relating to the remote being only for T_V_ . We discussed that last time. 
...
...
...
Industrial Designer: Mm-hmm .

Similarity Score for

window

... ...
Series of
Similarity
Scores

Depth
Score

Figure 2: Illustration of segment-windows, and calculation of similarity and depth scores referred in Section 3.1

We concatenate the speaker labels p•• with the cor-
responding utterances U•• and then across all items
in the given segment back to the form of a single di-
alogue transcript. We then pass each of these plain
text segments to one of the root summarization mod-
ules (see Section 3.2).

3.2 Summarization

We choose the pre-trained BART model (Lewis
et al., 2019) in the summarization module in our
pipeline. BART performs best among the other
summarization models we tested, generating fluent
and readable meeting minutes. Other summariza-
tion models include T5 (Raffel et al., 2019), Pega-
sus (Zhang et al., 2020), and RoBERTa2RoBERTa
(Rothe et al., 2020). We fine-tune all these models
on popular dialogue summarization datasets before

integrating them into our pipeline.
BART is a denoising autoencoder for pretraining

sequence-to-sequence models. The model is trained
by corrupting text in an arbitrary noising function
and then teaching it to reconstruct the original text.
BART’s ability to use source-side bi-directionality
when operating on sequence generation tasks en-
courages its use for text summarization.

We pass the input sequence obtained from the pre-
processing module through the summarization mod-
ule. Again, for k-th segment, it returns a summary
Ck = {ck1, ck2, ...cklk}, where cki is the i-th summary
line of the k-th segment. We rejoin all the segment
summaries Y S = (C1, C2, ...CK) to get the raw
summary text.

Experimental Configuration We do not train any
models from scratch but finetune most of them on
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Datasets # Dialogues # Turns # Speakers # Turn Len. # Len. of Dialogue # Summary Len. Compression
SAMSum 16.4K 11.2 2.4 9.1 124.0 23.4 81.12%
DialogSum 13.5K 9.5 2.0 15.8 168.5 25.8 84.70%
MediaSum 463.6K 30.0 6.5 49.6 1553.7 14.4 99.00%
AMI 137 535.6 4.0 10.4 5,570.4 321 94.24%
ICSI 59 819.0 6.3 10.5 8,567.7 576 93.28%
ELITR Corpus 124 254.4 5.8 9.7 8,890.8 387 95.65%

Table 1: Statistics of the dialogue and meeting summarization datasets we employ in our experiments. The top part is
the larger summarization datasets we use for fine-tuning our models, the bottom part is theb meeting summarization
datasets we use for model selection and testing. The reported statistics are averages across entire corpora. Lengths are
in words. The compression ratio indicates how much the dialogue is shortened into the summary.

Datasets Instances Doc.
Len.

Summ.
Len.

%
Comp.

%novel
unigram

XSum 226.0K 488 27 94.5% 37.8%
CNN/DM 311.0K 906 63 93.0% 16.9%
R-TIFU 7.9K 641 65 89.9% 43.8%

Table 2: Document summarization datasets used for fine-
tuning.

the data described in Section 4 below. For most
models, a single Tesla K80 GPU is sufficient. Few
larger models like BART-large and T5-large require
multi-GPU training on NVIDIA GTX 1050 Ti or
single GPU training on the NVIDIA A100-PCI-E-
40GB variant. Training for individual finetuning
procedures takes less than 2 hours, while warm-
starting takes approximately 0.5 hours, depending
on the dataset used. The hyperparameters and model
configurations are consistent with the default values
used during the pretraining of respective models. We
set the finetuned BART on inference and generate
our text with num beams = 4, top k = 0.5 and
no limit on ‘max length’. We provide the hyperpa-
rameters and model configuration details in our code
repository.

3.3 Post-Processing

After the main summarization, we use sentence
compression methods, including swapping short-
ened phrases and pronouns and splitting longer sen-
tences into two for improved readability. In our
proposed pipeline, for each summary line, we fil-
ter out a set of unique entities (speaker names,
project/corporation names, and location details).
Further, we use a token-count threshold τtoken of 10
to include only those summary-sentences which are
quantitatively informative enough (i.e., consisting of
a minimum of τtoken number of tokens).

4 Dataset Description

Our work uses two types of data sources (see Ta-
ble 1): (1) for fine-tuning summarization models,
see Section 4.1, and (2) for the choice of the best
setup and final evaluation of the minuting task, see
Section 4.2.

4.1 Datasets for Fine-tuning Summarization
Module

Here, we choose from some of the popular abstrac-
tive summarization datasets. Primarily, we use the
dialogue summarization corpora: SAMSum (Gliwa
et al., 2019), DialogSum (Chen et al., 2021), and
MediaSum (Zhu et al., 2021).

Additionally, we use document summarization
datasets XSum Narayan et al. (2018), CNN/DM
Nallapati et al. (2016) and R-TIFU Kim et al.
(2018), see Table 2. Their high compression ratio
(“% Comp.”) can potentially train the models to
generate sequences more selectively, thus automat-
ically eliminating redundancies.

4.2 Target Datasets: Automatic
Minuting/Meeting Summarization

We primarily use ELITR Minuting Corpus
(Nedoluzhko et al., 2022) for comparison with
other systems. We further experiment on popular
meeting summarization datasets: AMI (McCowan
et al., 2005) and ICSI (Janin et al., 2003), due to
similarities in the two tasks. AMI and ICSI come
from staged product design meetings in companies,
academic group meetings in schools, and similar
arrangements. Each instance has a transcription of
the entire dialogue and is annotated with a meeting
summary and human-identified topic boundaries
(except for ELITR Minuting Corpus). These
meeting transcripts are extremely long, have a
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AMI ICSI
Models/Metrics R-1 R-2 R-SU4 R-1 R-2 R-SU4
(A) Baselines and Comparing Systems
Random 35.13 6.26 13.17 29.28 3.78 10.29
Cluster Rank (Garg et al., 2009) 35.14 6.46 13.35 27.64 3.68 9.77
Extractive Oracle 39.49 9.65 13.20 34.66 8.00 10.49
PGNet (See et al., 2017) 40.77 14.87 18.68 32.00 7.70 14.46
(B) Our best-performing setups
bert2bert-cnndm-samsum 40.72 10.10 27.13 35.03 7.35 24.48
bart-xsum-dialogsum 42.40 10.34 17.67 36.95 6.94 13.68
t5-dialogsum 42.71 11.05 18.34 37.01 7.48 13.68
bart-xsum-samsum* 45.17 13.30 20.33 38.75 8.51 14.98
(C) State-of-the-art systems in Meeting Summarization
HMNet (Zhu et al., 2020) 53.02 18.57 24.85 46.28 10.60 19.12
DialogLM (Zhong et al., 2021) 53.70 19.60 - 49.50 12.50 -
SummN (Zhang et al., 2021) 53.40 20.30 - 48.80 12.20 -

Table 3: ROUGE-1, ROUGE-2, ROUGE-SU4 scores of generated summaries on AMI and ICSI datasets. *→‘bart-
xsum-samsum’ stands for our proposed model finetuned on the XSum corpus, further finetuned on the SAMSum
corpus. Results in (C) are reproduced from the respective papers.

turn-based structure, and have multiple occurrences
of redundant words and utterances.

Table 1 shows the relevant statistics of the dia-
logue and meeting summarization datasets that we
use in our experiments.

5 Evaluation

In this section, we present the evaluation of our
proposed pipeline in terms of automatic metrics in
Section 5.1 and human evaluation metrics in Sec-
tion 5.2. We compare our proposed pipeline with
different summarization algorithms, finetune on
combinations of abstractive summarization datasets,
and report our performance on ELITR Minuting
Corpus, AMI, and ICSI meeting summarization
datasets.

5.1 Automatic Evaluation

For automatic evaluation, we make use of popular
text summarization evaluation metrics. We report
ROUGE (Lin, 2004) variants, namely ROUGE-1,
ROUGE-2, ROUGE-SU4, which measures the over-
lap of unigrams, bigrams, and unigrams plus skip-
bigrams (with max. skip of 4), respectively. We
also provide METEOR (Banerjee and Lavie, 2005)
scores which reward matching stems, synonyms,
and paraphrases and not just exact matches.

5.2 Human Evaluation

To evaluate the quality of our output, we carry out
a human evaluation of our minutes and compare it

with the best-performing model outputs from the
AutoMin 2021 shared task. Since we were the
AutoMin shared task organizers, we had access to
the human evaluators who also evaluated the sys-
tem submissions in AutoMin. Six human evalua-
tors rated our minutes in terms of Adequacy, Gram-
maticality and Fluency scores on a Likert scale of 5
(we report the average scores) (Ghosal et al., 2021).
Because automatic metrics for text summarization
evaluation have various shortcomings and are not
apt to judge the quality of meeting minutes (Ghosal
et al., 2022b), we attribute more importance to hu-
man evaluation, although the annotators were judg-
ing only our outputs in this run, without immediate
comparison to AutoMin system outputs.

5.3 Results and Analysis

We discuss the experimental results and analyze the
performance of our system in this section.

Table 3 compares the ROUGE scores of earlier
models with our best setup (bart-XSum-samsum
with linear segmentation). With no prior fine-tuning
on AMI and ICSI meeting datasets, our pipeline
outperforms several earlier approaches, including
the popular Pointer Generator network (See et al.,
2017) and the Extractive Oracle. However, the state-
of-the-art models: HMNet (Zhu et al., 2020), Di-
alogLM (Zhong et al., 2022) and SUMM-N (Zhang
et al., 2021) are still superior in terms of the quanti-
tative metrics.

Table 4 compares the automatic and human eval-

697



Automatic Evaluation Human Evaluation
Model R-1 R-2 R-L Adequacy Grammatical Fluency
Ours-bart-xsum-samsum (Current Model) 0.40±0.09 0.11±0.02 0.18±0.03 4.46/5.00 4.45/5.00 4.18/5.00
Team ABC (Shinde et al., 2021) 0.33±0.08 0.08±0.04 0.19±0.06 3.98±0.73 4.45±0.37 4.27±0.55
Team Hitachi (Yamaguchi et al., 2021) 0.26±0.09 0.08±0.03 0.14±0.05 4.25±0.46 4.34±0.41 3.93±0.57

Table 4: Performance of our pipeline in comparison to the two best-performing participating systems at the AutoMin
Shared Task on the newly released ELITR Minuting Corpus.

Model R-1 R-2 R-SU4 BERTScore METEOR
bart-xsum-samsum 45.2 13.3 20.3 0.60 20.6
bart-xsum-dialogsum 42.4 10.3 17.7 0.59 18.6
bart-base-samsum 39.9 11.2 16.1 0.60 15.1
bart-base-mediasum 33.2 7.0 11.3 0.55 14.0

Table 5: Comparison of the BART-based model setups
with different finetuning datasets on the AMI test set.

uation scores of AutoMin participating systems and
our proposed model on ELITR Minuting Corpus
(Nedoluzhko et al., 2022). Our model outper-
forms others on each of the metrics, confirming our
pipeline’s effectiveness. However, we must men-
tion here that the scores of AutoMin systems were
taken directly from Ghosal et al. (2021) and not re-
measured in our annotation. The annotator pool was
almost the same, and they had access to the AutoMin
participant minutes. However, it is unlikely that they
compared the AutoMin participants’ outputs with
the current system-generated output, so their eval-
uation scales could have shifted.

Table 5 shows the performance of our pipeline
when used with different summarization models
based on BART on the AMI test set. Our best-
performing combination outscores the next by al-
most 3 points in terms of ROUGE-1; however, other
model variants still perform close to the proposed
approach. From the setups we tested, the best fine-
tuning procedure starts with XSum and continues
with the SAMSum dataset.

As we mentioned earlier, our model fine-tuned
on the SAMSum corpus offers a better generation
quality than those trained on other datasets. We
attribute this to the fact that the dialogues in the
SAMSum dataset are relatively simplistic and much
more straightforward than those in DialogSum and
MediaSum. The conversations are comparatively
shorter and better reflect a conventional multiparty
dialogue situation, leading to a better match between
the training and testing conditions.

We also notice the differences caused by the train-

Model Pk WinDiff ROUGE-1 METEOR
Random 0.61 0.75 - -
TextTiling 0.39 0.41 43.40 18.1
Capped 0.34 0.35 42.50 16.7
Linear (768) 0.44 0.50 45.17 20.6

Table 6: Comparison of the ‘bart-xsum-samsum’ model
with different segmentation methods on AMI dataset

ing datasets used before the finetuning phase. Hav-
ing a high compression ratio and novel word per-
centage, datasets like XSum demonstrate an ex-
tremely abstractive nature of summarization. Al-
though the source text in XSum (Narayan et al.,
2018) is longer than the dialogue instances from
datasets like SAMSum (Gliwa et al., 2019), the sum-
maries are relatively shorter. We observe a similar
difference when we train the model on the XSum
dataset compared to other datasets like the Reddit-
TIFU (Kim et al., 2018) and the CNN/DailyMail
(Nallapati et al., 2016). The generated minutes are
relatively short, with more novel words and para-
phrased sentences, qualities that are critical in ab-
stractive summarization.

Furthermore, we carry out ablation experiments
to check the effectiveness of our three segmentation
methods (Table 6). We report the performance on
the AMI dataset, which comes with reference seg-
mentation of transcripts. We use the Pk (Beefer-
man et al., 1999) and WinDiff (Pevzner and Hearst,
2002) methods to evaluate the segmentation accu-
racy and report ROUGE-1 and METEOR scores on
AMI transcripts.1 We find ROUGE (Lin, 2004) and
METEOR (Banerjee and Lavie, 2005) score surpris-
ingly higher with linear segmentation (segments of
at most 768 tokens). This result can be due to: with
the topical segmentation schemes, several snippets
of small talk and irrelevant information from the
meeting make it to the final output, thereby affect-
ing the overall scores.

1Ground truth segmentation of meeting transcripts are avail-
able for the AMI corpus.
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Input: Transcript
Project Manager : Right uh . So um . So where’s the PowerPoint presentation ? Sorry ? Microsoft PowerPoint , right . Right , okay .
So . Right . Okay , so we’ve got uh so we’ve got new project requirements . Um . So basically we’ve got three things , and we’ve got
forty minutes in which to uh {disfmarker} for this meeting to uh to discuss the various options . Um . Three presentations .
Industrial Designer : We have a {disfmarker} I guess we have a presentation each , ’cause I’ve got one . Um .
User Interface: Yeah .
Marketing : Yeah .
Project Manager : That’s nice to know , one from each of you . Um new project requirements . Um so do we want to do the presentation
rst ,or do we want to um {disfmarker}W I I got um {gap} or or three things basically , um relating to the remote being only for T V .
We discussed that last time
. . .
Industrial Designer : Kay .
Marketing : Okay . {vocalsound} {vocalsound}
Output: Minutes
• Industrial Designer explains to Project Manager how the remote works.
They have their own logo, color scheme and they have to incorporate it on the product.
The current expansion of channels in the process of taking place, certainly the button up, down, but how many channels do we have to prepare
for and how many buttons do we need?

• The Project Manager, Industrial Designer, Marketing and User Interface discussed the remote control functions.
• Industrial Designer will put delay to allow multiple numbers.
• Project Manager, User Interface, Marketing and Industrial Designer discussed the design of the remote control.
• Marketing, Industrial Designer, Project Manager and User Interface discussed the design of remotes for older televisions.
There are 16 buttons on the front of the device: power button, standby, channel, volume, up, down, brightness, contrast, and a mute.
On the back it will have the channel tuner, brightness and contrast.

• The project manager did the minutes of the meeting.

Figure 3: Sample output from our pipeline on a document from AMI corpus: Meeting Id-ES2014b

Figure 3 shows a sample minute generated from
our pipeline approach. The transcript corresponds
to ‘ES2014b’ from the AMI dataset. As we can
see, the generated minute is coherent with the dis-
cussions from the meeting.

5.4 Error Analysis
We qualitatively examine and find that our outputs
show the following categories of errors (Figure 4).

• Made-up entities. Anonymization of dis-
crete entities in transcripts (e.g., LOCATION7,
PERSON4, Marketing Manager) is consistent
in most transcripts and minutes of our test
datasets. Since no such anonymization is ap-
parent in SAMSum, this sometimes results in
the generation of made-up entities that are ini-
tially not part of that transcript.

• Absence of context in summary. Sometimes,
the generated summary could use pronouns or
other referring expressions from the transcript
without ensuring that the element they are re-
ferring to is actually present in the summary.
However, this issue is rare and did not occur in
our final test runs.

• Incomplete phrases. Although less, we notice
occurrences of incomplete sentences. These

generally belong to those parts of the tran-
scripts where the utterances either had missing
punctuation or hesitations and interruptions on
the speaker’s part.

6 Conclusion

In this paper, we explore the use of large pre-trained
language models fine-tuned on dialogue summa-
rization datasets to automatically generate meeting
minutes. We evaluate our proposed BART-based
pipeline approach on the recently released corpus
for automatic minuting (ELITR Minuting Corpus)
as well as on the earlier AMI and ICSI meeting sum-
marization corpora. We utilize existing multiparty
meeting summarization datasets.

Our pipelined approach is promising and certainly
puts up a case for further investigations to employ
large language models for this challenging task. In
future work, we would like to optimize our ex-
isting pipeline by replacing extractive filtering and
utterance-level topic segmentation with an end-to-
end method.
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Case-1: Made-up entities
Instance - “PhD A PhD F, PhD C and PhD F are discussing the encoding of things with time and data.”
Explanation - It seems like as a normal summary line with correct grammar and readability. Consulting the transcript, we find out that ‘PhD
C’ is not a real speaker, ’Grad C’ is the real speaker here. Hence, this is an error due to anonymization.
Instance - “Marketing, Project Manager, Industrial Designer and Project Manager are meeting to....”
Explanation - The ‘Project Manager’ was mentioned in the transcript once but it appears twice in the summary line. We attribute this
to anonymization in the finetuning data, which collapses two people’s names into two very similar identifiers; the model then infers that
repeating a similar (or even identical) entry is sometimes desired.
Case-2: Absence of context
Instance - “PhD D discovered that on the wireless ones, you can tell if it’s picking up breath noises...”
Explanation - The wording of the summary line uses a referring expression (‘the wireless ones’) without providing its referent in the
surrounding lines.
Case-3: Incomplete phrases
Instance 1 - “they don’t match well with the operating behavior of the — Marketing, Industrial Designer, Project Manager are discussing
the design of the remote control”
Instance 2 - “They have decided to start with the black and white version. They will use double A or triple A batteries, rubberized buttons,
a plastic casing for the plastic shell, a variety of designs, — Marketing Project Manager, Industrial Designer, User Interface and Project
Manager are discussing the design of a keychain.”
Explanation - Due to interruptions in the speech, the transcripts sometimes break one speech act into several utterance — often marked
with a hyphen. This reflects in the model outputs as shown with a ‘—’ separator.

Figure 4: Error instances from the pipeline-generated summaries illustrating the error cases discussed in Section 5.4.
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Muskaan Singh, and Anja Nedoluzhko. 2021.
Overview of the First Shared Task on Automatic
Minuting (AutoMin) at Interspeech 2021. In Proc.
First Shared Task on Automatic Minuting at Inter-
speech 2021, pages 1–25.

[Ghosal et al.2022a] Tirthankar Ghosal, Marie
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Abstract

Semantic similarity systems assess to what ex-
tent two words, phrases, sentences are simi-
lar in their meaning. In this task, rule-based
and neural network systems achieve the best
results. The former requires intensive human
workload and the latter needs heavy comput-
ing. Can we achieve high accuracy without
hand-crafted rules and without intensive com-
puting? In this paper we present three types
of Vanilla Recurrent Neural Networks that ful-
fill the aforementioned requirements for In-
terpretable Semantic Textual Similarity task
and we compare them to the systems from Se-
mEval competition.

1 Introduction

Semantic similarity, also called paraphrase detec-
tion, focuses on similarity of words, phrases, sen-
tences in terms of semantic equivalence. Having a
different grammar construction or different words,
yet synonyms, used, two sentences may convey the
same meaning. Semantic similarity assesses the
level of semantic equivalence, e.g., by saying that
a pair of sentences is not semantically equivalent or
is equivalent to some extent.

There are many different specifications of seman-
tic similarity task. We focus on two definitions of
this task used in SemEval competition (Cer et al.,
2015). The first one is a basic approach, called
herein basic semantic similarity task, that expresses
semantic similarity as one number from 0 to 5. 0
means that there is no semantic similarity, e.g., A
woman is slicing big pepper. vs. A dog is moving its

mouth. 5 is assigned when there is perfect semantic
equivalence, e.g., The man cut down a tree with an
axe. vs. A man chops down a tree with an axe. In
the middle there are pairs that are similar to some
extent, e.g., a pair People are playing cricket. vs.
Men are playing cricket. is scored as 3.

A more complicated specification of a task in
question, called Interpretable Semantic Textual Sim-
ilarity (iSTS), defines 8 alignment types between
chunks of sentences, e.g., EQUI - semantic equiva-
lence – in Olympics, at Olympics, OPPO - semantic
opposition – lower vs. higher. Additionally, simi-
larity for each alignment is scored on a scale 0-5. In
this paper, we focus on Interpretable Semantic Tex-
tual Similarity (iSTS) task as it gives more insight in
the justification of the similarity.

We can distinguish two main types of systems
that assess semantic similarity, namely; hand-crafted
rule-based systems and statistical systems. The first
group uses many rules prepared by linguists and is
highly customized for a specific task. Such systems
need a lot of manual work. Statistical systems use
trained models to assess semantic similarity. Some
of them also involve lots of manual work in features
engineering. We focus on statistical systems that do
not require manual work and here comes deep learn-
ing approach.

Moreover, we prefer network architectures pow-
ered by basic network cell, because amount of anno-
tated data is limited for Interpretable Semantic Tex-
tual Similarity (iSTS).

Hence, we focus on simple network models;
that is, Vanilla Recurrent Neural Network (Vanilla
RNN). Vanilla networks have been successfully ap-
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plied in various tasks, for instance, char, word
sequences processing, including text generation
(Karpathy and Fei-Fei, 2017) or handwriting gen-
eration (Graves, 2013). The network cell we use is
much simpler and has less parameters to train than
more complicated gates, for instance, GRU/LSTM.
Thus, we present three new network architectures
with basic network cell and compare them to a base-
line architecture and other available solutions for In-
terpretable Semantic Textual Similarity with one-to-
one relations. In our work, we focus on achieving
high accuracy using vanilla Recurrent Neural Net-
works with basic network cell in Interpretable Se-
mantic Textual Similarity (iSTS) with one-to-one re-
lations. That has been achieved by refining network
architectures and by using basic network cell.

2 Related Work

Semantic similarity systems could be divided into
two main groups: rule-based systems and statisti-
cal systems. An example of a rule-based system
is UMBC EBIQUITY (Han et al., 2013), which
won SemEval 2013 (Diab et al., 2013). Despite
the already mentioned drawbacks of rule-based ap-
proaches, such systems have recently dominated the
area of semantic similarity. They use external re-
sources prepared by linguists, e.g., databases of syn-
onyms, and heavily depend on manual work in rules
creation. The main idea behind this kind of systems
is to find words that are semantically similar in both
sentences and calculate the level of semantic simi-
larity for each pair. Then, the aggregated similarity
is calculated. These systems could be supported by
statistical models, however, the influence of a sta-
tistical model on the whole system is usually rather
low.

The second group - statistical systems - are of-
ten based on neural network models. The first neu-
ral network that achieved high accuracy in semantic
similarity task was presented in (Socher et al., 2011).
It was based on autoencoder that encodes a sentence
and then decodes it into another one being as close
to the original sentence as possible. In this approach
two encoded sentences are compared and assigned a
score. The encoder transforms a sentence according
to a dependency tree. Recently, recurrent neural net-
works (RNN) have been used for semantic similar-

Figure 1: Linear Vanilla RNN.

ity task. In (Tai et al., 2015), LSTM gate organized
in a tree structure architecture has been used. The
tree was built according to a dependency parse tree.
In (Mueller and Thyagarajan, 2016) siamese RNNs
with tied weights between networks were used. We
do not apply this restriction in our solution. RNN
approach is the current trend in semantic similarity.

There are also hybrid systems that combine rule-
based approaches and statistical models. As they
utilize advantages of these two kinds of systems, hy-
brid systems achieve high accuracy. A system of this
type (Rychalska et al., 2016) won, for instance, se-
mantic similarity task for English at SemEval 2016.
Unfortunately, hybrid systems inherit also disadvan-
tages of both of their combined approaches.

Our models are different from the above systems
as they use statistical approach without time con-
suming manual work and apply basic network cell
due to small available annotated data for iSTS.

3 Network Architectures

In this section, we present the baseline network ar-
chitecture for Interpretable Semantic Textual Simi-
larity task. We also propose three new architectures
of recurrent neural networks built on top of basic
network cell.

3.1 Baseline Linear Architecture

We use a linear vanilla architecture, denoted as
VRNNH1-lin and shown in Figure 1, as a base-
line for our three more complicated, yet still sim-
ple, vanilla architectures for semantic similarity as-
sessment. xi nodes represent terms from a sen-
tence. Nodes may be a single value or a vector,
e.g., an embedding vector (Turian et al., 2010), (Pen-
nington et al., 2014) that represents semantics of a
term. The hidden state of a network is calculated as
hi = tanh(U · xi +W · hi−1), where hi−1 is previ-
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Figure 2: Tree Vanilla RNN.

Figure 3: Linear Vanilla H2 RNN.

ous hidden state of the network andU ,W are weight
matrices.

3.2 Proposed architectures
The first of the proposed vanilla architectures
(herein called VRNNH1-tree) is presented in Fig-
ure 2. A structure of a network is constructed ac-
cording to a dependency tree of a sentence. The
idea is similar to (Socher et al., 2011) (Tai et al.,
2015), however, we use simpler vanilla unit. Com-
pared to (Socher et al., 2011) we do not assume a
decoding part of a network, as it is done in autoen-
coders. Moreover, we do not restrict a tree to be
binary. Contrary to a linear network, a tree struc-
tured network does not process terms in the natural
order as human beings do. However, we assume that
a grammatical structure, represented by a parse tree,
will be more beneficial for semantic representation
of a sentence. The hidden state of a network is cal-
culated as hi = tanh(U · xi +

∑m
j=1W · hi−1,j).

To extend the linear vanilla architecture, we add
one more hidden layer. The extended architecture
is depicted in Figure 3. A vector, Hi, for a node

Figure 4: Tree Vanilla H2 RNN.

in the second hidden layer is computed as a non-
linear function of a current hidden state hi and a pre-
vious hidden state hi−1. The additional non-linear
function allows a network to model more compli-
cated dependencies than those with only one hid-
den layer. Terms are processed according to a natu-
ral order of a sentence. h state is computed in the
same way as in linear vanilla architecture: hi =
tanh(U · xi +W · hi−1). Additional hidden state
is calculated as Hi = tanh(U2 · hi +W2 ·Hi−1).
We denote this architecture as VRNNH2-lin.

The same extension can be applied to VRNNH1-
tree network, thus Figure 4 presents a tree based net-
work with additional hidden layer called VRNNH2-
tree. Compared to VRNNH1-lin we try to leverage
grammatical structure of a sentence and allow for
modeling of more complicated dependencies by in-
corporating the additional hidden layer. The hidden
state in the first hidden layer of a network is calcu-
lated like in VRNNH1-tree, as hi = tanh(U · xi +∑m

j=1W · hi−1,j). The state from the second layer
is computed as Hi = tanh(U2 · hi +

∑m
j=1W2 ·

Hi−1,j).
In order to evaluate two chunks/sentences in the

context of semantic similarity, we need one more
layer which gives a final result. We chose a soft-
max layer (Su and Xu, 2015) for this purpose. The 6
output neurons represent one of the 6 possible re-
sults on a 0-5 scale for basic semantic similarity
task and 8 neurons represent alignment type in In-
terpretable Semantic Textual Similarity task. Each
neuron of a softmax layer gives a probability of a
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Figure 5: The full architecture of linear Vanilla RNN.

particular possible result. We can choose the result
with the highest probability. A full network archi-
tecture combines final vectors representing two sen-
tences and gives the final result. The full architec-
ture for VRNN1-lin representation of a sentence is
shown in Figure 5. h23 and h13 are nodes that out-
put the vector representation for each of the two sen-
tences. Then node s1 compresses vectors represent-
ing sentences (e.g. 50 or 100 elements) to the length
equal to the number of possible final outputs (e.g.,
six) for scoring estimation.

In the full network architecture presented in Fig-
ure 5, states for s1 and s2 are calculated as fol-
lows: s1 = tanh(S11 · h23 + S12 · h13), s2 =
softmax(S2 · s1). For two hidden layer networks
the final layers connect nodes from the second hid-
den layer, e.g., H23 and H13. Please refer to Figure
6 that presents full network structure for VRNN2-
lin sentence representation architecture. For tree
structured architectures the idea of combining vec-
tors representing each sentence is the same.

4 Non-Integer Scores

Scores provided in SemEval data are not always in-
tegers. Let us assume that the score is 3.75. Then
we can guess that it comes from score 4 assigned by
three annotators and score 3 assigned by one annota-
tor. We need to choose the approach to process such
scores in the softmax layer.

4.1 Scores Weighting
First approach is to reconstruct the distribution of
scores. If we know that for 3.75 three persons as-
signed score 4 and one person chose score 3, we

Figure 6: The full architecture of linear Vanilla H2 RNN.

Set Training Testing Total
Images 375 375 750
Headlines 378 378 756

Table 1: Number of sentence pairs in the data sets.

can represent a softmax layer as (0 0 0 0.25 0.75 0)
where score 3 has a probability of 0.25 and score 4
has a probability of 0.75. Thus, we take into account
minority votes.

4.2 Scores Rounding

We may also think, in case of score 3.75, that score
3 was a mistake or deviation from the proper score.
Hence, we round the score to the most probable one
and omit the minority votes by taking into account
only majority votes. In such a case we would repre-
sent the softmax layer as (0 0 0 0 1 0) that means we
assume the score of 4 should be assigned.

We examine both approaches in Section 5.

5 Experiments

We test the proposed architectures with Images and
Headlines (Agirre et al., 2015) data sets from Se-
mEval 2015 Interpretable Semantic Textual Similar-
ity (iSTS) contest to compare our models to sys-
tems submitted by SemEval participants.The data
sets contain around 750 sentence pairs each (please
refer to Table 1. Golden chunks, scores and types
are also provided.

We also use F measures applied in SemEval iSTS
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Model F1 score F1 s+type Avg
H1-lin 0.8620* 0.6894 0.7757
H1-tree 0.8516 0.6819* 0.7668*
H2-lin 0.8541 0.6679 0.7610
H2-tree 0.8651 0.6825* 0.7738*

Table 2: Experiments summary for 50 elements embed-
ding vectors for Images set.

Model F1 score F1 s+type Avg
H1-lin 0.8559* 0.6624* 0.7592*
H1-tree 0.8578* 0.6643* 0.7611
H2-lin 0.8617 0.6557* 0.7587*
H2-tree 0.8502 0.6704 0.7603*

Table 3: Experiments summary for 100 elements embed-
ding vectors for Images set.

contest. F1 score (Agirre et al., 2015) is F1 mea-
sure that takes into account the score assigned to the
alignment. The score should match. The alignment
type is ignored.

F1 score+type (also called F1 s+type) (Agirre et
al., 2015) is F1 measure that takes into account both
alignment type and score for alignments.

In our tests we use golden chunks, thus the al-
gorithm does not need to discover chunks within
the sentences because it uses chunks provided in the
data set.

In the experiments, we use word embeddings
described in (Turian et al., 2010) and log-loss
function as a loss function. To calculate a gradient,
Limited-memory BFGS algorithm is used (Liu
and Nocedal, 1989). Regularization is performed
with L2 method. The source code is available
at https://www.dropbox.com/s/ot25z73qnhue92f/
vrnn1.0.zip?dl=0 (anonymized link).

Model F1 score F1 s+type Avg
H1-lin 0.8560 0.6942* 0.7751*
H1-tree 0.8536 0.6953* 0.7745*
H2-lin 0.8652 0.6958* 0.7805
H2-tree 0.8509 0.6981 0.7745*

Table 4: Experiments summary for 50 elements embed-
ding vectors and rounding for Images set.

5.1 Experiments with Short Word Embeddings

First we conduct experiments using word embed-
dings consisting of 50 elements. The results for
Images set are shown in Table 2. The first column
contains the names of network architectures. “H1”
indicates a network with one hidden layer. “H2”
means that two hidden layers are used. “lin” de-
notes a linear architecture. “tree” indicates that a
network constructed according to the dependency
tree is used. Thus, “H2-lin” denotes a network with
linear structure and two hidden layers. The second
and third column contains results of F1 score and F1
score+type, respectively. The last column presents
the average of F1 score and F1 score+type mea-
sures. The best results for each measure or average
is marked in bold. * denotes values for which the
difference between them and the best value, marked
in bold, is not statistically significant at 0.05 p-
value level. We use weighting for non-integer scores
(please refer to Section 4).

In terms of F1 score measure, the best result
(0.8651) is obtained with the most complicated net-
work, i.e., the tree structured network with two hid-
den layers. However, the linear network with one
hidden layer obtains the result that is not statisti-
cally different from the one marked in bold. For
F1 score+type the best result (0.6894) is achieved
by the simplest architecture, i.e., the linear network
with one hidden layer. The same network gets the
best average result (0.7757).

Comparing the statistically differences, only the
linear network with two hidden layers yields the
lowest results obtaining statistically lower results
three times.

Table 6 presents the results for Headlines set.
Considering statistic significance, the presented out-
put of four networks does not differ for all measures,
thus, all four networks perform well.

5.2 Experiments with Longer Word
Embeddings

In the next set of experiments, we use longer word
embedding vectors with 100 elements. Table 3 sum-
marizes the results for Images set. In this setup, the
best result for F1 score is obtained by the linear net-
work with two hidden layers (0.8617). However,
only H2-tree network yields statistically different re-
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Model F1 score F1 s+type Avg
H2-lin 0.8652 0.6958 0.7805
H2-tree 0.8509 0.6981 0.7745
NeRoSimR1 (Banjade et al., 2015) 0.7877 0.5841 0.6859
UMDuluthBlueTeam2 (Karumuri et al., 2015) 0.7968 0.5964 0.6966
FULL (Lopez-Gazpio et al., 2017) 0.8085 0.6159 0.7122

Table 5: Experiments summary for 50 elements embedding vectors and rounding for Images set.

Model F1 score F1 s+type Avg
H1-lin 0.8632* 0.6615* 0.7623*
H1-tree 0.8648* 0.6708 0.7678
H2-lin 0.8662* 0.6651* 0.7657*
H2-tree 0.8675 0.6598* 0.7637*

Table 6: Experiments summary for 50 elements embed-
ding vectors and Headlines set.

Model F1 score F1 s+type Avg
H1-lin 0.8680* 0.6557* 0.7619*
H1-tree 0.8700 0.6641 0.7670
H2-lin 0.8679* 0.6543* 0.7611*
H2-tree 0.8679* 0.6514* 0.7597*

Table 7: Experiments summary for 100 elements embed-
ding vectors and Headlines set.

sults from the one marked in bold.
For F1 score+type the network with two hid-

den layers and tree structure performs the best and
achieves 0.6704. The average points also tree struc-
tured network but with one layer that yields 0.7611.
The differences between results of different models
for F1 score+type and average are in the range of
around 1–1.5 percentage points (p.p.) and are not
statistically different.

For Headlines (Table 7 once again, we obtain the
results which are not statistically different.

Compared to 50 elements word embedding vec-
tors and Images set, the networks trained with longer
vectors perform better only for H1-tree and H2-lin in
terms of F1 score measure. All averages are lower
than results obtained for 50 elements word embed-
ding vectors and Images set. For Headlines, the dif-
ferences between averages for 50 and 100 elements
vectors are so small that they are not statistically sig-
nificant.

Model F1 score F1 s+type Avg
H1-lin 0.8734 0.6783* 0.7758*
H1-tree 0.8680* 0.6702 0.7691
H2-lin 0.8694* 0.6747* 0.7720*
H2-tree 0.8707* 0.6830 0.7769

Table 8: Experiments summary for 50 elements embed-
ding vectors and rounding for Headlines.

Thus, not only do longer vectors not improve the
models but even lower the results, especially for F1
score+type measure. Hence, for further experiments
we choose 50 elements word embedding vectors.

5.3 Non-Integer Scores
We also test the alternative approach to non-integer
scores; that is, rounding (for details please refer to
Section 4). The results are presented in Table 4.
“H2-lin” achieves the best results for F1 score ob-
taining 0.8652. For F1 score+type and average the
networks obtain the results that are not statistically
different. These are the highest values for all set
of experiments and measures for Images data set.
Rounding increases especially F1 score+type mea-
sure, which is above 0.69 for all network architec-
tures.

For Headlines data set (please refer to Table 8)
only H1-tree is significantly worse than other net-
works for F1 score+type and average. Compared to
previous results, this set of experiments obtains the
best results for Headlines also.

The rounding approach resembles majority voting
and reduces non-agreement between annotators. For
scores close to integers, e.g., 4.75, one score of 4
may be a mistake or deviation from major score and
it is reduced by rounding the value to 5. This kind of
approach suggests the network the strict answer and
reduces uncertainty about the golden score.
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Model F1 score F1 s+type Avg
H1-lin 0.8734 0.6783 0.7758
H2-tree 0.8707 0.6830 0.7769
NeRoSimR3 (Banjade et al., 2015) 0.8157 0.6426 0.7326
NeRoSimR2 (Banjade et al., 2015) 0.8263 0.6401 0.7332
FULL (Lopez-Gazpio et al., 2017) 0.8211 0.6185 0.7198

Table 9: Experiments summary for 50 elements embedding vectors and rounding for Headlines set.

Figure 7: F1 score measure of linear Vanilla RNN with one and two hidden layers on Images set with respect to the
number of iterations.

709



To sum up the experiments, our models assess se-
mantic similarity quite well in iSTS. In this task,
chunks are scored. Chunks usually are shorter, con-
tain less tokens, than whole sentence, thus vanilla
network with basic network cell may process it quite
well as the relations within chunks are simpler than
in whole sentences. This also could be the reason for
networks based on parse tree not obtaining signifi-
cantly better results than linear architectures. As the
relations in chunks are simpler than in whole sen-
tences additional information provided by parse tree
does not help the system. Moreover, Vanilla Recur-
rent Neural Networks perform well in iSTS on small
amount of data.

5.4 Comparison with Other iSTS Systems
As the networks trained on 50 elements word em-
bedding vectors and rounding achieve the best re-
sults, we choose our best models to represent our
approach.

We compare our models to systems from SemEval
2015 (Agirre et al., 2015) as there were changes in-
troduced in SemEval 2016 and our models need to
be adjusted. In SemEval 2015 assumed one-to-one
alignments and SemEval 2016 introduced many-to-
many alignments. We plan to do it in future work.
We cannot compare results of systems prepared for
basic semantic similarity task either as iSTS task
is more complicated and systems designed for ba-
sic semantic similarity task cannot be used for iSTS
task without further substantial modifications. The
results of the comparison are shown in Table 5 and
9.

The system that obtained the best result for Im-
ages in SemEval 2015 iSTS for F1 score (0.7968)
and F1 score+type (0.5964) measures was UMDu-
luth BlueTeam (Karumuri et al., 2015). NeRoSim
(Banjade et al., 2015) ranked II for Images set, as
it achieved 0.7877 for F1 score and 0.5964 for F1
score+type. System FULL (Lopez-Gazpio et al.,
2017) outperforms two aforementioned systems. It
is the solution prepared by a team that relates to or-
ganizers of SemEval 2015, thus the system could not
be ranked. It scored 0.7122 in average measure.

Both our models outperform other systems in all
measures for Images data set. Even all our remain-
ing models achieve better results in terms of F1
score, F1 score+type, and average. The difference

between our best model and the other best system is
around 6 p.p. in F1 score, 8 p.p. in F1 score+type,
and 7 p.p. in average, which is high improvement.

For Headlines our best models shown in Table 9
outperform significantly other systems also. The dif-
ference between our best model and the other best
system is around 5 p.p. in F1 score, 3 p.p. in F1
score+type, and 4 p.p. in average. Moreover, our
remaining models also yields better results the other
systems.

The mentioned systems from SemEval 2015 used
extensive feature engineering. In Interpretable Se-
mantic Textual Similarity, NeRoSim applied hand-
crafted rules. The system UMDuluth BlueTeam was
a hybrid of human tuned word aligner, supervised
machine learning and even translation systems. Our
system achieves better results even though it does
not use feature engineering nor customization per-
formed by humans.

5.5 Iterations

Figure 7 presents the example F1 score measure
with respect to number of L-BFGS algorithm iter-
ations. We show linear networks with one and two
hidden layers. 50 elements word embedding vectors
are used and weighting for non-integer scores. Our
models usually achieve high accuracy between 6th-
8th iteration and remain stable for further iterations.
The models with two hidden layers usually still yield
lower F1 than models with one hidden layer at 4th it-
eration.

The basic network cell makes the process of train-
ing a model effective despite small number of avail-
able samples. It proves its usability in Interpretable
Semantic Textual Similarity task.

6 Conclusions and Future Work

We presented three new architectures of recurrent
neural networks built on top of basic network cell.
Our aim was to maintain or increase the accuracy of
established models by using Vanilla Recurrent Neu-
ral Networks and basic network cell. This approach
was motivated by small amount of data available for
Interpretable Semantic Textual Similarity (iSTS).

The proposed models are promising in iSTS as
they achieved better results compared to the heav-
ily hand-crafted systems. And there is still a lot of
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room for improvements in our models. We could
also combine them with other hand-crated systems
to obtain better results. However, we would like to
stay away from feature engineering as much as we
can, since this process is not automatic and requires
manual work. In future work, we plan to check the
accuracy of more complicated gates, such as GRU
or LSTM, and test their influence on both accuracy
and training time. Moreover, we would like to ap-
ply siamese networks to iSTS. We would also like
to propose different network architectures tuned for
Interpretable Semantic Textual Similarity task. We
plan to adjust our system to modified iSTS SemEval
2016 task by introducing many-to-many alignments
and test its accuracy.
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Abstract 

This explanatory sequential mixed-method 
study aimed to determine the general 
perception of undergraduate students 
toward translanguaging and the reasons 
behind these perspectives. This study was 
done in two phases: a cross-sectional 
quantitative approach and a qualitative 
semi-structured interview. The data 
collected from the two phases were used to 
explain and interpret the perceptions of 
the participants (N=1170). It was 
conducted in a private higher education 
institution in Central Mindanao where 
undergraduates were mostly bilingual or 
multilingual. Overall, based on the 
descriptive statistics analyses, the study 
found that the majority positively perceived 
translanguaging as a practice, for second 
language learning, in social settings, and in 
higher education. Moreover, using thematic 
analysis, the study discovered the major 
reasons why college students had positive 
perceptions of translanguaging. They 
perceived that it (a) is beneficial in 
classroom activities, (b) is an effective tool 
to communicate and express ideas, and (c) 
allows effective learning. Therefore, the 
present study recommends the integration 
of translanguaging in the teaching and 
learning processes. 

1 Introduction 
In recent years, several researchers have 

become interested in investigating the various 
stakeholders' perceptions of translanguaging 
(Daniel & Pacheco 2016; Moody et al. 2019; 
Torpsten, 2018; Yuvayapan, 2019). Fang and Liu 
(2020) commented that studying translanguaging 
will give a broader view of it in classroom 
discourse practice. One advantage of studying 

perceptions about translanguaging is that the 
results can help stakeholders figure out whether 
or not it is a good thing to practice in the 
teaching-learning process. Therefore, it is 
beneficial to outline different perspectives and 
examine how it affects learning. This demand of 
knowing the perspectives about the practice 
urges the researchers to conduct a further study 
that aims to understand different views from 
another category of participants. 

Some teachers in bilingual or multilingual 
classrooms across the globe usually practice 
translanguaging. These teachers are sometimes 
unaware that they apply translanguaging in the 
teaching process and sometimes deny the use of 
this approach. It can also occur naturally and 
often unexpectedly. This shows that monolingual 
educational policies cannot control 
translanguaging practices (Canagarajah, 2011). 
While there are existing misconceptions of 
translanguaging such as interpreting it as code-
switching, it is broader and more likely a practice 
that allows speakers to use more than one 
language in a systematic and deliberate way to 
elicit learning. Translanguaging, as defined by 
Moody et al. (2019), is a 21st-century approach 
to language, bilingual education, and 
bilingualism that uses all linguistic resources of 
learners without separating their use and is 
critical to the student learning experience. On the 
contrary, Tabatabaei (2019) emphasized that the 
effects of translanguaging in learning are not yet 
entirely determined as positive or negative. 
However, she also claimed that it is much more 
functional nowadays.  

In the earlier studies, researchers have 
found that graduate students (Moody et al. 2019), 
high school students (Daniel & Pacheco 2016), 
elementary students (Torpsten, 2018), and 
teachers (Yuvayapan, 2019) have contrasting 
views regarding the use and practice of 
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translanguaging. For instance, the findings in the 
study of Moody et al. (2019) showed that 
graduate students had a positive perception of 
translanguaging and hence considered it a great 
practice, whereas neutral perspectives among 
teachers and students were found in the study of 
Fang and Liu (2020). In addition, Rivera and 
Mazak (2017) revealed that students held 
different beliefs about the use of translanguaging 
inside the classroom setting. Some students 
considered translanguaging useful in times of 
high-stress situations, while other participants 
complained that the use of multiple languages in 
classroom instruction made it difficult for them 
to retain the original information. Furthermore, 
Yuvayapan (2019) observed that translanguaging 
practices were hindered because of the 
expectations coming from the stakeholders, that 
is, monolingualism is the only approach that 
should be used in teaching.  The said 
expectations, however, were contradicted by 
Galante (2020) who stressed the need for 
teachers to be familiar with the approach of 
translanguaging.  

Additionally, Wang (2016) noted that 
teachers’ and students' views and behaviors 
about translanguaging are helpful in scaffolding 
approaches that will improve the students’ 
engagement and their relationship with teachers. 
In recent existing studies, researchers have 
suggested exploring the specific reasons of 
students why they have certain perceptions 
regarding the use of translanguaging (Fang & 
Liu, 2020; Moody et al., 2019; Rivera & Mazak, 
2017). Most of them are quantitative, such as the 
study of Moody et al. (2019) and Khairunnisa 
and Lukmana (2020) which fail to explain the 
reasons for the positive and negative views on 
the use of translanguaging; and qualitative, such 
as the study of Galante (2020), and Yuan and 
Yang (2020) which lack numeric data. The 
separate use of these two different research 
designs creates possible gaps that may need to be 
filled in. Therefore, it is essential to note that a 
mixed-method design will be much more 
appropriate to utilize, for it will provide a 
quantitative interpretation as well as a qualitative 
explanation in the study. Along with that, other 
studies vary in terms of their participants. 
Particularly, graduate students were the chosen 
participants in the study of Moody et al. (2019) 
because undergraduates from their research 
setting were monolingual and might not have 
sufficient experience regarding the use of 
translanguaging.  

To fill these gaps, the present study 
attempts to explicate Filipino undergraduates' 
perceptions of translanguaging in higher-level 
education. Specifically, it seeks to determine 
how these bilingual and multilingual 
undergraduates view translanguaging as a 
practice, for L2 learning, in social settings, and 
in higher education. Moreover, because most 

studies on perceptions of translanguaging are 
conducted quantitatively and qualitatively, this 
study uses a mixed method to incorporate a 
quantitative and qualitative phase to provide a 
general interpretation and an in-depth 
understanding of the students’ reasons behind 
their specific perceptions. Lastly, the findings of 
this study provide implications for English 
language education and problematize the 
hegemonic role of English as the primary 
medium of instruction for all subjects except 
Filipino courses at the tertiary level in the 
Philippines.  

1.1 The Present Study 
Previous studies revealed that there are 

varying perceptions about translanguaging across 
different categories of participants, yet only a 
few researchers considered studying the 
undergraduates’ perceptions of translanguaging. 
Therefore, the present study attempts to 
investigate the perceptions of undergraduate 
students toward translanguaging practices in a 
linguistically diverse classroom. Furthermore, 
the researchers invited a large number of Filipino 
bilingual and multilingual undergraduates to 
participate in the study compared with the 
studies previously conducted. Most importantly, 
this current research employed a mixed-method 
approach to further examine the reasons behind 
the students’ perceptions of translanguaging. It 
specifically seeks to answer the following 
research questions: 

1. How do Filipino undergraduate students 
perceive translanguaging as a.) practice, 
b.) for second language learning, c.) in 
social settings, and d.) in higher 
education? 

2. What are the reasons why students 
perceive translanguaging positively?  

2 Methodology 
2.1 Research Design 

This study utilized an explanatory 
sequential mixed-method approach, which is 
often used in collecting data during a particular 
period of time in two subsequent steps (Ivankova 
et al., 2006). This approach included the use of 
quantitative and qualitative design, respectively. 
Edmonds and Kennedy (2016) explained that an 
explanatory sequential design is an approach 
used when a researcher wants to compare 
quantitative and qualitative data. In the present 
study, qualitative data were used in interpreting 
and clarifying the quantitative data analysis 
results. Moreover, this approach was beneficial 
to the study because the student's responses to 
the quantitative survey questionnaire were 
explicated in their interview responses. In other 
words, the qualitative data expounded the 
tabulated and analyzed data.   
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In the quantitative phase, a cross-sectional 
design was employed in which researchers 
measured the result as well as the exposure of the 
respondents at a single point in time (Setia, 
2016). It was appropriate for this study because 
cross-sectional data are efficient when used in 
descriptive types of studies that are assumed to 
be analytical (Zangirolami-Raimundo et al., 
2018). Moreover, this method helped the study to 
provide numerical data vis-à-vis respondents' 
perceptions of translanguaging. 

To further explain the results of the 
quantitative data, this study employed a 
qualitative interview among the purposely 
selected participants. Moreover, it was well-
suited and beneficial because it responded to the 
hows and whys of the study, rather than how 
many or how much (Tenny et al., 2017), and 
gave a broader explanation of the reasons for the 
respondents' perceptions.  

2.2 Research Setting 
The current study was conducted at a 

private university in Cotabato City, Central 
Mindanao, Philippines. This city is inhabited by 
several ethnolinguistic groups, where the most 
widely spoken Philippine languages are 
Maguindanaon, Tagalog, Cebuano, Hiligaynon, 
Maranao, and Iranun (Philippine Statistics 
Authority [PSA], 2013). Moreover, the majority 
of the students enrolled in this university are 
bilingual and multilingual, making it the most 
appropriate setting for the current study.  
 
Figure 1. Languages Used at the University and 
at Home 
 
 
 
 
 
 
 
 
 
 
 

Although the participating school 
implemented a monolingual policy in accordance 
with the Executive Order 210 series 2003, it is 
safe to assume that the use of translanguaging is 
still common in the learning context of these 
students. As Canagarajah (2011) argued, 
monolingual educational policies cannot control 
translanguaging practices in a linguistically 
diverse learning environment [emphasis added]. 
In fact, in this study, the majority of the 
participants reported that they speak English and 
Tagalog in class discussions, and at the same 
time, their teachers used these two languages in 
physical and virtual classrooms (see Figure 1). It 
is also interesting to note that Maguindanaon and 

Cebuano languages were seldom used by both 
students and teachers. 

2.3 Research Participants 
The participants of this study were 

bilingual and multilingual undergraduate 
students coming from different departments in a 
private institution. They were selected because a 
few studies on perceptions of translanguaging 
have considered this group of stakeholders.  

In the quantitative phase of the study, 
1170 (41.29%) out of 2,833 enrolled 
undergraduates responded to the web-based 
survey. Seventy percent were female, while 
28.1% were male. The remaining 1.9% preferred 
not to say their biological sex. In addition, the 
respondents were from different year levels (n= 
404 first-year students; 308 second-year 
students; 317 third-year students; 140 fourth-year 
students; 1 fifth-year student) with ages ranging 
from 18 to 28. Lastly, their home languages were 
Tagalog (84.3%), Maguindanaon (48%), English 
(36.5%), Cebuano (21%), Iranun (14.4%), 
Maranao (5.2%), Hiligaynon (4.7%), other local 
languages of the minorities (0.17%), and foreign 
languages like Arabic, Bahasa Melayu, and 
Mandarin (0.5%). It is important to indicate that 
there were students who reported that they have 
more than one home language. 

Based on the results from the quantitative 
data analysis, participants in the qualitative phase 
were purposely selected following the set 
criteria: (a) they responded to the quantitative 
survey questionnaire, and (b) they had the 
highest (4.00) mean score in the survey, which 
means they viewed translanguaging positively. 
The researchers chose two participants from each 
college who had a positive perception of 
translanguaging based on the descriptive analysis 
of the quantitative data. Therefore, a total of 10 
participants were invited to participate in the 
semi-structured interview to further share the 
reasons behind their views on translanguaging. 
Only students with positive perceptions of 
translanguaging were chosen because the 
quantitative analysis of this study provided 
findings that the majority of the respondents 
positively viewed translanguaging. 

2.4 Research Instruments 
Survey Questionnaire. The study utilized a 
survey questionnaire to get the desired 
information from the respondents about their 
perceptions of translanguaging. The items in this 
questionnaire were originally developed by 
Rivera and Mazak (2017) and were modified by 
Moody et al. (2019) in their study. The Likert 
scale that originally consisted of five-point items 
was reduced to four in the present study, 
removing the neutral option. This made it consist 
of items one to four, with one as strongly 
disagree and four as strongly agree. The reason 
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for deleting the neutral option is the difficulty of 
providing accurate interpretations of the neutral 
responses. Although some argue that it is much 
better to have longer scales to test consistency, 
Blasius and Thiessen (2001) claimed that neutral 
categories (e.g., neither disagree nor agree) may 
be treated as hidden nonresponses that implied 
respondents’ noncommittal opinions. 
Furthermore, items 1, 4, 5, 6, 8, 11, 19, and 20 in 
the survey questionnaire were reversely coded 
before the data analysis to form consistency. 
After pre-testing the instrument, this adapted 
survey was found highly reliable for the present 
research because it had an internal consistency of 
0.927. 

The content of the questionnaire which 
was created through an electronic form was 
divided into 6 sections. The first section stated 
the title and the purpose of the study. The second 
section consisted of five items that were 
designed to indicate the general information of 
the respondents. The participants responded 
according to their online synchronous and past 
face-to-face learning experiences. Next, the third 
section provided a simple definition of 
translanguaging and two situational examples of 
how translanguaging is applied by teachers in 
physical or virtual classes. To ensure that 
respondents understood the concept of 
translanguaging before answering the items in 
the survey, the fourth section asked respondents 
whether they comprehended it or not. If they did 
not grasp its idea, they were requested to 
discontinue answering the web-based survey. 
The fifth section consisted of 23 statements 
adapted from Moody et al. (2019) which were 
designed to explore the perceptions of students 
towards translanguaging. Lastly, the sixth section 
requested respondents to grant the researchers 
full consent to collect, store, access, and/or 
process their data whether manually or 
electronically, for the purpose and period 
allowed under the Republic Act 10173 otherwise 
known as the Data Privacy Act of 2012, and 
other applicable laws and regulations.  

 
Semi-structured Interview. The study used a 
semi-structured interview guide for participants 
to explain their perspectives on translanguaging. 
Four interview questions were asked in the 
qualitative phase of the study. Codó (2008) 
considered an interview a useful method for 
gathering information on multilingualism. It 
includes personal and interpretive information 
and ideas, benefits, and impressions of their 
language and other language users' behaviors. 
Additionally, the interview comprised open-
ended questions that allowed Filipino 
undergraduates to expound their views on 
translanguaging. These questions which were 
anchored on the quantitative result, specifically 
in the aspects of L2 learning and higher 
education, were checked and pre-tested to assess 

whether the questions captured the relevant 
information provided by the respondents. The 
semi-structured interview was an essential 
technique in this research because it collected 
and provided useful information that addressed 
the gaps in the previous studies. 

2.5 Data Collection and Analysis 
Procedures 
This study was conducted in two phases: 

quantitative and qualitative stages. After the 
study was approved by the research ethics 
committee, we conducted a pre-testing of the 
quantitative survey and the semi-structured 
interview. First, the adapted survey was 
administered to 29 students enrolled in the same 
university. There were no major issues found 
during the pre-testing after the respondents were 
debriefed about their experience in completing 
the survey. According to them, all items and 
even the instructions were clear and 
understandable. Most importantly, the instrument 
was highly reliable (𝛂= 0.927).  

Prior to the final data gathering, a letter of 
request with informed consent was sent to the 
respective deans of the five colleges. After 
getting the approval, we requested the official 
lists of students enrolled in the current semester. 
Then, we sent the online survey to the 
participants via email, disseminated the link to 
different group chats and Google classrooms, 
and shared it on Facebook. Although it was 
posted publicly online, the survey form was 
restricted only to a specific private university in 
Cotabato city and could only be accessed by 
using students’ institutional email. Furthermore, 
they were informed that they could withdraw 
from the study during the process of collecting 
and analyzing the data.  
 
Quantitative Phase. We collected data from 
the undergraduate respondents through a web-
based survey which was encoded in the Google 
form. During the data gathering, we utilized a 
random sampling technique in choosing the 
participants. The duration of the data collection 
started from March 18 to 30 2022, garnering a 
total of 1186 respondents. However, during the 
deliberation of the responses, 16 students were 
considered unqualified respondents because they 
claimed that they did not understand the concept 
of translanguaging.  

In the survey, students were provided with 
the definition of translanguaging, i.e., As a 
pedagogical technique, translanguaging requires 
a more deliberate utilization of two languages in 
a teaching activity as opposed to just switching 
between them (Yuvayapan, 2019). Two class 
situations where translanguaging is applied were 
also given after the definition (e.g., The teacher 
allows the students to discuss the assigned topic 
of their group in their mother tongue. After the 
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small group discussion, they are expected to 
present their topic to the class in English). These 
16 students who admitted that they did not 
understand the concept and examples of 
translanguaging continued answering the survey. 
Thus, their responses were removed from the raw 
data.  

Furthermore, items 1, 4, 5, 6, 8, 11, 19, and 
20 were reversely coded and then analyzed by 
getting the mean and standard deviation of the 
data. Afterward, the analyzed responses were 
used to answer the research questions. 
 
Qualitative Phase. Based on the quantitative 
results, we drafted interview questions for the 
qualitative phase. We pre-tested the questions to 
two bona fide students from the same private 
institution. Similarly, no challenges were found; 
however, although the questions asked in English 
were comprehensible, interviewees preferred to 
code-switch from English to Tagalog and vice 
versa in responding to the questions. Mikuska 
(2017) asserted that pre-testing is vital in 
research to assess the viability and aptness of the 
interview questions before conducting the full-
scale study. 

After analyzing the quantitative data and 
pre-testing the interview questions, we purposely 
identified the participants for the semi-structured 
interview by determining those who got the 
highest (4.00) mean results. At least five of the 
participants in each college who viewed 
translanguaging positively were selected and 
contacted via email and Facebook messenger to 
participate in an interview through Google Meet. 

The first two who responded became the 
participants in the qualitative phase and were 
individually invited to a virtual interview with 
the researchers. Before starting, each participant 
was presented with the interview protocol and 
was asked to sign the informed consent to allow 
the researchers to record the entire conversation. 
The interview questions guided the whole 
interview process.  

After the virtual interview with each 
participant, the qualitative data were transcribed 
and thematically analyzed. Thematic analysis is 
an attainable, adaptable, and increasingly popular 
method for analyzing qualitative data (Braun & 
Clarke, 2012).  

Participants were asked to share and 
expound their reasons behind their specific 
perceptions of translanguaging based on how 
they experienced it. Specifically, this research 
followed the procedures of Alase (2017). It 
started with the coding of qualitative data by 
reading the interview transcripts more than three 
times. In the coding process, we individually 
highlighted repeated keywords, phrases, or 
sentences from the participants’ responses. 
During the coding, the participants were given 
anonymity codes (e.g., CED#1) to keep their 
identities confidential.  

Before the analysis, we bracketed and 
suspended their personal perspectives of the 
phenomenon being studied so that their views 
will not influence the interpretations of the lived 
experiences of the participants. Next, exploratory 
comments on the highlighted statements were 
provided as annotations wherein related 
statements were grouped together (e.g., “it helps 
us during brainstorming” and “I am using it 
when approaching my group members during the 
discussion” can be grouped together as these are 
classroom activities) until the emerging themes 
were generated. Finally, the emerging themes 
were narrowed down to identify the main themes 
of the interview responses. Note that we used 
different colors to group the highlighted 
statements, as well as to identify which from the 
following emerging themes were clustered 
together. 
 
3 Results 
3.1 Results of the quantitative analysis 

Table 1 shows that Filipino 
undergraduate students have an overall positive 
perception of translanguaging (Mean= 3.05, SD= 
0.744). This indicates that the majority of the 
college students who come from different 
ethnolinguistic groups were in favor of the use of 
translanguaging in linguistically diverse learning 
environments. Despite the dominant position of 
the English language in the Philippines, bilingual 
and multilingual students from the southern part 
of the country believe that allowing them to use 
their full linguistic repertoire at the university 
and in various social settings is beneficial to 
them. 

 
Table 1. The perception of Filipino 
undergraduate students toward translanguaging  
 Mean SD 
Perceptions of Translanguaging 
as a practice 

3.06 0.798 

Translanguaging should not 
be avoided by bilinguals. 

3.01 .802 

Instructors at my university 
engage in translanguaging. 

3.11 .764 

Translanguaging is a natural 
practice for bilinguals. 

3.09 .719 

Translanguaging indicates 
linguistic proficiency in your 
second language. 

2.81 .842 

Translanguaging is not a 
disrespectful practice. 

3.32 .795 

Translanguaging is not 
confusing for me. 

3.02 .863 

Perceptions of translanguaging 
for second language learning 

3.01 0.739 

Translanguaging help me 
learn a second language. 

3.18 .698 
 

Translanguaging is 2.66 .826 
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acceptable when you are 
learning a new language. 
Translanguaging is essential 
for learning a new language. 

3.12 .668 

Translanguaging has assisted 
me in learning a second 
language. 

3.14 .662 

Language instructors should 
not avoid translanguaging 
because it will prevent second 
language learning. 

2.95 .839 

Perceptions of translanguaging 
in social settings 

3.13 0.706 

It is okay to engage in 
translanguaging in social 
settings. 

3.15 .697 

I use translanguaging in 
social settings. 

3.08 .730 

Translanguaging is socially 
acceptable. 

3.17 .690 

Perceptions of translanguaging 
in higher education 

2.99 0.734 

It is okay to engage in 
translanguaging in higher 
education settings. 

2.90 
 

.747 
 

Bilinguals should be able to 
engage in translanguaging to 
complete university 
assignments. 

2.75 .730 

Translanguaging is 
acceptable to use within 
university-level assessments. 

2.81 .725 

It is appropriate for university 
instructors to engage in 
translanguaging. 

2.91 .685 

Translanguaging by a 
university instructor is 
professional. 

2.98 .834 

I would not feel upset if a 
university instructor engaged 
in translanguaging during 
class. 

3.08 .812 
 

If an instructor used 
translanguaging in class, it 
would be helpful for the 
bilingual students.  

3.11 .681 

Translanguaging helps me 
engage in conversations with 
my classmates. 

3.17 .696 

Translanguaging helps me 
understand conversations 
with my classmates. 

3.19 
 
 

.696 

Overall 3.05 0.744 
Note: 1.00-2.40= negative; 2.50-4.00 = positive N= 
1,170 

Specifically, Filipino students in Central 
Mindanao perceive that translanguaging is a 
good practice (Mean= 3.06, SD= 0.798). Hence, 
it should not be avoided by bilingual or 
multilingual students and teachers because they 
naturally do it. It is a practice in which 
instructors in the university engage. They also 
view translanguaging as useful for second 
language learning (Mean= 3.01, SD= 0.739) 
because they are permitted to use their mother 
while developing their skills in the English 
language. This further means that they think 
English language learning is possible through 
translanguaging as opposed to the monolingual 
approach. The majority of the students agree that 
it helps them learn their second language and see 
it as an essential part of learning a new language. 
Moreover, some believe that even if instructors 
keep practicing translanguaging, it does not 
hinder the process of learning the second 
language. 

In terms of the use and function of 
translanguaging in social settings, Filipino 
undergraduates positively acknowledge and 
accept it (M= 3.13, SD= 0.706). Most of them 
believe that translanguaging is socially 
acceptable, especially in bilingual or multilingual 
contexts. The result clearly shows that 
translanguaging influences students positively 
when practiced in social settings and 
interactions.  

Lastly, college students in this study 
have a positive perspective on translanguaging in 
higher education (M= 2.99, SD= 0.734). They 
mostly believe that it helps bilingual or 
multilingual students like them in accomplishing 
their assignments and in dealing with university-
level assessments. Moreover, they consider 
translanguaging an effective tool for better 
communication among classmates. The result 
also implies that they would openly welcome 
translanguaging when an instructor uses it in-
class sessions because they consider it effective 
assistance to bilingual students. 
 
3.2 Results of the qualitative analysis 
 
Translanguaging is beneficial in classroom 
activities. One of the reasons why students have 
positive perceptions of translanguaging is that it 
is beneficial in classroom activities such as in 
small group discussions, brainstorming activities, 
generating examples through translation, 
recitations, and in-class interactions during a 
graded discussion like teaching demonstration, as 
mentioned by the participants of the interview.   
 

CED#1: I can use my mother tongue every 
time… I recite, or… sometimes-especially 
with my course which is… BSEd. I use 
my mother tongue whenever I... report, 
when I demo, uhm… every time I am 
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asked a question, or I am called… in the 
class. 

 
CBA#1: Uhmm, I use my mother tongue 
sometimes when approaching some 
members when we have group activities or 
group reporting. 
 

Translanguaging is an effective tool to 
communicate and express ideas. 
Undergraduates perceive translanguaging as an 
effective tool to communicate wherein some 
participants responded that the practice helps 
them in communicating inside the classroom, 
most especially during discussions and 
classroom interactions where students may 
experience difficulty. Similarly, it helps them 
express ideas in which they can freely share their 
thoughts without feeling anxious or hesitant. The 
practice also makes them feel encouraged to 
share their ideas as one participant expressed. 
 

CAS#1: For some reason, I think- in uh... 
some circumstances maybe because... we 
are having a difficulty when it comes to... 
Tagalog terms, so- because our teacher can 
also understand Maguindanaon. So, that is 
the reason why we are allowed– to use our 
mother tongue. 

 
CBA#1: Ahmm, yes, it is a helpful 
practice in– in a classroom setup. Because 
it helps us to communicate to other 
students who are using the same language 
as us. 

 
Translanguaging allows effective learning. 
Lastly, translanguaging is perceived to be 
effective for learning, as it enhances the students’ 
vocabulary, skills, and learning phase in the 
classroom. Filipino college students also 
consider translanguaging as a strategy used by 
teachers to make the learning process easy. In 
fact, one participant shared that “it’s the strategy 
of the professor… to help us learn the target 
language through that” (CED#1). 
 

CHS#1: Uhm, I view translanguaging 
positively… it helps in promoting in 
enhancing our mother tongue, and it also 
helps to widen the vocabulary of... ahh all 
even if others are not speaking... uh... the 
same language. 
 
CENCS#1: Ahhh... as from what I can 
see... ahh... this is beneficial to the 
students because (...) it really enhances the 
students. It really hones one's skills, and it 
gradually helps in learning new languages 
as well. 

In addition, the practice helps them 
better understand the concepts being taught to 
them, especially when they translate them 

mentally into their first language. One participant 
shared that students who cannot easily follow the 
discussion can cope with the learning through 
translanguaging. The participant also added that 
this practice helps those who have difficulty 
comprehending the lesson.  

 
CED#1:(…) the use of mother tongue… 
can help me as I learn… uhm… the target 
language which is English. Because, uh… 
you know… there is… there is… 
translation in the mind that is happening. 
And with that, it gives me more 
understanding and helps me to 
comprehend. 
 
CENCS#1: (...) all of us can easily 
understand if the language that we are 
using is the one we are all familiar with… 
I think they have noticed that we can 
easily understand things easier if we will 
be using... ahh our own language which is 
Maguindanaon to another Maguindanaon. 

 
4 Discussion  

The result of the quantitative data 
analysis shows that the majority of Filipino 
college students positively perceive 
translanguaging as a practice, for second 
language learning, in social settings, and in 
higher education. The overall result indicates a 
highly positive perception of translanguaging 
from the majority.  

Moreover, according to the participants, 
translanguaging is a natural practice that occurs 
in the classroom. Because it usually happens in a 
learning environment, monolingual educational 
policies cannot control translanguaging practices 
(Canagarajah, 2011). It naturally takes place 
during peer discussions for a deeper 
understanding of academic tasks and content. 
This finding can be compared to the study of 
Fang and Liu (2020) as it also reveals that 
translanguaging acts as an instruction 
reinforcement. This approach helps to further 
clarify any academic instruction through the use 
of two or more languages. As shared by the 
participants in the interview, translanguaging is 
beneficial in classroom activities such as small 
group discussions, brainstorming activities, 
generating examples through translation, 
recitations, and in-class interactions during a 
graded discussion. It implies that translanguaging 
encourages students to participate in various 
classroom activities because they do not feel 
obliged to speak the target language only. 
Instead, they are given the opportunity to use 
their entire linguistic repertoire, setting aside the 
defined boundaries of the languages that are 
being utilized and vice-versa (Otheguy et al., 
2015).  
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Most undergraduates view 
translanguaging as helpful in second language 
learning and perceive it as a socially acceptable 
practice. This finding is similar to how American 
graduate students in the study of Moody et al. 
(2019) viewed translanguaging in second 
language learning. They considered it to be 
beneficial to their second language learning 
experiences. In this study, the participants 
explain that the use of translanguaging helps 
them enhance their vocabulary skills in English. 
Thus, the present study argues that integrating 
the practice of translanguaging during the 
learning process of L2 learning will be a huge 
help for the students for additional clarity and 
assistance. Both quantitative and qualitative 
analyses further support the argument of this 
research that the monolingual approach has no 
place in English language teaching and learning. 
Although there are students who share the 
traditional view on second language learning, 
which is speaking English only in an English 
class, some of them acknowledge the benefits of 
using their L1 in an L2 learning classroom 
setting and state that it contributes greatly to their 
learning process (Tabatabaei, 2019). 

Along with that, most students believe 
translanguaging is an effective tool for 
understanding conversations with their 
classmates. This finding, on the other hand, 
reveals the significance of translanguaging when 
students are conversing with one another for 
further precision of exchanged ideas. These 
perceptions from the quantitative data can be 
supported by the qualitative data in which 
students who hold a positive perspective on 
translanguaging see its effectiveness in 
communication, classroom discussion, academic 
work, expression of ideas, and learning as a 
whole, for they are given the opportunity by their 
teachers to use two or more languages in the 
classroom. Similarly, Fang and Liu (2020) found 
that despite the English-only regulation, the 
teachers use translanguaging strategies to make 
content teaching easier, such as concept or 
language point clarification, comprehension 
check, and content knowledge localization. 

Because students do not have the same 
level of learning capacity, some students tend to 
find it hard to catch up with the lessons when 
there is only one language used. With this, 
translanguaging becomes an aid for the learners 
who struggle in class to at least be able to 
understand and follow the concepts being shared 
with them. This lessens the possibility of 
misconception in the class since the opportunity 
to clarify, elaborate, and translate concepts is 
fully accessible.  In the study of Canagarajah 
(2011), a student also shared that the utilization 
of translanguaging helped him to understand 
clues that are present in a poem as well as the 
stories being told to them by the teacher. 

 Moreover, students find translanguaging 
as an effective tool to express ideas. This reason 
suggests that translanguaging puts students in a 
friendly environment wherein they can freely 
express and contribute their ideas without feeling 
anxious and hesitant.  This shows a high 
tendency for student involvement because 
students have the chance to express themselves 
in any way possible. This supports the findings 
of Mari and Caroll (2020) where students felt 
less anxious when they are allowed to 
incorporate their L1 inside their L2 learning 
classroom setting. Teachers noted this behavior 
and decided to create a comfortable learning 
environment where students are permitted to use 
Spanish in an English class to better express 
themselves. Similarly, students’ other reason for 
their positive perception is that it allows them to 
have better communication with their peers and 
teachers. This specific reason indicates that 
translanguaging is also beneficial in social 
aspects and that it contributes to the relationship 
built inside the classroom for it reduces possible 
misunderstandings and barriers caused by the 
monolingual policy. As a result, the students may 
feel motivated in learning. As Zhou and Mann 
(2021) claimed, the integration of a 
translanguaging approach in both language and 
content is indeed effective.  

Lastly, translanguaging is perceived to 
be effective in learning. As students shared, this 
practice helps enhance their skills, broaden their 
language vocabulary, and is effective in the 
learning process in general. Therefore, it is safe 
to conclude that translanguaging benefits the 
students in learning because it gives them 
enough access to not just one language, which 
enables them to participate and take part in the 
learning process and develop their skills at the 
same time. Similarly, Zhang (2022) discovered 
translanguaging as an effective approach to 
scaffold students to achieve learning growth 
wherein they become active during their foreign 
language learning. With these given 
circumstances, teachers can integrate 
translanguaging as their teaching approach where 
they can enhance the performance of their 
students and establish an effective learning 
environment inside the classroom.      

Taking this into consideration, the use of 
translanguaging inside the classroom plays a 
vital role in the learning process of the students 
as it helps them to fluently communicate their 
thoughts effectively. In other words, 
translanguaging helps students by allowing two 
or more languages to be used during class 
discussions for them to grasp the lessons and 
various academic performance instructions 
accurately. Furthermore, the majority perceived 
the practice positively because the students see it 
as an effective tool to use in classroom 
communication, discussions and brainstorming, 
academic activities, as well as in building rapport 
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in the learning environment. The results of the 
quantitative data are supported by the qualitative 
data, and it clearly shows that the majority of the 
student participants manifest positive perceptions 
toward translanguaging in general. 
 
5  Recommendations 

Because the majority of Filipino 
bilingual and multilingual undergraduate 
students perceive translanguaging positively, this 
study recommends the integration of 
translanguaging in higher education. 
Compartmentalizing the languages of bilingual 
or multilingual students based on the subjects 
taken is not viewed by the students as effective. 
The findings of this study provide the basis of its 
argument that students at the tertiary level 
welcome the use of more than one language in 
the university. Thus, the monolingual approach 
suggested in Executive Order 210 series 2003 
seems inappropriate for a multicultural and 
multilingual learning environment.  

The present study additionally suggests 
that teachers must be trained to be equipped and 
familiar with the translanguaging approach. 
Galante (2020) also saw the need to train 
teachers so that they will be aware of how 
translanguaging can be effectively employed in 
the classroom. It is important to inform teachers 
that translanguaging is not simple code-
switching, but a teaching strategy used to 
facilitate students’ learning experiences. It entails 
preparation and follows a procedure to ensure 
that it is appropriately utilized. For example, 
students are allowed to use their mother tongue 
or the lingua franca when brainstorming with 
their classmates but must submit their written 
output in English. If teachers are well-trained for 
this approach, students may not be confused or 
find it difficult to engage in discussions when 
two or more languages are systematically used. 

Yuvayapan (2019) observes that 
translanguaging practices are hindered because 
of the expectations coming from the 
stakeholders, that is, monolingualism is the only 
approach that should be used in teaching. To 
prevent these expectations from hindering the 
implementation of translanguaging, the present 
study suggests that stakeholders, especially the 
school administration must be briefed about the 
importance of translanguaging. Because the 
school heads have the authority to implement a 
language policy, they need to be educated about 
the benefits, purposes, and positive effects of 
translanguaging in teaching and learning. Doing 
this will combat misinformation and stigma 

attached to the use of the local languages inside 
the classroom setting. 

Acknowledging the limitations of the 
study in terms of the participants, it suggests that 
future researchers consider surveying the 
perceptions of translanguaging of other 
stakeholders in higher education such as college 
instructors and academic heads in the university. 
Comparing their perceptions will provide a richer 
understanding of how translanguaging is viewed 
in tertiary education. Moreover, further research 
must be done in various contexts. For instance, it 
may be noteworthy to replicate this study in a 
learning environment with monolingual and 
bilingual students. Monolingual students who 
share the same learning space as bilingual 
students may perceive translanguaging 
differently because they know only one 
language.  

Lastly, other variables may be 
considered while investigating the perceptions of 
stakeholders toward translanguaging. Their 
perspectives may be correlated with language 
ideologies and language attitudes towards the use 
of local language and language policy. 
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                                Abstract 

  It was hypothesized that Zamboanga 

Chavacano verbs exhibit variation in the need 

for a verbalizer prior to verbs whose origin is 

not the superstrate Spanish. To address the 

hypothesis, 200 verbs from the 500,000-word 

Zamboanga Chavacano corpora were analyzed 

using AntConc 3.5.8 (Windows) 2019. 

Additionally, verbs from different origins were 

subjected to analysis. Taken from the 

Composite Dictionary of Riego de Dios (1989), 

100 verbs which were Spanish originated and 

another 100 that were non-Spanish were 

subjected to elicitation among 104 native 

speakers of Zamboanga Chavacano. The data 

revealed that the same case was observed for 

Zamboanga Chavacano as the Cotabato variety, 

but the verbalizer had the tendency to cliticize 

with the perfective and imperfective aspects, 

while only deletion took place for the 

contemplative aspect. Additionally, verbs that 

are inflected required the verbalizer no 

regardless of their origins.  

 

Keywords: Zamboanga Chavacano, Spanish verbs, 

aspect marker, verbalizer 

 

 1. Introduction 

The Chavacano language is a Creole language 

(Lipski, 1987, 2012; Barrios, 2006; Wolff, 2006; 

Meyerhoff, 2008; Steinkrüger, 2008, 2013; Paz, 

Hernandez, & Peneyra, 2010; and Porras, 2013) that 

is Spanish-based (Holm, 2001). Creole formation 

occurs where both the superstrate and substrate  

 

languages contribute to the creole’s structure 

(Crowley, 1997; Holm, 1988). Further, creoles 

emanate from the source languages which influence 

their grammar, but the features are adopted in a 

rather “less complex rendition” (McWhorter, 2018, 

p.18). 

Premised on the preceding claims, 

Chavacano as a Creole is expected to exhibit traces 

from its source languages: Spanish (Lipski, 1986 as 

cited in Barrios, 2006), as its superstrate language, 

and some Philippine-type languages such as 

Filipino and Cebuano (Barrios, 2006) as its 

substrate languages. As such, Chavacano is a Creole 

language that exudes syntactic influences from its 

source languages. One of these observations is that 

of Riego de Dios & Otanes (1989) of the Chavacano 

variant spoken in Cotabato (henceforth Ct) which is 

said to have been greatly influenced by the variety 

spoken in Zamboanga. They claimed that the Ct’s 

verbs behave varyingly which is dependent on the 

language source of the verb. Verbs whose source is 

a Philippine language or English, a verbalizing 

marker—man—is necessary to be prefixed to a verb 

stem prior to the prepositioning of the aspect 

marker—ya for past/punctual, ta for the 

present/durative aspect or ø/ay for future—while no 

prefixing is syntactically needed when the verb stem 

is Spanish-derived. 

Thereby, it was hypothesized that (1)  

Zamboanga Chavacano (hereafter ZCh) exhibits an 

identical syntactic behavior in the selection of the 

aspectual markers where a verbalizing marker is 

necessary for non-Spanish-derived verbs to permit 

the aspectual marker in the sentence, while it is 
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unnecessary for Spanish-derived ones. Also, 

premised on the primary observation, (2) the 

verbalizer is suspected to make the aspect marker 

the host for it to cliticize with.  

To address these hypotheses, (1) 104 native 

speakers of ZCh were requested to be the 

participants of the syntactic construction being 

explored, and (2) a corpus analysis of 200 ZCh 

verbs from the collected corpora ranging from radio 

scripts, bible translations, newspapers and others 

was likewise analyzed via AntConc 3.5.8 

(Windows) 2019. 

Research Questions 

To help address the hypotheses above, the 

following research questions served as guides in the 

entire conduct of the research: 

1. In what morphosyntactic environment is    

man required in a ZCh sentence? 

2. What morphosyntactic phenomenon is  

taking place in the difference in the  

following constructions: 

yan and ya man,  

tan and ta man,  

man and ay man?  

2. Review of the Related Literature 

2.1 ZCh Creole 

The Chavacano language is creolized (Barrios 2006; 

Holm, 2001; Lipski 1987, 2012; Meyerhoff 2008; 

Paz, Hernandez, & Peneyra 2010; Porras 2013; 

Steinkrüger 2008, 2013; Wolff 2006). Barrios 

(2006) explained that Zamboanga Chavacano is one 

of the Philippine Creole Spanish (PCS) varieties, 

while Lipski (1987) explicated that it is the only 

surviving variant. Holm (2001) argued that among 

the PCS, ZCh variant is the creole that is likely to 

flourish, and in fact, has the largest population with 

roundabout half a million speakers (Fernández, 2001; 

Grant, 2007; Lipski, 2001). 

2.2 Tense and Aspect  

Tense is a grammatical element intended to situate 

events, states, or actions in relation to time, while 

aspect concerns with the inner structure of an action 

taking place ‘at a given time’ (Celce-Murcia & 

Larsen-Freeman, 2015, p. 106). Similarly, aspect is 

referred to as a grammatical feature that is referred 

to the time dimension, but is not associated with a 

particular point in time which is a property of tense 

(Payne, 2011). Similarly, Comrie (1976, 1985 as 

cited in Viti, 2016) explained that tense typically 

pertains to the time of an event as ‘present’, ‘past’, 

or ‘future’ in the context of the time of speaking. 

Aspect, however, pertains to a situation in itself, 

which can be regarded as ‘perfective’, 

imperfective’, or ‘resultative’. Further, tense is 

subsumed under a deictic category in that it locates 

situations in relation to time (Summer Institute of 

Technology (SIL), 2021; Hermont & Martin, 2020), 

while aspect related to the situation’s internal time 

(Hermont & Martin, 2021). Also, tense which 

relates to time is contrasted with aspect that is 

analyzed as a grammatical element related with an 

action’s internal structure occurring at any time 

(Murcia & Freeman, 2008). More particularly, the 

time articulated in the English verb is based on a 

certain point in time, and premised on flow of time 

in Filipino (Schachter & Otanes 1972, as cited in 

Ceña & Nolasco, 2011, p.75). 

2.3 Creole Verbal Morphology 

The verb phrase of creoles has been the focus of 

creolists, and has been instrumental in 

distinguishing creoles from noncreoles (Holm 

2004).  Moreover, TMA (tense, aspect, mood) has 

been a topic that has received much attention in 

creole studies (Frank, 2004). In fact, Velupillai 

(2015) claimed that creoles constitute TMA markers 

with a definite pattern. It is assumed that creoles will 

have one marker each for tense, aspect, and mood. 

Additionally, Holm (1988) argued that these 

language types contain little to no inflectional 

morphology. Contrarily, Plag (2002) argued that the 

preceding notion relative to creole morphology has 

to be foregone or prodigiously revised as creoles 

carry morphological problems as the non-creole 

languages do.  

Though not exclusively isolating in 

structure, pidgins and creoles considerably form 

part of the world’s isolating languages. Moreover, 

pidgins and creoles differ from their source 

languages in their trademark simplicity in 

morphology. Truly, multilingual contact in a faulty 

learning environment offshoots an isolating 

morphology. With caution, the author admitted that 

the foregoing morphological simplicity should not 

restrict the creolist in analyzing a complexity when 

faced with one in a creole. In fact, cliticization is 

even a feature that can possibly take place in these 

types of languages (Crowley, 2008). 
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 Winford (2006) analyzed the TMA markers 

of some creoles as isolating.  Similarly, Bakker 

(2002) suggested that Tok Pisin has isolating TMA 

markers, and regarded Sranan to have the same.  

There are those that appear to exhibit an inflected 

morphology in the TMA markers like the analysis 

of Kouwenberg (1994) of the Berbice Dutch Creole. 

The perfective and imperfective aspects are encoded 

as morphologically inflectional. Simply put, the 

morphology of some creoles permits inflection or 

affixation, meaning, creoles are not solely 

morphologically isolating. As such, Farquharson 

(2007) analyzed the Jamaican Creole as having a 

progressive aspect affix since it is obligatory when 

eventive verbs are used. These elements cannot take 

independent stress and separate with the verb using 

other elements. Likewise, the progressive marker, 

when separated from the verb, is ungrammatical. 

2.4 ZCh Aspect Markers 

The ZCh morphosyntax is in dire need of a 

linguistic description. Some authors like Riego de 

Dios and Otanes (1989) described a variety of 

Chavacano that is related to ZCh, the Ct. In their 

analysis of the aspect markers of Ct, ya, ta and ay 

are analyzed as tense unbound morphemes for past, 

present/durative, and past/punctual respectively. 

These markers according to them are used without 

the –r for Spanish infinitives. For Philippine source 

verbs, the verbalizer man is prefixed before a verb 

to permit the aspect marker to figure in the 

utterance. Similarly, Lipski and Santoro (2007) 

argued that the markers ta, ya, and ay are used to 

refer to different meanings and are free-standing 

morphemes. 

Barrios and Bernardo (2012) presented the 

perfective aspect marker, as in ya ase apas ‘chased’ 

and ya kay ‘fell’, with the unbound aspect marker 

ya. Likewise, Barrios (2006) claimed that the tense 

markers used in ZCh are ya for punctual and 

perfective; ta for habitual, durative, present or past 

imperfective; and ay, ey or el for future. Likewise, 

these markers are free morphemes, for instance, Ya 

come el perro conel pescao ‘The dog ate the fish.’ 

The same can be observed with Santos (2010) and 

Camins (1999), while Porras (2013) presented 

sentences suggesting the isolating feature of the 

Chavacano verbs.  

 Steinkrüger (2008) claimed that ZCh has 

the following TMA markers: ta for imperfective, ya 

for perfect(ive), ay for irrealis, and kaba for 

completive. In his analysis, though, differing from 

the preceding authors, the preverbal markers behave 

as prefixes morphologically. This analysis is 

anchored on the similarity it exhibits with many 

Philippine languages.  

As far as the syntactic element man is 

concerned, only Riego de Dios and Otanes (1989) 

and Lipski and Santoro (2007) investigated this 

element, calling it a verbalizer or a derivational 

suffix respectively. For the purpose of this paper, 

the term verbalizer is favored. 

3. Research Methodology 

3.1 Participants/ Informants 

This study adopted the definition of a native speaker 

from the linguistics viewpoint. Specifically, in a 

sociolinguistics approach, Davies (1991) defined a 

native speaker in terms of social identity using the 

criteria such as the early acquisition and the 

continuous cultural/oral tradition. In the lens of 

modern linguistics, Chomsky (2014) explained that 

a native speaker possesses the authority over the 

system and structure of their native language. 

Furthermore, Lee (2005) itemized the six criteria to 

best identify a native speaker: (1) the acquisition of 

the language in early childhood; (2) the intuitive 

knowledge on the language they use; (3) the ability 

to speak the language with fluency and spontaneity; 

(4) the capacity to communicate the language with 

competence and the flexibility to utilize the 

language in various set-ups; (5) the recognition of 

the community of the speakers’ nativeness; and (6) 

the absence of a foreign accent. 

 As such, the researchers adopted the 

inclusion criteria anchored from Eijansantos et al. 

(2021): (1) they had to have been using ZCh as a 

medium of communication from childhood until the 

present; (2) they had to recognize themselves as a 

native speaker of the language who had acquired the 

language at the age of or earlier than seven; (3) they 

had to be at least 18 years old; and (4) they had to 

be at least in the Senior High School.  

 Thereafter, the researcher-made-

Chavacano test was taken by the 104 participants 

who passed the requisites on the aforesaid criteria. 

The participants were required to gain at least 70% 
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or 10 out of 15 as their result to ensure that they are 

native speakers of ZCh. Moreover, purposive and 

convenience sampling techniques were used. 

3.2 Data Collection Procedure 

The data were collected in two ways. The first of the 

data collection procedures was the corpus analysis. 

In this investigation, the researchers utilized the 

ZCh corpora, a research material that contained 

500,000 Chavacano words whose primary goal was 

to accumulate ZCh verbs which became the subject 

of the corpus analysis in determining the 

morphosyntax of the varying ZCh verbal aspects. 

Subsequently, the ZCh corpora were subjected to 

Antconc 3.8.5 (Windows) 2019 to facilitate the 

identification of the verbs premised on the 

hypothesis formulated that the source language 

influences a grammatical variation in the ZCh 

verbal string. Through the aforementioned software, 

the researchers were able to identify the verbs that 

use yan with 776 hits and the verbs that use the 

aspect marker ya with 23, 887 hits. With the huge 

number of hits from both markers, the decision on 

the reduction of the number to an attainable margin 

was put forth. Thus, only 100 verbs were selected 

from each generated result, totaling 200 verbs which 

were subjected to analysis.  To corroborate the 

lexical origin of the verbs–whether these verbs were 

Spanish or non-Spanish in origin—five different 

dictionaries were utilized: (1) Composite 

Dictionaries developed by the and the Linguistics 

Society of the Philippines (LSP); (2) UP 

Diksyonaryong Filipino; (3) Online Cebuano 

Dictionary; (4) Online Spanish Dictionary; and (5) 

Cambridge Spanish Dictionary. All these 

dictionaries contributed to the identification of the 

verbs’ origins that aided the corpus analysis.  

 The inclusion criteria were intended to filter 

the informants for the elicitation task which was the 

second data collection procedure. The researchers 

ascertained that participants were selected using the 

abovementioned criteria before they were subjected 

to the elicitation task, and the test was 

consentaneously administered to them. With their 

consent, the instrument which was generated via a 

Google form that was individually sent to them. A 

part and parcel of the inclusion criteria was the 

researcher-made-Chavacano test. In the said test, 

the participants were required to achieve at least 

70% or an equivalent score of 10 out of 15 as the 

total score.  

 Elicitation is a method to obtain data from 

speakers of a language that may either be actual 

utterances or judgments about the acceptability of 

an utterance (Crystal, 2011). The elicitation task in 

this study was a sentence completion type of test 

that required the participants to use the correct 

aspect marker ya or yan in the sentence. This task 

sought to clarify the difference among the verbs and 

intended to show where this difference lies pertinent 

to the aspectual markers. This test contained 40-

item ZCh sentences examined by the 104 

participants, who were identified and who qualified 

as bonafide ZCh native speakers. The verbs that 

were used for the elicitation task were taken from 

the Composite Dictionary of Riego de Dios (1989) 

in that it clearly showed and differentiated verbs that 

were either ZCh or Ct. If a verb was uniquely ZCh 

or Ct, the dictionary indicated so. Furthermore, as 

this paper was premised on the hypothesis that 

Spanish verbs require a separate element or 

morpheme in their configuration, verbs that were 

Spanish in origin and those that were otherwise not 

were selected from the dictionary as it clearly 

specified a verb’s source language. Thus, the 

participants’ judgement on the sentences as ZCh 

native speakers would serve as empirical evidence 

to justify the syntactic environment the verbalizer 

man is required in ZCh and to elucidate the 

morphosyntactic phenomenon that takes place in 

the distinction between the construction of yan and 

ya man. 

 Moreover, the data collected from the 

corpus were comparatively more recent than the 

lexical items taken from the Composite 

Dictionary—that is, the corpus has quite recently 

been put together, while the latter was published in 

the late 1980s. Although there may be some 

discrepancies as far as time periods were concerned, 

the dissimilarity in time periods further strengthens 

the claims made in this paper in that consistency in 

the morphosyntactic behavior of the verbs has been 

succinctly determined from the two data gathering 

procedures. The verbal aspect markers behave 
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contrarily when the verb is an uninflected Spanish 

verb. Moreover, the analysis was carried out two-

way—corpus analysis and elicitation—for 

triangulation or corroboration purposes where the 

data in one data gathering procedure reinforce the 

ones in the other, and vice versa. 

3.3 Data Analysis 

The corpus analysis was carried out via the 

investigation of the source language of each of the 

verbs in the hits generated via AntConc. Apart from 

this, the verbs in the hits analyzed were put under 

scrutiny relative to their morphological constituents 

whereby the affixation—wherever applicable—was 

teased out. Also, the grammatical category of each 

of the verbs in ZCh sentences in their original form 

from where they emanate was likewise considered. 

Each of the hits taken as entries in the data analysis 

was laid bare to be analyzed pertinent to the need to 

use either ya or yan in a construction. In summary, 

each of the hits for both the verbs with ya and those 

with yan were dissected linguistically. 

To execute the analyses of the data gathered 

from the participants via the elicitation task, a 

statistical treatment that was done through the 

expertise of a statistician was carried out. In the 

treatment, a binomial test at 50% proportion with a 

significance level of .05 was employed. This 

certainly helped foster the significant difference in 

the participants’ elicitation task responses on their 

choice of the proper use of the aspect markers ya or 

yan in the sentences. The significant difference, 

grounded in the results in the statistical treatment, 

evidently affirmed the morphosyntactic 

phenomenon of the above-mentioned aspect 

markers in their syntactic environment thereby 

validating the researchers’ hypothesis. Further, 

analogous to the analysis executed for the corpus 

data, each of the sentences was teased apart in the 

lens of the source language of the verbs. 

Additionally, other potentially relevant linguistic 

features were scrutinized, for instance, the lexical 

item’s verbal morphological algorithm and their 

grammatical category in the language of origin. 

Simply put, the constructions were subjected to an 

in-depth linguistic exploration. 

As far as the apparent fusion that takes 

place between the aspect marker ya and the 

verbalizer man, the teasing out was done via the tree 

diagrams patterned from Nolasco and Ceña (2011) 

of their description of the Tagalog syntax. 

Following this line of thinking aided the analysis of 

the other two aspects in ZCh sentential structure in 

that in principle, highly identical processes apply for 

them—that is, in the imperfective and 

contemplative aspects. This was carried out with 

cautious and mindful examination for potential 

variation that may be either apparent or otherwise 

concealed.   

4. Results and Discussion 

4.1 Corpus  

Of the first set of the 100 selected verbs from the 

corpora, each one is a Spanish verb that potentially 

means that they are Spanish in origin, too. All these 

verbs use the ya aspect marker without the 

verbalizer man in the construction. The following 

examples seek to clarify the verbal aspect 

construction among verbs that are Spanish in origin: 

 

(1) Ya      agarra    

               PRF  ‘grasp or take hold of’         

               ‘grasped or took hold of’ 

(2) *Ya     man    agarra   

                 PRF   VBLZ  ‘grasp or take hold of” 

                 ‘grasped or took hold of’ 

(3) *Yan       agarra  

                 PRF=VBLZ    ‘grasp or take hold of’ 

                 ‘grasped or took hold of’ 

 

Notice that when the verbs above are 

succeeded with the verbalizer man or its cliticized 

form (see items 1 and 2), an ungrammatical 

construction yields. These verbs, when compared 

with the ones below, are succinctly different in the 

necessity of the verbalizer man which surfaces as a 

clitic attached with the ya aspect marker. A clitic is 

a morpheme, that may have a nonclitic alternant, has 

syntactic characteristics exhibited by a word, but 

manifests a behavior of being phonologically 

attached to another word. Specifically, an enclitic is 

a clitic that joins phonologically at the end of a 

preceding lexical item to form one unit (SIL, 2022). 

 The verbs in the examples below (see items 

4 and 5) which were taken from the other set of 100 
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verb strings from the corpora contained the aspect 

marker yan/ya (man) + verb. These verbs are 

analyzed as requiring the verbalizer man in the 

verbal string which is analyzed as a construction 

that is an offshoot of cliticization (i.e. Ya + man  

yan). This resonates with Crowley’s (2008) 

argument that this process is permissible in creole 

languages and parallels what Kouwenberg (1994) 

has claimed about Berbice Dutch Creole which 

exhibits a morphological inflection in its verbal 

structure. It further fortifies what Farquharson 

(2007) has remarked about Jamaican Creole’s 

utilization of an aspectual affixation. All these 

findings substantiate McWhorter’s (2005) assertion 

that creoles’ complexity from an original state later 

on flourishes. This process of the verbalizer 

cliticizing with the aspect marker contrasts to some 

degree with Winford’s (2006) delineation of TMA 

markers among creoles as isolating which are 

exemplified in the data he presented and Bakker’s 

(2002) presentation of Tok Pisin’s isolating TMA 

algorithm. Due to the fact that cliticization remains 

not obligatory up until now (i.e. ya man, ta man), 

Winford’s (2006) delineation and Bakker’s (2002) 

presentation are likewise validated. Further, the 

majority of the verbs in the other set of 100 select 

ones are non-Spanish in origin, for example, Yan 

apas ‘to follow/ catch up with’ from Ceb, Yan 

decide from Eng, Yan bulabog ‘to wreak havoc/to 

disrupt peace’ from Tag. The same case holds true 

for the verbs that are Spanish in origin but are 

inflected in the ZCh sentence, or are not verbs but 

are either nouns or adjectives in that language of 

origin. The following handpicked examples are 

provided to clearly present the need of a verbalizer 

in the verbal construction: 

 

(4) Yan                apas  

                  PRF= VBLZ   ‘follow/catch up with’ 

                 ‘caught up with’ 

(5) Ya       man      apas 

                PRF      VBLZ   ‘follow/catch up with’ 

                ‘caught up with’ 

(6) *Ya     apas 

                 PRF   ‘follow/catch up with’ 

                 ‘caught up with’ 

 

 Constructions with an aspect marker and 

the clitic verbalizer (see item 4) like the one where 

the verbalizer is a free morpheme (see item 5) are 

all grammatical constructions. In contrast, those 

without the verbalizer yield an ungrammatical string 

as in item 6. It should be noted that apas is Ceb. 

Identically, the same morphosyntactic behavior is 

exhibited by the Tag verb bulabog ‘wreak havoc,’ 

Eng verb explain, Spa noun encuentro ‘meet’, and 

the Spa verb hila ‘pull’ but is inflected in its ZCh 

structure hilaan ‘pull something from each other’. 

All these are consistent with the hypothesis that 

verbs which are Spanish in origin do not require the 

verbalizer man, but those that are otherwise non-

Spanish do so. A novel analysis has to be clarified, 

though. Verbs in ZCh sentence which are Spanish 

in origin, but are not actual Spanish verbs or are 

lexical items belonging to other grammatical 

categories, require the verbalizer. Similarly, 

inflected Spanish verbs in ZCh sentence need the 

verbalizer to render the sentence grammatical.  

 In other words, comparing the verbs with 

the ya aspect marker and the ones with the yan 

aspect marker, only verbs that originate from 

Spanish and are actual Spanish verbs are the ones 

that do not necessitate the verbalizer man prior to 

the ZCh verb string. This foregoing finding sheds 

light to the first research question: In what syntactic 

environment is man required in a Zamboanga 

Chavacano sentence? 

4.2 Elicitation Task 

All the statistical decisions are significant as a result 

of the binomial test as far as the elicitation task is 

concerned. In other words, the significant difference 

in each of the items is indicative of the choice of the 

majority that is regarded as the preferred 

grammatical construction. In each of the sentences 

in the elicitation task, the respondents had to choose 

between ya and yan. The following are selected 

items taken from the instrument used for the 

elicitation task.  

 

(7) ____ abla le               el     deberasan. 

                tell   2sg.NOM DET truth 

     ‘s/he told the truth’ 

(8) _____ agarahan  sila         mano. 

                 hold-RECP    3pl.NOM hand 

       ‘They held each other’s hands.’ 

(9) _____ saguan sila           na      baroto. 

                 oar       3pl.NOM  LOC    boat 

       ‘They rowed in the boat.’ 
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(10) _____ bitay   el     chonggo  na    pono. 

                   Hang  DET monkey  LOC tree 

       ‘The monkey hanged by the tree.' 

From the 11 items in the instrument, whose 

verbs are Spanish in origin, the ya aspect marker 

gains the upper hand (see example item 7 above). 

Notice, however, that for sentence number 8 above 

taken from the 10 items in the instrument, the verbs, 

although Spanish in origin, require the yan aspectual 

marker. Apparently, when the Spanish verbs figure 

as an inflected construction in ZCh, yan is preferred. 

A similar behavior can be observed among Spanish 

lexical items that are not verbal—that is, adjectives 

and nouns (i.e. sentence 9), which, albeit Spanish in 

origin, detach from the necessity to co-occur with 

ya as saguan ‘oar’ is a noun, and as an extension, it 

is believed that an identical case holds true for other 

lexical items belonging to other syntactic 

categories. Moreover, the verbs whose origin is 

non-Spanish oblige the yan aspectual marker in a 

ZCh sentence as can be seen in sentence 10 above 

which contains a verb that comes from Hiligaynon. 

The same case has been found from the verbs that 

emanate from English, Tagalog, Cebuano, and those 

that are local to ZCh. All these findings are 

analogous to Riego de Dios’ (1989) description of 

Ct that requires a verbalizer to morphosyntactically 

co-occur with the verb prior to forming the whole 

verb phrase string; however, the findings extend the 

description in terms of the analysis of the verbalizer 

as a free morpheme and can potentially transition 

into a clitic.                                                                                                                                         

The findings in this component of the      

investigation corroborate those in the corpus 

analysis where only uninflected Spanish verbs use 

the ya aspect marker in ZCh sentences. Hence, verbs 

that are non-Spanish in origin and those that are 

inflected in ZCh or are Spanish in origin but are not 

Spanish verbs require yan.  As in the comparison of 

the related literature with the findings in the corpus 

analysis section, the same can be remarked pertinent 

to the authors and their respective works mentioned.  

Furthermore, the findings in this section 

address the first research question which is In what 

syntactic environment is man required in a 

Zamboanga Chavacano sentence? 

At an initial glance, the supposed 

counterexamples are thought to pose an issue in the 

analysis that can dismantle the integrity of the 

analysis in this paper: Yan desgrasya ‘met an 

accident,’ and Yan disciplina ‘disciplined,’ have a 

penultimate stress suggesting that they are Spanish 

nouns. When the stress falls on the final syllable, 

they are verbs. Further, Ya taya ‘bet/cut, chopped’ 

poses another conundrum in the analysis in that the 

verb originates from Tagalog. However, Spanish 

has influenced not only ZCh but potentially other 

Philippine languages as well. Furthermore, the verb 

taja ‘to slice’ is a Spanish verb, and a verb in 

Asturian taya ‘to pay a quantity of money under 

feudalism’ or ‘to cut’ exists. Asturian is said to have 

been in contact with Spanish since the 14th century 

(Barnes, 2013), and that language contact brings 

about language mixture, change, or the worst case 

scenario, death (Thomason, 2001).  

 Now, to address the second research 

question, the following analyses are in order as 

premised on the syntactic analysis of Nolasco and 

Ceña (2011) of Tagalog.    

                                  Figure 1. 

 

 

 

 

 

 

 

 

For the ZCh verbs that are non-Spanish in 

origin, are Spanish but are inflected in the ZCh 

sentence, or are Spanish but rather belong to a 

different syntactic category apart from verbs, the 

verbalizer head rises to the aspect head in order to 

permit encliticization of the verbalizer with the 

aspect marker ensuing in the cliticized yan. When it 

opts not to cliticize, the surface form figures as ya 

man, and thus no movement takes place. A similar 

pattern can be noticed in the imperfective aspect ta 

where the head verbalizer can move up to cliticize 

with the aspect marker. Depending upon the 

preference to cliticize or not, the surface structure 

can either be tan when cliticized or ta man when 

otherwise. The preceding validates Crowley’s 

(2008) remark relative to cliticization, Riego de 

Dios’ (1989) description of Ct variety necessitating 

a verbalizer for a certain type of verb, and 

McWhorter’s (2005) perspective that creoles 

manifest complexity in time. The fact that creoles 

are not exclusively isolating in its grammatical 

architecture is validated, paralleling Kouwenberg 

(1994) and Farquharson (2007) of their remark in 

regards Berbice Dutch Creole’s inflectional 
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proclivity and the Jamaican Creole’s affixational 

feature, only ZCh exhibits cliticization and 

deletion—as tackled succeedingly. Further, a rather 

varying observation is seen when the verb is in the 

contemplative aspect ay. When the head verbalizer 

raises to the aspect head position, the aspect marker 

ay is deleted instead of the verbalizer cliticizing with 

it. This may be ascribable to phonological 

grounds—that is, the shortened versions are parallel 

in their syllable structure and in their form in 

general: yan for perfective; tan for imperfective; 

and simply ay man for contemplative. 

As in the observation above, for the verbs 

that are Spanish in origin and are actual Spanish 

verbs in ZCh, the head verbalizer also has the 

tendency to rise to a higher position in the structure; 

however, no cliticization is permissible. In this 

configuration, since the verbalizer is tacit, no 

syntactic changes are evident in the surface 

structure, thereby no cliticization is possible despite 

the movement of one element to a higher position. 

Cliticization with the tacit verbalizer is not 

permissible in both the imperfective and perfective 

aspects—ya and ta—due to the phonologically 

unpronounced verbalizing allomorph Ø. Be that as it 

may, there is evidence that movement indeed is a 

system occurring in the verbal string. This is 

apparent in the contemplative aspect ay where 

deletion is possible. It is grammatical to say (Ay) 

kome le maniana ‘She will eat tomorrow,’ where the 

sentence in the contemplative aspect can either be 

with the aspect marker or otherwise not. Hence, 

when an element moves up, deletion of the 

contemplative aspect marker occurs. 

To succinctly present the morphosyntactic 

behavior of the verbal string in ZCh, the following 

is provided to simplify the preceding discussions: 

        ya + man  ya man or its cliticized form yan 

        ta + man  ta man or its cliticized form tan 

        ay + man  ay man or its deleted form man 

5. Conclusion 

The verbalizer man is unessential when the ZCh 

verb is an uninflected Spanish verb in the ZCh 

utterance. The verbalizer man is necessitated in the 

verb string in the following: with non-Spanish 

verbs; with Spanish verbs that are inflected in the 

ZCh sentence; or with a Spanish noun, adjective 

or—extraneously—with any nonverbal syntactic 

category used as verbs. Moreover, the aforesaid 

verbalizer can cliticize with the perfective and 

imperfective aspects and thus can appear in the 

surface form as a cliticized and shortened form. In 

the contemplative aspect, however, the case is 

noticeably at variance in that instead of cliticization, 

the aspect marker undergoes deletion which is 

attributable to phonological motives. Additionally, 

the hypotheses established at the outset of the paper 

have been confirmed: ZCh behaves identically with 

Ct, and novel findings also have been brought to 

light, for instance, the nonexclusivity of man to non-

Spanish lexical items and its cliticizing behavior. 

  In the purview of education, possessing an 

understanding of the tacit structural complexities of 

the grammar of one’s native tongue is an 

advantageous starting point to transition into 

learning the grammatical system of any second 

language—in the case of the Philippine educational 

system—English and/or Filipino. This is grounded 

on the mother tongue-based multilingual education, 

a concern that remains unheeded as far as the 

policymakers are concerned despite the voluminous 

research tremendously backing up MTB-MLE’s 

beneficial contribution to the success of the learners 

of L2.  

In addition, a study that involves language 

is concomitantly linked with culture; premised on 

the foregoing, these current findings have a bearing 

in culture studies as there is an inherent intertwining 

between them. Hence, it is assumed that an 

investigation of the ZCh language is likewise a 

scrutiny of its speakers’ rich culture. 

Abbreviations 

1  first person                 pl  plural 

2  second person            PRF  perfective 

3  third person                sg  singular 

Ceb  Cebuano                Tag  Tagalog 

Eng  English                  VBLZ  verbalizer 

Loc  Location                VP  Verb Phrase                                       
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Abstract 

This study attempted to assess the Philippine 

English proficiency of the students who took 

the K to12 curriculum. The study dealt with 

the speaking and comprehension skills of the 

students. The main aim of the study is to 

show the need to have proficiency in using 

the Philippine variety of English. The re-

searchers interviewed students who were 18 

to 19 years of age, male or female, and were 

enrolled for the first time in any of the pro-

grams offered by BPSU on the Main Cam-

pus. The recorded material exhibited each 

respondent's English comprehension and 

speaking skills; anonymity and privacy were 

observed. Recorded conversations were lexi-

cally transcribed hence forming a 336,828-

word corpus. The analysis was done using 1) 

relevance of the answer, 2) eloquence, 3) 

grammatical content and 4) time of response. 

The study found that students can speak the 

language but use the Philippine English vari-

ety (Bautista, 2000a). Hence, we recommend 

that ELT teachers should have the acceptance 

of Philippine English. This can be done by 

having different awareness campaigns for the 

academic community. A curriculum modifi-

cation for both the tertiary level and DepEd 

can be done to realign the use of Philippine 

English. 

1   Introduction 
In 2018, a new curriculum for the tertiary level 
was released by the Commission on Higher Edu-
cation (CHED). The said curriculum was said to 
be more focused on the major subjects of the pro-
gram. Many minor subjects such as Maths, Sci-
ences, and languages were removed from the old 
curriculum and transferred to the Senior High 
School level. Language courses, particularly Eng-
lish, are not exempted from this. Specific courses 
such as Speech and Oral Communication, Writ-

ing in the Discipline, Study and Thinking Skills, 
Oral Diagnostic English and Communication Arts 
1 & 2 were removed from the tertiary level. They 
were transferred to the new basic education pro-
gram. These courses are avenues where our own 
variety of English can be introduced to students. 
As these courses were transferred to basic educa-
tion, it is now the responsibility of the teachers to 
establish learning in the Philippine variety of 
English. This is despite the Philippine English 
(PE) paradigm still facing opposition from tradi-
tional teachers, or some teachers haven't entirely 
accepted the idea of having a Philippine variety 
of English at all Some teachers have the idea of 
having PE but are not confident enough to teach 
them to students. As the issue of having this vari-
ety is being taught in schools, it is evident that it 
already exists among Filipinos (Gonzalez, 1997). 
Teachers may have been teaching it unknowingly 
but lacking knowledge that they are dealing with 
PE already.  
This study attempted to assess the Philippine 
English proficiency of the students who took the 
K to12 curriculum. The study dealt with the 
speaking and comprehension skills of the stu-
dents. The main aim of the study is to show the 
need for proficiency in using the Philippine varie-
ty of English. Specifically, the study answered 
the following questions: 

1. How is Philippine English displayed in  the 
answers of the students in terms of  their; 

 1.1 relevance of the answer;  
 1.2) eloquence;  
 1.3) grammatical content; and  
 1.4) time of response? 
          2. What is the implication of the    
                developed skills of the students to                                    
                language teaching?   
 
2   Review of Literature 

The language learning process of the Department 
of Education (DepEd) is anchored to a belief that 
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for effective language acquisition and learning to 
take place, language teachers must be guided by 
the six (6) language teaching principles. These 
are Spiral Progression, Interaction, Integration, 
Learner-Centeredness, Contextualization, and 
Construction. These principles are applied in the 
classroom in which skills, grammatical items, 
structures, and various types of texts are taught, 
revised, and revisited at increasing levels of diffi-
culty and sophistication. DepEd believes that this 
will allow students to progress from the founda-
tional level to higher levels of language use. This 
may seem effective, but the National Achieve-
ment Test (NAT) 2018 showed declining scores 
and skills mismatch since 2013. This problem in 
the language education sector showed that despite 
continuous teaching of language skills, no mas-
tery was taught to the student. The basic educa-
tion ends at grade 12 then college is next. In Col-
lege, where education is of a higher form, mas-
tery of skills is enhanced but if mastery is under-
developed what then will be enhanced?  

In the United States, Carhill, Suárez-Orozco & 
Páez (2017) conducted a study to increase under-
standing of factors that account for academic 
English language proficiency in a sample of 274 
adolescent first-generation immigrant students 
from China, the Dominican Republic, Haiti, Cen-
tral America, and Mexico. Previous research has 
shown the importance of English language profi-
ciency in predicting academic achievement meas-
ured by GPA and achievement tests. Their study 
described the academic English language profi-
ciency of immigrant youth after, on average, 7 
years in the United States and models factors that 
contributing to the variation. Findings show that 
although differences in individual student charac-
teristics partially explain variation in English lan-
guage proficiency, the schools that immigrant 
youth attended are also important. Students' time 
spent speaking English in informal social situa-
tions is predictive of English language proficien-
cy. These findings demonstrate that social context 
factors directly affect language learning among 
adolescent immigrant youth and suggest a crucial 
role for school and peer interventions. 

On the other hand, Pereda et al. (2013) pioneered 
a study about the influence of more than one lan-
guage in second language acquisition through 
corpus analysis. Their study aimed to determine 
the possible interferences between a language and 
a target language. It was reported that the pro-
posed project is innovative in that the conclusions 
are based on the Error Analysis of a large corpus 

and that the results were very useful for SFL 
teachers and learners in Flanders. At the same 
time, it fills an existing  gap in SFL books and the 
topic of change-of-state verbs. It is argued that 
while the research clearly shows that many fac-
tors other than English proficiency are important 
to academic success, there may be for each insti-
tution, or even for each program within an institu-
tion, a minimum level below which lack of suffi-
cient proficiency in English contributes signifi-
cantly to lack of academic success. Such a level 
can be determined by each institution individual-
ly, but until it is determined, several steps can be 
taken to establish reasonable English language 
proficiency requirements. 

Going back to the Philippines, where various 
English languages were born, Borlongan (2017) 
pointed out that in 1925, the educational survey 
board noticed that Filipinos spoke differently 
from Americans. Further contrastive reports 
(Raqueño, 1940, 1957) also pointed out the dis-
tinctive way of how Filipinos use English. Gon-
zalez (1997, 2008) said that when Filipino teach-
ers began teaching fellow Filipinos English, 
which was around the 1920s, Philippine English 
was born, but it was only towards the end of the 
1960s when a linguist, Teodoro Llamzon, called 
attention to an emerging variety of English in the 
Philippines. 

Still, according to Borlongan (2017), through a 
publication of Llamzon in 1969, Philippine Eng-
lish had received much attention from Filipino 
linguists. It became an object of inquiry and was 
proven by some of the reviews in linguistic re-
search in the Philippines done by Dayag and Dita 
(2012). Indeed, research on Philippine English 
had been remarked as the most likely  compre-
hensive research among other indigenized South-
east Asian English (Tay 1991). Bautista (2000a) 
thus defined Philippine English: “Philippine Eng-
lish is not English that falls short of the norms of 
Standard American English; it is not badly 
learned English as a second language; its distinc-
tive features are not errors committed by users 
who have not mastered the American standard. 
Instead, it is a nativized variety of English that 
has features that differentiate it from Standard 
American English because of the influence of the 
first language (specifically in pronunciation but 
occasionally in grammar), because of the differ-
ent cultures in which the language is embedded 
(expressed in the lexicon and discourse conven-
tions), and because of a restructuring of some 
grammar rules (manifested in the grammar)”. 
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3   Methodology and Materials 

3.1   Respondents of the Study  

This descriptive qualitative study randomly se-
lected first-year students   from Bataan Peninsula 
State University (BPSU) Main Campus for the 
English Proficiency assessment. The university 
accepts an average of 2000 first-year students 
every semester, thus with a margin of error of 5% 
and a confidence level of 95%, a required sample 
size of 238 (students) is considered as respond-
ents in this study. Respondents were 18 to 19 
years of age upon the conduct of the interview of 
the teachers involved in the study, male or fe-
male, and were enrolled for the first time in any 
of the programs offered by BPSU on the Main 
Campus.  

3.2   Corpus Building Process  

The researchers of the study first discussed how 
to conduct the interview. To ensure the consisten-
cy and reliability of the data, the team had to se-
lect qualified respondents. The individual data 
recording took place in an area with less noise 
and fewer chances of interruption. The name and 
identities of the respondents were not asked to 
ensure  anonymity and privacy. Participants were 
asked to answer a set of questions verbally. The 
answers of each respondent to the questions were 
audio-recorded; thus, it was just the interviewee's 
voice that was taped. Recordings were then tran-
scribed for analysis. The respondents answered 
the following questions in English for at least 
four (4) minutes each: 1) Tell something about 
your experience in learning the English language. 
2) How did you learn to use the English lan-
guage? 3) Narrate unforgettable lessons your for-
mer English teachers taught you. 4) What are the 
topics in English that you have difficulty in mas-
tering? Why do you think so? 5) What are you 
doing to make these difficulties ease? 

3.3   Description of the Corpus  

The recorded material exhibited the English com-
prehension and speaking skills of each respond-
ent. All recorded conversations were lexically 
transcribed, forming a 336,828-word corpus for 
the study. The analysis was done using 1) rele-
vance of the answer, 2) eloquence, 3) grammati-
cal content, and 4) time of response. Based on the 
categories given, results were concluded. A 
speaking and comprehension rubric used in grad-
ing similar activities in purposive communication 

was used. The rubrics were prescribed in the re-
gion during the seminar on handling Purposive 
Communication; hence, these were validated pri-
or to prescription.  

3.4   Corpus Management  

Data were given codes to the mp3 files produced 
to ensure the organization and confidentiality of 
the respondents’ answers. Alphanumeric codes 
were assigned such as S01 for Student 01, S02 for 
Student 02, and so on. The codes were the file-
names of the mp3s and were used for the title of 
the transcribed material for analysis. The mp3s 
and the softcopy of the transcription were saved 
in a cloud application, Dropbox. The folder was 
password-protected to ensure the security of the 
files. A list of names of the respondents with their 
corresponding codes was also stored in the pro-
tected folder to secure the identity of the respond-
ents as well. Only the researchers have complete 
access to the cloud folder. 

4 Discussion of Results and Findings  

4.1 Relevance of the Answer 

Using the Comprehension Rubric, out of the 238 
respondents, there were 185 students given a 
score of 5 for comprehension. This is 77.7% of 
the entire population. While 43 scored 4 and the 
remaining 10 scored 3 and 2. This minor number 
of respondents simply gave appropriate answers 
to questions, thus, expressed logically relevant 
statements. This shows that students can compre-
hend the interviewer's questions but have difficul-
ty expressing their thoughts/ideas using the Eng-
lish language. To give a score of five (5) from the 
rubric means that the answer is given a full mark.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Score of Respondents 

The description suggests that the initial post or 
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answer is organized around a clear point of view 
or idea with adequate supporting detail.  Accord-
ing to Gonzales (1982), Filipinos typically have 
mastery of the formal style or classroom   Eng-
lish.     Gonzales also concluded that there are 
minimal differences   in   the  formal   and   infor-
mal written discourses.   Loan   words, nick-
names, and contractions as often used in an infor-
mal style, and code-switching to the vernacular is 
generally prevalent in informal discourses. Re-
spondents were bilingual speakers, and the corpus 
also revealed that Tagalog words appeared 781 
times and a total of 1,426 wordy sentences, mean-
ing the respondents knew what to say but they 
were gasping for the right equivalent word in the 
second language. De Boni (2006) explained that 
logical relevance could be based on and observed 
using measured simplification, a form of con-
straint relaxation, and considering flexibility and 
directness of statements in a sliding scale of apt-
ness. This then shows that the respondents, de-
spite their previous difficulties in learning the 
English language, are already familiar with it. 

4.2 Eloquence 

Table 2 refers to the respondents' coherence in 
answering the questions, while table 3 refers to 
their level of fluency and pronunciation of words. 
Using the speaking rubric, it was found out that 
137 students out of the 238 respondents were co-
herent in their speaking. This is 57.56% of the 
population. According to the rubric, a 2.5 score 
means that a student correctly understands the 
questions and  that responses are clear. Seventy 
eight (78) students or 32.77% got a score of 2, 
meaning that a student makes few mistakes un-
derstanding the questions, and responses are 
mostly clear.  
 
 
 
 
 
 
 
 
 
 
 
 

Table 2. Score of Respondents for Coherence 

Lastly, 23 students, or 9.66%, got a 1.5 score, 
meaning that a student makes significant mistakes 
in understanding the questions, and responses are 
somewhat clear. The indicated scores show that 
majority of the respondents are coherent with 
their answers to the questions. This  
is consistent with the result in table 1 on the rele-
vance of the student's answers, which says 77.7%  
of the respondents scored 5 
 
4.3 Fluency 

In table 3, 125 or 52.5% of the respondents got a 
score of 2.5 which means students speak fluidly 
with few to no breaks. While 100 students, or 
42.01%, got a score of 2, meaning students speak 
mostly fluidly with semi-frequent short or a few 
long breaks. Only 13 or 5.46% of the respondents 
got a score of 1.5, meaning these students speak 
somewhat fluidly with frequent short and long 
pauses, as seen from these numbers. It averages 
40-60% of the respondents are eloquent in Eng-
lish.  

 

 

 

 

 

 

 

Table 3. Score of Respondents for Fluency 

The respondents were considered to be members 
of Gen Z; thus, there are influences on how they 
speak through the different media (both social 
and electronic) around them. It is also evident 
that their pronunciation of the words is unique in 
terms of sound.  

It is similar to the tone of their speaking Filipino, 
their first language. This is proof of what Teodo-
ro Llamson (1969) noted in his monograph, the 
distinction between Filipino and the American 
variety in producing vowel sounds, stress, and 
syllables. His study was   expanded  by  Gonzales  
and Alberca  (1978), who   noted   the distinctive  
features   of  Philippine English phonology  as:   
absence   of  vowel   reduction   rule  and   possi-
ble   spelling pronunciation, absence of schwa 
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sound, the substitution of voiceless fricatives for 
voiced fricative, absence of  aspiration   of initial  
voiceless  stops,  simplification  of  consonant 
clusters, and different stress patterns in individual 
words, among others. 

4.4 Grammatical Content 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

Table 4. Transcript Analysis of Errors 

Table 4 reports a significant number of transcript 
errors associated with grammatical content, 
namely: determiner use (2,993), wrong or missing 
prepositions (1,426), Faulty subject-verb agree-
ment (837), incorrect nouns (746), confusing 
word usage (582), incorrect verb forms (508), 
wrong pronoun use (354), improper formatting 
(183), misuse of modifiers (58), misuse of modal 
verbs (44), misuse of quantifiers (35), and con-

junction use (2). All of these fall under intralin-
gual interferences, which was defined by Erdogan 
(2005) as the errors resulting from the learners' 
view about the target language because of their 
lack of experience with it. These are the errors 
not related to the native language structure but 
caused by learners' limited target language infor-
mation. These intralingual interferences manifest-
ed through the students' responses unveiled that 
there had been only partial learning of the target 
language.  A corpus was formed out of the 238 
respondents, having 336,828 words. The table 
below shows an error deviation of 9,980 words 
committed by the students. This proves  what 
Gonzales and Alberca (1978)   mentioned on the 
distinct  variation   in  word order,  article   usage,  
noun   subcategorization,   as  well   as   some   
errors   in   pronoun-antecedent agreement,   tense
-aspect   usage,   and   subject-verb   agreement.  
Bautista (2000a) noted   similar findings in sub-
ject-verb agreement, articles, prepositions, mass 
and count nouns, word order, and comparative 
constructions.  Instead of errors, Bautista adopted 
D’Souza’s recommendation   of categorizing var-
iants that were rule-governed, widespread, and 
used   by competent users   as distinct features of 

Philippine English

 

4.5 Time of response 

Using the comprehension rubric, table 5 shows 
that 178 out of the 238, 74.78% of the total re-
spondents, got a score of 5, and 60, 25.21%, 
scored 3. None got a score of zero since all have 
answers to all the questions. 74.78% answered 
immediately, while 25.21% of the respondents 
needed seconds to think for answers and probably 
got conscious of the recorder. Responding to 
questions is a normal reaction.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5. Score of Respondents                                         

for Time of Response 
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The respondents know they are being interviewed 
and their answers are being recorded. However, 
their reaction to react quickly is an innate action 
coming from consciousness, but looking at what 
and how they answer the question still shows the 
evidence of having a variety of English uniquely 
embedded in them. The earlier variables dis-
cussed above show them. 
 
5 Summary and Conclusion  

Grammatical errors were committed by the re-
spondents, as displayed in the data. As Bautista 
(2000) mentioned, common errors may be a na-
tivized variety of English with different features 
from Standard American English. Thus, this only 
highlighted that the respondents in their age and 
level of English performance need to be guided to 
make a variety of English more intelligible with-
out compromising the comprehensibility of the 
language. Language is a growing entity, and its 
changes are manifestations of it being alive. 
Thus, putting a stop to these changes and saying 
which is appropriate or not only hinders the 
growth, which leads to killing a language. Mean-
ings are user and dependent. The English lan-
guage is not exempted from this claim, just like 
any other language, it is a tool for expressing the 
thoughts, ideas, feeling, or simply the message 
the user wants to convey.  

The respondents' so-called "grammatical errors" 
may not necessarily mean errors, as discussed 
above, but features of a language. These features 
then distinguish a particular variety giving birth 
to a language. These errors are most of the time 
related to how the respondents make use of their 
first language. On the other hand, errors not relat-
ed to the native language structure are caused by 
the learners' limited information about the target 
language. These intralingual interferences mani-
fested through the students' responses unveiled 
that there had been only partial learning of the 
target language. Thus, reinforcement is needed. 

The analysis also revealed that there is also a 
need for coherence, fluency, and pronunciation of 
the respondents. Despite being members of Gen Z 
and being influenced by how they speak by the 
different media (both social and electronic) 
around them, there is still room for them to be 
proficient in using Philippine variety way of 
speaking. This can be proven when the students 
can comprehend the interviewer's questions but 

have difficulty expressing their thoughts/ideas 
using the English language. This proof strength-
ens the claim that the first language very much 
influences the English variety. Philippine   Eng-
lish is evident in how the respondents/students 
performed in the study. Philippine English being 
a   highly intelligible   and acceptable  language is 
dynamically expanding, and its rules and conven-
tions in grammar, style, and usage is   flexible 
and eclectic.   Because of these  characteristics,  
Philippine  English is continually evolving, bene-
fitting from a multi-dimensional effort of propa-
gation through education, media, and literature. 

6 Recommendations 

The data that was gathered came from students 
enrolled before the pandemic. These students 
were a product of the K-12 curriculum thus, it is 
possible to have a new set of data coming from 
the HYFLEX setup with a new set of students 
and their answers to the same set of questions. 
Data from them to the new one can be compared 
to see if the improvements are already met in im-
plementing the curriculum. Another area that can 
be investigated is that the learning modality at 
present is different thus, it would be beneficial to 
know for curriculum makers if learning can be 
adjusted for the betterment of the learners. 

Based on the discussion above, it is also recom-
mended that curriculum makers revisit the new 
General Education Curriculum for the tertiary 
level and the Senior High School curriculum by 
incorporating Philippine English as the variety to 
be taught can help students be proficient in using 
the variety. Aside from incorporating Philippine 
English in Purposive Communication and English 
Skills Enhancement at the College level, an addi-
tional course such as "Philippine English" will 
help enhance the evolving Philippine language 
learning. We cannot get away with proficiency. 
In the first place the study was conducted in an 
academic setting. The researchers themselves are 
academicians, who are responsible for making the 
students proficient in the field, in this case, in the 
English language macro skills field. Errors were 
identified as far as the other varieties are con-
cerned, but there is a must that students be profi-
cient in using Philippine English (PE). After all, 
PE is not a substandard variety of English. Cur-
riculum makers can plan on making the curricu-
lum more effective using the PE variety instead 
of other varieties. Teachers, on the other hand, 
can execute the learning to their students if they 
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are also properly oriented with the World/
Philippine English paradigm. Kirkpatrick (2007) 
talks about how some scholars have recommend-
ed using a native speaker variety as a norm, with 
the local variety as a model. This being said, it is 
the heart of having a local variety such as Philip-
pine English, where American English is the na-
tive speaker variety. In this way, learners will not 
be discouraged from using whatever variety they 
speak. It can be seen already in the present study 
that learners can talk about the language in the 
local variety. Imposing the  local variety as part 
of the curriculum can produce Standard Philip-
pine English. 

Despite the awareness of the ELT teachers on the 
use of PE, acceptance of the topic is needed for 
other educators who do not advocate the use of 
this variety. For the new educators, symposiums, 
seminars, and awareness campaigns are suggested 
to be done. World Englishes varieties exist and 
being chauvinistic about a particular variety does 
not help make English language teaching more 
effective. 

Relatively, more studies on using Philippine Eng-
lish in the academic setting are highly encour-
aged. This will further establish the emerging 
body of literature on the Filipino's own variety of 
English. 
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Abstract 

Researchers around the world have been struggling to 

minimize the rising spread of fake news through several 

Natural Language Processing techniques and a great 

amount of work has been done for resource-rich 

languages like English, French, German, Spanish, 

Chinese, etc. Alternatively, minimal research has been 

carried out on the Urdu language, which is spoken by 

millions of people around the globe. This study works 

on solving the problem of detecting the authenticity of 

Urdu news through Text analytics and Natural language 

processing methods.  Upon studying the previously 

conducted research on text analysis and classification 

in Urdu and other resource-rich languages, it was found 

that machine translation does not work very effectively 

for authenticity due to compromises in structure, 

grammatical accuracy, and vocabulary. Hence, during 

this study, a Text analytics model has been developed 

on the only publicly available Urdu news articles 

dataset, originally composed in Urdu and comprising 

900 articles, 500 real and 400 fake. During the 

preprocessing, stop words, English words, characters 

and numbers, and punctuations were removed which 

affected negatively the accuracy of the model. Apart 

from that, the data was lemmatized and tokenized and 

their effects on judging the authenticity of the news 

articles were examined to be a positive development. 

The supervised learning models include Multinomial 

Naive Bayes (MNB), Bernoulli Naive Bayes (BNB), 

Support Vector Machines (SVM), Logistic Regression 

(LR), Random Forests (RF), Decision Tree (DT), 

AdaBoost (AB), and XGBoost classifiers along with 

the combination of different sets of the word and 

character n-grams were applied to the data and their 

results were compared. As a result, it was found that the 

XGBoost classifier accompanied with the word 

unigram and 1-4 character n-grams generated 91% 

accuracy, the highest reported on this dataset so far.  
 

Keywords: Fake news detection, Natural Language 

Processing, Media, Social Media, Urdu 

 

1. Introduction 
 

Fake news is defined as a factually incorrect news 

article, which aims at misguiding and misleading 

the readers. Researchers classify fake news into  

five categories (1) fabrication, (2) news satire, (3) 

manipulation (4) advertising (5) propaganda, and 

(6) news parody [4]. The events of the 

dissemination of fake news date back to the 15th 

century, centuries before the launch of mobile 

phones, social media, and the internet and have 

been reasons for many mishappenings among 

people of different countries, castes, communities, 

religions, and beliefs throughout the world. 

With the development of digital and social media, 

information disseminates in seconds. People 

living in one corner of the world receive the 

information of another corner with just a click. 

This transformation in the methods of 

communication and speed of traveling of 

information has both pros and cons. Along with 

the spread of real information, it has been a 

medium for disseminating fake news quickly. 

Fake news has become a worldwide issue. People 

use it for several motives, like personal grudges, 

gains, and to change public opinion. It is perfectly 

evident from the scenario of the Covid-19 

pandemic [2]. The circulation of fake stories about 

the victims, medical and homeopathic treatments, 

and the spread of the virus fueled panic among the 

people. WHO struggled to stop the dispersion of 

the fake Covid-19 stories related to the spread, 

symptoms, treatment, and prevention of the virus, 

but people in many countries followed the inbox 

forwarded methods and infected themselves with 

other diseases which led to panic in the public and 

disbelief in the competent authorities [2] [6]. 

For the prevention of dissemination of fake news, 

programmers and researchers apply National 
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Language Processing Techniques to identify the 

authenticity of news by identifying the 

characteristics, word choice, and writing patterns 

[1]. Extensive work has been done for high-

resource languages like English because of the 

availability of the content, and literature [1][3]. 

Urdu, despite being spoken by more than 100 

million speakers [1] around the world, is still 

considered a low-resource language because of the 

little literature and content available for Natural 

Language Processing Tasks [3]. This research 

aims at implementing Natural Language 

processing algorithms on Urdu scripted news and 

providing an open-source code as a resource for 

the confirmation of the authenticity of information 

for the Urdu-speaking public. 

The unavailability of an authentic web source for 

the confirmation of the genuineness of the 

information in Urdu has caused several problems 

like Dr. Shahid Masood’s imprisonment, and the 

Indian website’s claim of a civil war in several 

cities of Pakistan. It has led to the arousal of 

conflicts within and outside and has deterred the 

country’s image in national and international 

media [4]. Through this project, the researchers 

tend to solve the problems raised by the 

dissemination of false news and study the existing 

studies on fake news detection and NLP 

techniques applications in Urdu and other 

languages. This study examines the text 

classification techniques for confirming the 

trustworthiness of Urdu news articles, tries 

different sets of NLP techniques such as n-grams, 

lemmatization, etc, and compares their results, and 

in the result, it suggests the classification 

technique which serves the best in finding the 

genuineness of the content of an article of Urdu 

language. 
 

2. Literature Review 

There is little literature solely focused on fake 

news detection in the Urdu language. Hence, the 

researchers picked the commonly practiced NLP 

techniques for text processing and specifically for 

fake news detection in other renowned languages. 

In [1], for applying the NLP tasks, the data was 

cleaned by discarding the auxiliary character 

sequences and tokens, performing tokenization on 

words and characters, and the ramification of the 

sentences. For features, word n-grams from 1 to 6 

and character n-grams from 1 to 6 were applied 

and the function words n-grams boosted their 

performances. A standard stop word list for Urdu 

was used as function words. For the binary 

classification of the news articles in [1], several 

methods were implemented which include 

Multinomial I Bayes, BernoINaive Bayes, Support 

Vector Machines, Logistic Regression, Random 

Forests, Decision Tree, and AdaBoost. The 

AdaBoost lent the maximum F1 score with 

particular combinations of character-word 2-

grams and unigrams.  

The team working on the study [1] continued their 

work in the study [3]. In this study, the dataset was 

enhanced by adding 400 news articles that were 

originally in the English Language and were 

machine translated into the Urdu Language by 

Google translate. Combined, the dataset contained 

700 real news and 600 fake news articles, out of 

which 900 articles were used in the study [1]. The 

best classifiers from the study [1], SVM and 

AdaBoost were applied and it was found that the 

experimentation on the augmented dataset 

performed lesser than the original Urdu news 

articles because of the imperfect quality of the 

machine translation, which was also confirmed 

manually.  

In 2020, the Center for Computing Research 

(CIC), Instituto Politécnico Nacional (IPN), 

Mexico conducted a fake news detection 

challenge for the Urdu Language, in which 39 

teams participated. The teams had to perform the 

task with maximum accuracy on the dataset used 

in [1]. The team for [5] applied the generalized 

autoregressors technique for the binary 

classification task. They trained the XLNet model 

that uses the AR pre-training method and employs 

the use of language modeling objectives based on 

permutation. Their system reported an overall 

accuracy of 0.84 and an overall F1 macro score of 

0.83. 

The team from [1] and [3] also participated in this 

competition with the name BERT 4 EVER and 

stood first with the highest accuracy which led to 

the study [4]. In this task, the dataset was increased 

and more news articles were collected in the same 

way as done in the already available dataset from 

the study [1],  adding 400 news articles, and 

bringing the test dataset to a total of 400 news 

articles and the train dataset to 900 news articles.  

Furthermore, quoting the techniques used by the 

teams it must be mentioned that only one of the 

teams removed stop words during the 

preprocessing while other teams did not remove 
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the stop words from the data, the teams used 

different techniques of text representation. Three 

of them used weighted tf-idf, three of them 

represented the articles using word embeddings 

while two teams applied different approaches of 

Word2Vec and FastText embeddings 

respectively. BERT4EVER used the contextual 

representation using BERT, which is a recent and 

advanced manner of text representation. To 

classify the corpus some teams used the classical 

non-neural algorithms while others’ submissions 

consisted of various neural network architectures.  

Among the submitted models, the team BERT 4 

EVER outperformed the character bi-grams with 

logistic regression baseline achieving an F1-macro 

score of 0.90. This fact confirms that contextual 

representation and large neural network 

techniques perform better than the classical 

feature-based models [4]. It has also been shown 

in many recent studies in all branches of natural 

language processing. 

Due to the unavailability of the originally labeled 

datasets in Urdu, the study [7] was conducted on 

English-translated news articles. The study was 

conducted on a translated QProp English language 

dataset containing 5,322 fake and 6,252 real news 

articles. On manual confirmation, it was found that 

around 95.4% of the translation was accurate. 

They introduce Propaganda Spotting in Online 

Urdu Language –ProSOUL) - a framework to 

identify content and sources of propaganda spread 

in the Urdu language. The team developed a 

Linguistic Inquiry and Word Count dictionary for 

the extraction of psycho-linguistic features of the 

Urdu Language. For the text representation, n-

gram, NELA, word2Vec, and BERT features and 

the combination of word n-gram, character n-

gram, and NELA features led to the best 

performance with 0.91 accuracies. In the 

comparison of the BERT features, Word2Vec 

performed better than BERT technique for the 

word embeddings [7].  

In the studies [8], and [9] data mining techniques 

have been used for the detection of fake news by 

classifying the posts, and online reviews in 

publicly available corpora. The research team 

working on [9] achieved 99.7% accuracy by using 

a logistic classifier implemented in the browsers 

of the users. In [10], a rumor verification model 

has been proposed that achieves improved 

performance for veracity classification by 

leveraging task relatedness with auxiliary tasks, 

specifically rumor detection and stance 

classification, through a multi-task learning 

approach.  

Similarly, the studies [10],[11],[12] have focused 

on the feature extraction from the text and then 

used those features in the classification models 

that include Logistic Regression, K-Nearest 

Neighbor, Random Forest, and Support Vector 

Machines. Study [10] reports on comparative style 

analysis of hyperpartisan (extremely one-sided) 

news and fake news. This study shows how a style 

analysis can distinguish hyperpartisan news from 

the mainstream (F1 = 0.78), and satire from both 

(F1 = 0.81). In [11], the researchers present a 

comprehensive review of detecting fake news on 

social media, including fake news 

characterizations on psychology and social 

theories, existing algorithms from a data mining 

perspective, evaluation metrics, and representative 

datasets. 

Several studies have been conducted to find the 

relationship between the title and the content 

instead of classifying them into real or fake 

[13][14]. In the study [13], 73% accuracy was 

achieved, which was 26% higher than the 

previously conducted research by Excitement 

Open Platform[13]. For the study [14], the 

proposed approach is based on a maximum 

entropy classifier, which uses surface-level, 

sentiment, and domain-specific features 

represented in the Tweet Stance Detection task in 

SemEval 2016. 

For this study, all these previously conducted fake 

news detection studies in Urdu and other 

languages were studied and the techniques were 

adopted for experimentation on the Urdu dataset 

used in this research.  
 

3. Research Methodology 
 

As displayed in figure 1, the workflow of the 

project was divided into several steps which 

include Dataset Collection, Data preprocessing, 

modeling, and evaluation. There were multiple 

substeps under these steps which further 

elaborated the diversity of the task and opened 

more doors to possible experimentations for 

further research. The classifiers and techniques 

were evaluated using accuracy, F1 real, and F1 

Fake measures, and out of them, accuracy (Test 

score) was the deciding factor for the efficiency of 

a specific algorithm. Each step shown in the 

workflow is described as follows:  
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Fig. 1. Stepwise research methodology 
 

3.1 Dataset Collection 
 

The dataset for this study has been adopted 

completely from GitHub1, originally posted by the 

team working on the study[1]. As mentioned 

above, it is the only labeled dataset available in the 

Urdu language, which helps to run the techniques 

and get the results with maximum efficiency, as 

translating the articles from another language 

deteriorates the performance. For the collection of 

the real news, the researchers of the study [1] 

crawled the data from trustworthy websites like 

BBC Urdu, Geo News, etc, or by verifying the 

news on multiple platforms. They crawled the 

articles using the Newspaper library of Python2 

which provides ease in dealing with the HTML, 

noisy texts, images, and advertisements on 

different web pages. 

On the other hand, for gathering the fake news, 

professionals, and journalists were hired to write 

the fake news articles manually during the study 

[1]. It saved the team a great hustle of searching 

and verifying the fake news on online platforms. 

The journalists were directed to imitate the real 

news writing pattern so that there are no clear 

indications for the articles to be judged their 

authenticity easily[1]. 

The dataset contains a total of 900 news articles, 

500 labeled real and 400, fake. The data has been 

divided into the train and test datasets by 638 and 

 
1 https://github.com/MaazAmjad/Datasets-for-Urdu-news 

262 articles respectively, where the train part is 

comprised of 350 real and 288 fake articles, and 

the test set is comprised of 150 real and 112 fake 

articles. The news in these articles belongs to five 

categories, (i) Business, (ii) Health, (iii) 

Showbiz,(iv) Sports, and (v) Technology. The 

category-wise distribution of the articles is 

displayed in Table 1. 

Category 
Train Test 

Real Fake Real Fake 

Business 70 36 30 14 

Health 70 70 30 30 

Showbiz 70 70 30 30 

Sports 70 42 30 8 

Technology 70 70 30 30 

Table 1. Dataset distribution by category of news articles 

 

3.2 Data Preprocessing  

Before starting the classification experiments, 

several preprocessing and data quality-enhancing 

experiments were conducted to help increase the 

accuracy of the model. The following four tasks 

were implied.  

1) Removing the English and Urdu 

Punctuation 

2) Removing English and Urdu Numbers 

3) Removing English words and characters 

4) Removing stop words 

These tasks were implemented individually as 

well as combined and the effect was studied. 
 

3.3   Modeling 
 

This section of the study discusses the experiments 

conducted on the dataset for solving the problem 

of identifying fake news by applying the various 

sets of classification algorithms along with 

different sets of character and word n-grams. 

Upon applying lemmatization and tokenization, 

the effects on the accuracy of all seven (7) 

classification models were studied. Each 

supervised learning model was tested against each 

set of character and word n-grams, and the results 

were compiled. Finally, the techniques which 

helped to reach the goal of enhancing the 

evaluation measures were used in the final 

classification model. 

2 https://newspaper.readthedocs.io/en/latest/ 
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3.3.1  Lemmatization  
 

Lemmatization is a technique that reduces 

inflectional forms and sometimes derivationally 

related forms of a word to a common base form. It 

is carried out by using the vocabulary of a 

particular language and it returns the dictionary 

form of a word which is known as a lemma. For 

instance, a lemmatization process reduces the 

inflections, "am", "are", and "is", to the base form, 

"be". Sometimes the concept is interrelated or 

misunderstood with stemming, which is used to 

collapse the derivationally related words. 

Lemmatization on the datasets was performed by 

using the Stanza library of Python3 which supports 

multiple languages including Urdu. Applying this 

technique helped the model to work efficiently, 

improve accuracy, and fester accurate results by 

decreasing the noise of the data, and using the 

contexts of the words in the dictionary form. 
 

3.3.2  Tokenization (n-grams) 
 

An n-gram is the sequence of n-items. In other 

words, it is the combination of adjacent words 

where n represents the number of items for 

example unigram represents 1 item, bigram 

represents 2 items, and so on. In this study, N-

gram features are used to build fake news 

detection models such as character n-grams, and 

word n-grams. These character and word n-grams 

divide the words into characters and sentences u 

into words respectively, which help the model 

identify the trend and likeability of the proceeding 

word or characters. This way, the model of Natural 

Language Processing can identify the upcoming 

characters or words and their correspondence to 

specific positive or negative results. In other 

words, by using tokenization, the model can be 

trained on sets of corresponding characters and 

words to better identify or predict the similarities 

for test datasets, which leads to better 

identification of the subclass of the under-test 

item.  
 

3.3.2.1   Word n-grams 
 

Word n-grams represent the n number of words 

sequence, for example, consider the sentence “I 

am a Data Scientist”. For word unigram, it will be 

divided into, “I”, “am”, “a”, “Data”, and 

“Scientist”. During the experimentations, 1 and 2 

sequences of words, namely word unigrams and 

 
3 https://stanfordnlp.github.io/stanza/ 

word bigrams on the data were implemented and 

the results were examined for all the supervised 

learning algorithms. 
 

3.3.2.2   Character n-grams 
 

Similar to the word n-grams, the character n-

grams represent the number of character 

sequences, for example, for the word “Data”, the 

character unigrams would be “D”, “a”, “t”, and 

“a”. In this study, researchers used 1,2,3,4,5,6-

character n-grams individually as well as merged. 

These character n-grams were then tested against 

each classification algorithm accompanied by the 

word n-grams. The combination of different words 

n-grams and characters n-grams helped to get 

deeper insights into the data and suitable 

combinations for accomplishing the goal. 
 

3.3.3   Classification models 
 

In this research, multiple classification models and 

techniques were considered and their performance 

on the given word n-grams and character n-grams 

were examined for the detection of the authenticity 

of the news [1]. The classifiers include 

Multinomial Naive Bayes (MNB) [16], Bernoulli 

Naive Bayes (BNB) [16], Support Vector  

Machines  (SVM) [17],  Logistic  Regression  (LR) 

[21], Random  Forests  (RF) [22],  Decision  Tree  

(DT) [24],   AdaBoost  (AB), and XGBoost 

Classifier. The models have been described briefly 

as under. 
 

3.3.3.1  Multinomial Naive Bayes (MNB) 
 

It is a widely used classification model. Given a 

set of labeled data, the model often uses a 

parameter learning method called Frequency 

Estimate (FE), which computes appropriate 

frequencies from the data and calculates the 

probabilities of the words. The model is efficient 

for text classification and easy to implement.  
 

3.3.3.2  Support Vector Machines (SVM) 
 

An SVM classifier creates a maximum margin 

hyperplane that lies in transformed input space and 

splits the example classes while maximizing the 

distance to the nearest cleanly split examples. The 

parameters of the solution hyperplane are derived 

from a quadratic programming optimization 

problem [17]. 
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3.3.3.3  Logistic  Regression  (LR)  
 

Logistic regression is a predictive analysis like all 

regression analyses having the dichotomous 

(binary) dependent variable. It is used to describe 

data and explain the relationship between one 

dependent binary variable and one or more 

nominal, ordinal, interval, or ratio-level 

independent variables [21].  It is more like a linear 

regression with added complexities of the cost 

function, which is known as sigmoid or logistic 

function. 
 

3.3.3.4  Decision  Tree  (DT) 
 

It is a supervised machine learning algorithm, 

which is used to classify the given record or to 

predict the outcome of regression problem. 

Generally, features in the data are placed on the 

non-leaf nodes while the branches contain the 

decision criteria. Every leaf node is a possible 

outcome of the problem [23]. Decision tree 

analysis is a divide-and-conquer approach to 

classification. They can be used to discover 

features and extract patterns in large databases that 

are important for discrimination and predictive 

modeling. Decision trees have an established 

foundation in both the machine learning and 

artificial intelligence literature and are slowly 

developing a niche in both the chemical and 

biochemical sciences [24]. 
 

3.3.3.5  Random  Forests  (RF) 
 

Random forest is an ensemble of classifying and 

predictive machine learning algorithms used to 

solve more complex problems. It is a forest of 

many decision trees using bagging or bootstrap 

methods of aggregation. Random decision forests 

easily adapt to nonlinearities found in the data and 

therefore tend to predict better than linear 

regression. More specifically, ensemble learning 

algorithms like random forests are well suited for 

medium to large datasets. 

 

3.3.3.6  AdaBoost  (AB) 
 

It is a boosting technique of machine learning 

which follows the sequence apply, boosts the 

previously learned model, and adapts. It 

repetitively follows this sequence and gets better 

and better results each time. 
 

3.3.3.7  XGBoost Classifier. 
 

XG Boost is a boosted version of the gradient 

boosting framework machine learning algorithm 

which is based on the decision tree. Each tree in 

the XG boost model boosts attributes that lead to 

the misclassification of the previous tree. The 

flexibility and speed of this technique provide it an 

edge over many algorithms in terms of efficiency, 

and validity. 
   

3.3.4   Vectorizer  
 

The tf-idf vectorizer was implemented on the data. 

A tf-idf vectorizer is a widely accepted technique 

for text vectorization, for Bag of Words 

representation. Each document is represented as a 

vector and the terms in the document are 

represented by the fields. In tf-idf, tf represents the 

number of times a term has appeared in a 

document and the idf denotes how informative the 

term is. The higher the repetition of a term across 

the documents the lesser informative it is 

considered to be. The tf-idf of a term is calculated 

as  

𝑇𝐹. 𝐼𝐷𝐹 = 𝑡𝑓𝑖,𝑗 × log (
𝑁

𝑑𝑓𝑖
)                   𝐸𝑞. 1  

 

Where tf i, j = Number of occurrences of i in 

document j 
 

df i = Number of documents containing i 

N = Total number of documents 
 

3.4   Evaluation 
 

As mentioned previously, multiple classification 

algorithms along with the combination of word 

and character n-grams were applied to the data, 

and their effects were studied. Test score 

(Accuracy), F1 Real, F1 Fake, Precision, and 

recall. Out of these parameters, accuracy (Test 

Score) was the main metric that denotes the 

efficiency of the classifier along with the 

combination of the word and character n-grams. 

As the previously conducted studies on fake news 

detection also judge the efficacy of the algorithms 

based on the test score, hence the results of the 

proposed approach can be compared to them.  

The F1 score is called the harmonic mean of 

precision and recall. Precision and recall are 

metrics of performance more suitable for 

imbalanced data because they allow taking into 

account the type of errors (false positives or false 

negatives) that the model makes 

The accuracy score can be calculated by: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
        𝐸𝑞. 2 
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4.    Result Analysis  
 

This section tends to describe the results of all the 

experimented tools and techniques, and their 

effect on the accuracy of the model. More than 30 

test experiments were performed which catered to 

almost all the combinations of preprocessing, 

word and character n-grams, and classified 

learning algorithms. For each step, the efficacy on 

the model was compiled, and the next approach 

was decided based on the previous results. All the 

experimentations carried out on the data are 

explained as under. 
 

4.1. Preprocessing  
 

From the results of preprocessing, it could be 

found that removing the punctuation, English and 

Urdu numbers, the English words and characters, 

and stop words would be a bad decision as it led 

to lesser accuracy in the experiments. Further, 

after extracting the features, it was found that the 

fake to real news punctuation count ratio was 

around 1:2, as displayed in Table 2. 
 

 

Table 2. The features extraction of the real and fake news 

articles (Target = 0 (Real news), Target = 1 (Fake News) 

 

The features extracted from the data proved to be 

very helpful in recognizing the authenticity of the 

news for example the significant difference in the 

punctuation count and English characters count, as 

in fig 2. Also, the number of stop words in the real 

news articles was around 17.1% more than that of 

the fake news articles. Removing the punctuations 

or these characters would have blurred the 

difference between the two. 
 

4.2  Lemmatization 
  

After performing the lemmatization, the results 

were studied by checking the accuracy of multiple 

classifiers, and it was found that lemmatization 

affected negatively the accuracy of the models. So, 

after the confirmation, the dataset was not 

lemmatized for further evaluation as it would have 

deteriorated the model’s efficiency to find out the 

authenticity of the articles in the dataset. 
 

4.3  Tokenization 

 

Table 3. Classification models and their performances based 

on different sets of word n-grams and character n-grams 

T

a

r

g

et 

Wor

d 

Cou

nt 

Uni

que 

wor

d 

Stop 

wor

ds 

Mean 

word 

Lengt

h 

Char

acter 

Coun

t 

Pun

ctua

tion 

cou

nt 

Engli

sh 

chara

cter 

count 

0 355.

66 

178.

42 

174.

24 

3.74 1682.

39 

16.5

4 

8.37 

1 298.

8 

155.

51 

150.

91 

3.62 1374.

28 

8.9 1.55 

Classifi

er 

Wo

rd 

Gra

ms 

Char 

Gra

ms 

Total 

Featur

es 

Acc

ura

cy 

(Tes

tSco

re) 

F1 

Rea

l 

F1 

Fak

e 

AdaBo

ost 
0 

2,3,4,

5 
317276 

0.83 0.86 0.78 

Rando

mForest 
0 

2,3,4,

5 
317276 

0.82 0.86 0.75 

Rando

mForest 
1 

2, 3, 

4, 5 
327987 

0.81 0.85 0.71 

AdaBo

ost 
1, 2 3, 4 199709 

0.79 0.82 0.74 

AdaBo

ost 
1 

3, 4, 

5 
327987 

0.78 0.82 0.72 

AdaBo

ost 
1 

2, 3, 

4, 5 
327987 

0.77 0.8 0.72 

Rando

mForest 
1 

3, 4, 

5 
327987 

0.74 0.8 0.62 

AdaBo

ost 
1 0 11569 

0.74 0.78 0.66 

Rando

mForest 
1, 2 3, 4 199709 

0.74 0.8 0.62 

Rando

mForest 
1 0 11569 

0.72 0.79 0.56 

Rando

mForest 
1, 2 0 78712 

0.72 0.79 0.57 

AdaBo

ost 
1, 2 0 78712 

0.71 0.77 0.62 

NaiveB

ayes 
1 0 11569 

0.59 0.74 0.03 

NaiveB

ayes 
1 

3, 4, 

5 
327987 

0.58 0.73 0.00 

NaiveB

ayes 
0 

2,3,4,

5 
317276 

0.58 0.73 0.00 

NaiveB

ayes 
1 

2, 3, 

4, 5 
327987 

0.58 0.73 0.00 

NaiveB

ayes 
1, 2 0 78712 

0.58 0.73 0.00 

NaiveB

ayes 
1, 2 3, 4 199709 

0.58 0.73 0.00 
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Different sets of character and word n-grams were 

applied belonging to each binary classification 

algorithm. From the experiments, it was found that 

applying tokenization improved the model’s 

capability to confirm the real/fake nature of the 

given part of the data, and was counted as a 

positive development, as evident in Table 3. 
 

4.4  Classification 
 

The research found that the boosting classification 

algorithms performed the best as compared to 

other classifiers, with the XGBoost classifier 

outperforming all the classifiers with a 

combination of 1,2,3 word n-grams and 1,2,3,4 

character n-grams and an accuracy of 91%, F1 

Real Score and F1 fake score equals to 0.93 and 

0.89 respectively. These scores are the highest 

scores achieved so far. AdaBoost classifier got the 

second position in achieving the goal. Multiple 

character n-gram and word n-gram were 

implemented on the XGBoost classifier. The top 

five best-performing word n-gram and character 

n-gram features combination are represented in 

table 4. 
 

 

Table 4. Word n-grams, character n-grams, and the relevant 

score in metrics for XGBoost Classifier 
 

5.     Conclusion and Future Work 
 

Fake news is a major problem in today’s world. 

The detection of fake news is a promising task for 

all languages to help people be aware of the truth. 

Fake news dispersal is a serious issue that needs to 

be addressed and tackled in many languages. 

Researchers have proposed different data mining 

techniques for detection of the fake news in 

multiple international languages. But, there is a 

large room for improvement and creativity in the 

Urdu language which is spoken by a large 

community. The availability of very few previous 

studies for fake news detection in the Urdu 

language is a major limitation in conducting this 

research. Hence this study also adopts the methods 

and techniques previously applied for fake news 

detection in other renowned resource-rich 

languages. 

This research contributed to filling this gap to the 

best possibilities by classifying the news articles 

of the first-ever labeled dataset in the Urdu 

language. The study applied Multinomial Naive 

Bayes (MNB), Bernoulli Naive Bayes (BNB), 

Support Vector  Machines  (SVM),  Logistic  

Regression  (LR), Random  Forests  (RF),  

Decision  Tree  (DT),   AdaBoost  (AB), and 

XGBoost classifiers along with the combination of 

different sets of the word and character n-grams. 

The proposed approach in this study achieved 91% 

accuracy, the best accuracy with the highest scores 

so far using the XGBoost classifier with the 

combination of word unigram and 1-4 character n-

grams.  

This study attempts to fulfill the gap in Urdu fake 

news detection to the best possibilities and create 

room for further research on feature extraction 

techniques and classifiers. The boosting 

algorithms and n-grams used in this study can be 

researched further to enhance the accuracy of the 

model. Apart from this, the enhancement of the 

dataset can be a major add-on that will help to 

deeply learn the characteristics and the writing 

patterns of authentic and unauthentic writings. 

This way, it will be easier to distinguish between 

the truth and the lie. 
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Abstract

This paper presents a heterogeneous graph
neural network (HeterGNN) model for extrac-
tive text summarization (ETS) by using latent
topics to capture the important content of in-
put documents. Specifically, topical informa-
tion has been widely used as global informa-
tion for sentence selection. However, most
of the recent approaches use neural models,
which lead the training models more complex
and difficult for extensibility. In this regard,
this study presents a novel graph-based ETS
by adding a new node of latent topics into Het-
erGNN for summarization (TopicHeterGraph-
Sum). Specifically, TopicHeterGraphSum in-
cludes three types of semantic nodes (i.e.,
topic-word-sentence) in order to enrich the
cross-sentence relations for extractive summa-
rization. Furthermore, an extended version
of TopicHeterGraphSum for multi documents
extraction is also taken into account to empha-
size the advantage of the proposed method.
Experiments on benchmark datasets such as
CNN/DailyMail and Multi-News show the
promising results of our method compared
with state-of-the-art models.

1 Introduction

ETS is an important task of Natural Language Pro-
cessing (NLP) in terms of extracting several relevant
sentences from the original documents while keep-
ing the main information. The traditional methods
for ETS are TextRank (Mihalcea and Tarau, 2004)

∗Corresponding Author

and LexRank (Erkan and Radev, 2004), which fo-
cus on calculating the similarity between sentence
scores. Sequentially, the rapid development of Deep
Learning (DL) has brought breakthrough records by
modeling a document as a sequence of sequences
in order to deal with long-range inter-sentence re-
lationships for the summarization (Cheng and La-
pata, 2016; Cohan et al., 2018). However, cross-
sentence relation is still a challenge in this research
field (Liu and Lapata, 2019). Recent works focus on
Graph Neural Networks (GNNs) (e.g., Graph Con-
volutional Network (GCN) (Kipf and Welling, 2017)
or Graph Attention Network (GAT) (Velickovic et
al., 2018)) to explore the cross-sentence relation-
ships for the summarization task. The core idea is
to represent inter-sentential graphs and use message
passing to extract the complex relationship in the in-
put documents. For instance, (Yasunaga et al., 2017)
and (Xu et al., 2020) adopt discourse analysis to
build document graphs. (Jia et al., 2020) and (Wang
et al., 2020) built a bi-partite graph between words
and sentences, which is regarded as a heterogeneous
graph neural network. Moreover, modeling global
information is also taken into account for sentence
selection by using pre-trained models (Liu and Lap-
ata, 2019; Zhang et al., 2019).

Sequentially, (Cui et al., 2020) utilized pre-
trained BERT to learn contextual sentence represen-
tations and train jointly with latent topics using the
neural topic model (NTM). (Nguyen et al., 2021)
presents an extended version using NTM for ab-
stractive text summarization indicating the capabil-
ity of enriching the global information for the sum-
marization.
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Although the existing methods have provided re-
markable results, there are several open research is-
sues that need to take into account: i) the high per-
formance mainly depends on pre-trained models for
learning sentence representations, which is difficult
for the extensibility, especially for low-resource lan-
guages; ii) the current external information (e.g, la-
tent topics) are extracted by neural models, which
requires more complex configurations of the training
process. Furthermore, the model might be suffer-
ing because of the bias problem, especially in terms
of small datasets; iii) multi-document summariza-
tion is still an open research issue, which requires a
comprehensive summary for covering an event and
avoiding redundancy. In this regard, this study pro-
poses a new HeterGNN model for the ETS problem
by adding latent topic nodes into a graph structure,
in which the initialized topic features are extracted
by well-known clustering methods such as K-means
and Gaussian Mixture Models (GMM). The core
idea is to investigate the impact of topical informa-
tion on the EDS problem in terms of both single
and multiple document extraction. To the best of
our knowledge, this paper is the first study to adopt
topical information for multi documents summariza-
tion by using the concept of the heterogeneous graph
structure. More detail of the proposed model is de-
scribed in the following sections.

2 Background

The proposed model is based on the concept of a
HeterGNN model, which is proposed by (Wang et
al., 2020), for enriching the relationships between
sentences by adding nodes with semantic features.
Specifically, Fig. 1 illustrates the HeterGNN for
the ETS problem. Particularly, the model includes
three main components, such as initialized graph
structure, graph layer, and sentence selection mod-
ule. Graph structure is initialized by the set of word
nodes, which is encoded using Glove (Pennington
et al., 2014) as the addition node, and sentence fea-
tures, which are calculated by combining CNN for
extracting the local n-gram feature of each sentence
and bidirectional Long Short-Term Memory (BiL-
STM) for extracting the sentence-level feature, re-
spectively. In this regard, the feature of the sentence

Figure 1: Model overview of HeterSumGraph

sj can be obtained as follows:

Xsj = CNN(x1:p)⊕BiLSTM(x1:p) (1)

where p denotes the number of words in the sen-
tence. Moreover, tf-idf is adopted for further
approval of information between words and sen-
tences. Sequentially, the graph layer is updated us-
ing GAT(Velickovic et al., 2018), with a modifica-
tion for the heterogeneous graph. Specifically, the
updated node representation with modified GAT can
be formulated as follows:

zij = LeakyReLU(Wa[Wqhi;Wehj ; eij ]) (2)

where eij denotes the multi-dimensional embedding
space (eij ∈ Rde), which is mapped from edge
weight eij . Thereby, the sentences with their neigh-
bor word nodes are updated via modified-GAT and
Position-Wise Feed-Forward (FFN) layer, which can
be sequentially formulated as follows:

U1
s←w = GAT (H0

s , H
0
w, H

0
w)

H1
s = FFN(U1

s←w +H0
s )

(3)

where H0
w and H0

s are the node features of word
Xw (Xw ∈ Rm×dw ) and sentences Xs (Xs ∈
Rn×ds), respectively. Therefore, the new represen-
tations of word nodes can be obtained using the up-
dated sentence nodes and further updated sentences
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or query nodes, iteratively. Each iteration contains
a sentence-to-word and a word-to-sentence update
process, which can be demonstrated as follows:

U t+1
w←s = GAT (Ht

w, H
t
s, H

t
s)

Ht+1
w = FFN(U t+1

w←s +Ht
w)

U t+1
s←w = GAT (Ht

s, H
t+1
w , Ht+1

w )

Ht+1
s = FFN(U t+1

s←w +Ht
s)

(4)

The output of the new sentence representation is
input into a sentence classier, which uses cross-
entropy loss, for ranking the classification.

3 Methodology

In this study, our model is proposed for single doc-
ument summarization (SDS), however, it can be ex-
tended for multi documents (MDS) with minor mod-
ifications. The methods for the two aforementioned
problems are described in the following sections.

3.1 Single Document Summarization
Given an arbitrary document d = {s1, .., sn}, which
includes n sentences, the objective of EDS for single
document problem is to predict a set of binary label
{y1, .., yn} (yj ∈ [0, 1]), which determine that the
sentence in the summary or not. Figure 2 illustrates
the structure of the proposed HeterGNN model.

Figure 2: Overview of TopicHeterGraphSum for single
document summarization. The initialized word node and
sentence node features are processed following the work
in (Wang et al., 2020). Furthermore, we provide latent
topics as addition nodes into the Hetergraph.

Specifically, compared with previous works, the
main idea of the proposed model is to enrich global

information. Accordingly, instead of using neural
models for generating latent topics, we first extract
the initialized topic feature of each document using
simple clustering methods (e.g., K-mean and GMM)
of pre-trained word embeddings (Sia et al., 2020). In
particular, the initialized topic feature is calculated
as follows:

XT = argmin
∑{

∥ c(i) − xj ∥,Kmean
θif(xj |c(i),Σi), GMM

(5)
where θi denotes topic proportions. c(i) and xj rep-
resent the cluster center and word vector, respec-
tively. Sequentially, the latent topics are put into
a graph layer for extracting semantic information.
Similar to sentence representation calculation in Eq.
3, the topic representation can be updated via modi-
fied GAT as follows:

U1
T←w = GAT (H0

T , H
0
w, H

0
w)

H1
T = FFN(U1

T←w +H0
T )

(6)

Each iteration contains word-to-sentence, sentence-
to-word, and word-to-topic for the update process,
which can be formulated as follows:

U t+1
w←s = GAT (Ht

w, H
t
s, H

t
s)

U t+1
w←T = GAT (Ht

w, H
t
T , H

t
T )

U t+1
w←s,T = σ(U t+1

w←s + U t+1
w←T )

Ht+1
w = FFN(U t+1

w←s,T +Ht
w)

U t+1
s←w = GAT (Ht

s, H
t+1
w , Ht+1

w )

Ht+1
s = FFN(U t+1

s←w +Ht
s)

U t+1
T←w, A

t+1
T←w = GAT (Ht

T , H
t+1
w , Ht+1

w )

Ht+1
T = FFN(U t+1

T←w +Ht
T )

(7)

where AT←w denotes the attention matrix from the
word node to the topic node. Subsequently, the topic
representation of the input document is calculated
by combining all topic features, which are learned
using GAT as follows:

αi =

∑Nd
n=1 c(wn) ∗Ai,n∑K

j=1

∑Nd
n=1 c(wn) ∗Aj,n

HTd
=

K∑

i=1

αi ∗HTi

(8)

whereAi,j indicates the amount of information word
j contributes to topic i. c(wn) is the frequency ofwn
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in the document, K is the number of topics and αi

refers to the level dominant of topic ith to the total
document-topic. Sequentially, each sentence hidden
state is integrated with the above topic vector to cap-
ture sentence-topic representation as follows:

Hsi,Td
= FFN(HTd

)⊕Hsi (9)

Finally, the output sentence-topic representation is
used for sentences classification by using cross-
entropy loss as the training objective:

L =
n∑

i=1

yilog(ŷi) + (1− yi)log(1− ŷi) (10)

3.2 Multi Documents Summarization
Currently, there are not many studies for multi-
document summarization. The main challenge of
MDS is that the input documents may differ in terms
of main focus and point of view (Fabbri et al., 2019).
Intuitively, enriching global information is able to
improve the performance of the MDS problem in
which latent topics, extracted from word nodes, are
considered for whole sentences in the multi doc-
uments. Therefore, in this paper, we take MDS
into account by extending our proposed HeterGNN
model. Fig. 3 demonstrates the modification of our
model for the multi documents. In particular, com-
pared with the original model for SDS, there are sev-
eral minor modifications. Firstly, latent topics are
generated for covering the topics of whole relevant
documents. In this regard, instead of combining all
topic features for the topic representation, we keep
each topic feature representation separately to main-
tain the information. Secondly, the word node and
sentence node are generated by a set of relevant doc-
uments, which include a list of sentences and a set
of unique words from multiple documents instead of
a single document in the SDS problem. Specifically,
supporting D = {d1, d2, ..., dn} denotes the set of
each input multi documents, the output sentence-
topic representation si is re-calculated as follows:

H̄TD
= FFN(∥K

k=1
HTk

)

Hsi,TD
= σ(FFN(H̄TD

⊕Hsi))
(11)

where K denotes the number of topics for the mul-
tiple documents and ∥ represents the concatenation

Figure 3: Overview of TopicHeterGraphSum for multi
documents summarization.

operation. Sequentially, the output matrix is trans-
formed into the vector by a flattened layer for the
final classification.

4 Experiment

4.1 Experimental Setting
Datasets: Two benchmark datasets are considered
for the evaluation such as CNN/DailyMail (Nal-
lapati et al., 2016) (single document dataset) and
Multi-News (Fabbri et al., 2019) (multi documents
dataset). For the data processing, we use the same
split as the work in (Wang et al., 2020). Specif-
ically, the statistics of two benchmark datasets are
illustrated in Tab. 1.

CNN/Daily Mail Multi-News
Train 287,227 44,972
Val 13,368 5,622
Test 11,490 5,622
Vocab Size 717,951 666,515

Table 1: Statistics of the evaluated datasets.

Hyperparameter Setting: Regarding the word
node generation, the vocabulary is limited to 50,000.
The tokens are initialized with 100 dimensions using
Glove embeddings (Pennington et al., 2014). The
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multi-head of the GAT layer for word-to-sentence
and word-to-topic is set to 4 and 1, respectively.
The maximum number of sentences in each docu-
ment is set to 100. The initialized dimensions of
sentence embedding and topic embedding are set to
128 and 100, respectively. The dimension of the
final output representation of all models is set to
64. Regarding the decoder process, we select top-3
for CNN/DailyMail and top-11 sentences for Multi-
News following the performance of the validation
set. Furthermore, n-gram Blocking (Liu and Lap-
ata, 2019) is also taken into account to improve the
performance. Specifically, we vary the values of n-
gram from 3 to 6 in order to determine the best re-
sults. The number of latent topics is set to 5 both
single and multi documents, respectively.

Baseline: For the SDS problem, several state-of-
the-art non-pretrained models, which have recently
introduced, are taken into account such as BAND-
DITSUM (Dong et al., 2018), JECS (Xu and Dur-
rett, 2019), HER (Luo et al., 2019), Topic Graph-
Sum (non-pretrained version) (Cui et al., 2020),
HSG (Wang et al., 2020), and Multi GraS (Jing et al.,
2021). Regarding the MDS problem, the most recent
state-of-the-art methods using pre-trained models
are proposed for abstractive summarization (Xiao et
al., 2021). Consequently, we follow the reports in
(Wang et al., 2020) to take the comparison. The
proposed model, TopicHeterGraphSum (THGS) is
executed with two versions, by adopting two clus-
tering algorithms for initialized latent topic fea-
tures, such as K-Mean (THGS-KMean) and GMM
(THGS-GMM).

4.2 Main Results

Single Document Summurization: Table 2 shows
the results of our evaluation on the CNN/DailyMail
dataset. As result, our model outperforms the state-
of-the-art models in this research field. Specifically,
the results show that initialized features of latent top-
ics by using GMM achieves better results than K-
Mean.

Multi Document Summurization: Table 3
shows the results on the Multi-News dataset for the
MDS problem. Specifically, the results indicate that
enriching global information by using latent topics is
able to improve the performance of the MDS prob-
lem.

Model R-1 R-2 R-L
BANDITSUM 41.50 18.70 37.60
JECS 41.70 18.50 37.90
HER 42.30 18.90 37.90
Topic-GraphSum 41.93 19.15 38.22
HSG 42.95 19.76 39.23
Multi-GraS 43.16 20.14 39.49
THGS-Kmean (ours) 43.25 20.20 39.62
THGS-GMM (ours) 43.28 20.31 39.67

Table 2: Results on CNN/DailyMail dataset. Report re-
sults are obtained from respective papers. Bold texts in-
dicate the best results in each column.

Model R-1 R-2 R-L
TextRank 41.95 13.86 38.07
LexRank 41.77 13.81 37.87
PG-BRNN 45.27 15.32 41.38
Hi-MAP 45.21 16.29 41.39
HDSG 46.05 16.35 42.08
THGS-Kmean (ours) 46.60 16.81 42.63
THGS-GMM (ours) 46.66 16.90 42.73

Table 3: Results on Multi-News dataset. Reported results
are obtained from (Wang et al., 2020). Bold texts indicate
the best results in each column.

4.3 Results with Varying Hyperparameters
We execute experiments to evaluate the impact of
important hyperparameters on the performance of
the proposed model. Due to the limitation of
our resources, we mainly focus on the Multi-News
datasets.
Iteration Numbers: In order to select the best num-
ber of iterations of GAT, we measure the perfor-
mance of different numbers of iterations on the val-
idation sets. Table 4 shows the results in which the
number of iterations ranges from 1 to 3. Accord-

Iteration R-1 R-2 R-L
1 46.16 16.57 42.05
2 46.66 16.90 42.73
3 46.53 16.87 42.67

Table 4: Results on Multi-News dataset with different
number of iteration of GAT.

ingly, the larger number of iterations does not make
a further substantial gain. Therefore, we select the
number of iterations equal to 2 for the Multi-News
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datasets. In the case of the CNN/DailyMail dataset,
the number of iterations is set to 3, corresponding to
the best performance.
Number of Sentences for Decode: Normally, the
number of sentences for decoding is determined
based on the average length of the human-written
summaries. Accordingly, the average length of
CNN/DailyMail and Multi-News are 3 and 9, re-
spectively. However, we take this issue into account
by varying the number of sentences. Table 5 shows
the results of various numbers of sentences for de-
coding the Multi-News dataset. As result, we select

Num. of Sent. R-1 R-2 R-L
9 46.16 16.57 42.05
10 46.55 16.80 42.53
11 46.66 16.90 42.73
12 46.53 16.90 42.71
13 46.53 16.89 42.62

Table 5: Results on Multi-News dataset with different
number of sentence for decoding.

the top-11 sentences for Multi-News datasets fol-
lowing the performance of the validation set.
N-gram Blocking: Trigram blocking is adopted to
reduce redundancy for the decode process (Liu and
Lapata, 2019). In this study, we vary the values of
the n-gram from 3 to 6 to determine the best value.
Accordingly, we set the value of n equal to 5 for the

n-gram R-1 R-2 R-L
3 46.04 16.07 42.04
4 46.61 16.73 42.65
5 46.66 16.90 42.73
6 46.60 16.93 42.68

Table 6: Results on Multi-News dataset with different
numbers of n-gram blocking.

Multi-News dataset, which provides the best perfor-
mance in terms of R-1 and R-L.

5 Conclusion and Future Work

We introduce a new method for the EDS problem
by enriching global information using latent topics.
Specifically, we first generate the latent topics us-
ing well-known clustering algorithms. The outputs
are put into a HeterGNN as additional nodes for

enriching the feature representations of sentences.
The experiment on two benchmark datasets such as
CNN/DailyMail and Multi-News of both SDS and
MDS indicates the promising results of the proposed
method in this research field. A major drawback of
this study is that we use the same latent topic ag-
gregation method for both SDS and MDS problems.
Specifically, latent topics are suitable for the MDS
problem, which has been proved in this study. How-
ever, since the complex relationship between word
node and sentence node in multiple documents, a
further investigation on exploiting the relationship
between two types of nodes across multiple docu-
ments is able to improve the performance. There-
fore, further exploitation of topic aggregation for the
MDS problem is considered as our future work re-
garding this study.
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Abstract

In this paper, we propose a method of min-
ing tweets that represent reviews on celebrities
by the machine reading comprehension model
based on BERT. The purpose of this paper
is to collect and aggregate reviews on tweets
for celebrities in order to support the activi-
ties of fans of celebrities searching for infor-
mation on celebrities’ criticisms and impres-
sion trends on the Web. Specifically, we fo-
cus on the celebrities’ names and adjective ex-
pressions that appear in tweets, and determine
whether or not there is a relationship such as
review and impression between the two words
using the BERT machine reading comprehen-
sion framework. In the machine reading com-
prehension framework, the tweet is the con-
text, the celebrity’s name is the question, and
an adjective that has a relationship such as
review and impression with the celebrity is
the answer. As the result of the evaluation
experiment, the machine reading comprehen-
sion framework achieved fairly reliable per-
formance.

1 Introduction

The purpose of this paper is to support the process by
which TV drama viewers and celebrity fans search
for information on critiques and interest trends in
celebrities on the Web. In this paper, we propose
a method for mining reviews of popular celebrities
using tweets as the information source. Usually,
when an event or an incident that is related to a pop-
ular celebrity occurs, a large number of tweets are
posted, where, in those tweets, people express their

own thoughts in the way they like. In Twitter, how-
ever, there exist no rule on the grammatical correct-
ness of the posted tweets. Thus, this makes it un-
expectedly difficult to correctly identify what people
actually intend to express in their tweets, mainly due
to the lack of grammatical correctness of tweet sen-
tences (Sanguinetti et al., 2020). And, in the NLP
community, in the case of other applications such
as tweet sentiment analysis, it is quite common to
avoid grammatically parsing tweet sentences, but to
directly analyze sentiment of tweets (e.g, Nakov et
al. (2016)).

Considering such a background, in this paper,
we apply the BERT framework of machine reading
comprehension (Figure 1) to tweet sentences, so as
to detect the span of impression relations from text
showing the review relations of celebrities. Specifi-
cally, first we collect tweets in which the name of the
celebrity is included. We develop a dataset of tweets
that are annotated with the span of adjectives indi-
cating review relationships for the celebrity names
co-occurring in the tweets. Next, in a machine read-
ing comprehension framework, we train the BERT
model (Devlin et al., 2019) to predict the spans that
indicate reviews on previously unobserved celebri-
ties.

Machine reading comprehension frameworks are
often used in question answering systems. For ex-
ample, Huang et al. (2020) proposed a machine
reading comprehension model aimed at answering
questions from Twitter, which is full of noisy, in-
formal text. Also, Guo et al. (2021) proposed a
model to detect spans mentioning health-related in-
formation from tweets. Xu et al. (2019) proposed
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a Review Reading Comprehension task that predicts
spans from review text that are answers to user ques-
tions.

The model proposed in this paper, which is based
on a machine reading comprehension framework,
uses the keyword Q of the celebrity name as the
question, and the tweet in which the keyword Q and
the adjective A co-occur as the context C. If the
review of the celebrity name Q is expressed by an
adjective in the tweet, the corresponding adjective
A is the output. If the adjective indicates an opin-
ion on the celebrity Q, the corresponding adjective
A is also the output. And, if the adjective does not
indicate an opinion, “Not Review” is the output.

Specifically, first we collect tweets in which the
name of the celebrity is included. We develop a
dataset of tweets that are annotated with the span
of adjectives indicating review relationships with the
celebrity names co-occurring in the tweets. Next,
in a machine reading comprehension framework, we
train the BERT(Devlin et al., 2019) model to predict
the spans that indicate reviews of unknown celebri-
ties.

In the evaluation, first we develop the dataset as
follows. In the dataset, for each tweet that mentions
a specific celebrity, we annotate whether the tweet
expresses an opinion on the celebrity by means of
an adjective. First, we collect tweets that contain the
name of a specific celebrity for a certain period of
time. The tweets that contain adjectives with a cer-
tain frequency are randomly selected to be included
in the dataset. Then, to each candidate tweet, it is
assigned whether there is a review relationship be-
tween the celebrity name and the adjective, and the
review mining dataset of 1,500 tweet instances is de-
veloped.

Using the developed dataset, we trained and eval-
uated the machine reading comprehension model
(Figure 1) with BERT, where the results of compar-
ison with the token classification model (Figure 2)
with BERT as well as the classification model by
SVM show that the machine reading comprehen-
sion model with BERT achieved the best perfor-
mance. Especially, we further study to measure the
performance of detecting spans that indicate the re-
view relationship of previously unobserved celebri-
ties. In this evaluation, it can be concluded that
the machine reading comprehension model trained

with tweets including previously observed celebri-
ties’ names is also effective in detecting the review
relationship with previously unobserved celebrity
names. This is quite contrastive in that the to-
ken classification model is not capable of detecting
the review relationship with previously unobserved
celebrity names.

We also investigate the effect of the number of
adjectives co-occurring within a tweet on the per-
formance of the machine reading comprehension
model. From this analysis, it is shown that, in the
case where the number of co-occurring adjectives is
one, the performance of review relation detection is
much higher than the case where the number of co-
occurring adjectives is two or more. However, even
in the case where the number of co-occurring adjec-
tives is two or more, its precision is over 0.5, which
is more or less satisfactory performance and this re-
sult confirms the effectiveness of the proposed ap-
proach.

2 Developing the Review Mining Dataset

2.1 Collecting Tweets
In this paper, we collected tweets on 5 celebrities1

who are very popular in Japan. We collected tweets
on each celebrity to develop the dataset of candidate
tweets. First, we use the Twitter Search API2 to col-
lect tweets that contain each celebrity’s name as the
keyword, where the numbers of collected tweets are
shown in Table 13. Then, with the results of mor-
phological analysis by JUMAN++4 on the collected
tweets, we transform each adjective into its repre-
sentative notation (base form) and obtain the fre-
quency statistics of the adjectives that co-occur with
each celebrity name. Next, for each celebrity name,
the most frequent 30 adjectives are used to collect
candidate tweets for developing the dataset. Specif-
ically, 10 tweets were randomly selected for each

1Satomi Ishihara, Haruma Miura, Masato Sakai, Yuko
Takeuchi, and Ryoko Yonekura,

2https://developer.twitter.com/en/
docs/ tweets/search/api-reference/
get-search-tweets

3For roughly around the period from July to October,
2020, the numbers of collected tweets (not including retweets)
are 555,701 for Satomi Ishihara, 130,734 for Haruma Miura,
61,108 for Masato Sakai, 33,7672 for Yuko Takeuchi, and
14,869 for Ryoko Yonekura.

4http://nlp.ist.i.kyoto-u.ac.jp/?JUMAN++
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Figure 1: Framework of Machine Reading Comprehension Model for Mining Reviews on Celebrities represented by
Adjectives

adjective. Then, 1,500 tweets in total are used as
candidate tweets for developing the dataset.

2.2 Distribution of Adjectives per Celebrity

For each of the three celebrity names “Satomi Ishi-
hara”, “Masato Sakai”, and “Ryoko Yonekura”, Fig-
ure 3 shows the statistics of the frequencies of the
most frequent 30 adjectives. More or less general
adjectives that are common among celebrity names
such as “good” and “amazing” are observed in the
highest ranks for “Satomi Ishihara” and “Masato
Sakai”. Other adjectives, however, are mostly spe-
cific to each celebrity name. Those celebrity spe-
cific ones sometimes represent events closely related
to each celebrity such as the marriage of “Satomi
Ishihara”. Those celebrity specific ones include
“envy”, “congratulation”, and “happy” for “Satomi
Ishihara”, “reliable”, “painful”, and “unique” for
“Masato Sakai”, “noisy”, “close” and “annoying”
for “Ryoko Yonekura”5.

5In the evaluation, we apply the pre-trained BERT machine
reading comprehension model, which helps to avoid overfit to
adjectives seen in fine-tuning. Actually, we confirmed in the
supplementary evaluation we omit due to the space restriction
in this paper, that the model is capable of answering adjectives
unseen in fine-tuning in the machine reading comprehension
framework of this paper.

2.3 Criteria on Annotating Reviews on
Celebrities represented by Adjectives

For the selected candidate tweets, we develop the
review mining dataset by annotating whether or
not the tweets show review relations between the
celebrity name and adjectives. The results of anno-
tating 1,500 candidate tweets based on the criteria
can be divided into the following three classes.

• ”Review” · · · For the keyword celebrity name,
only one adjective in the tweet indicates the
review relationship with the keyword celebrity
name. Here, the adjective does not have to be
the one specified at the time of tweet collection.

• ”Not Review” · · · With the keyword celebrity
name, none of the adjectives in the tweet show
a review relationship6.

• Others · · · With the keyword celebrity name,
two or more adjectives in the tweet show a re-
view relationship.

Among the 1,500 tweets7, the tweets correspond-
ing to others are excluded, and the same number of

6Examples of “Not Review” include tweets that indicate
a review relationship with a celebrity other than the keyword
celebrity or a TV drama in which the celebrity appears, and
tweets that indicate a review relationship with a part of speech
other than adjectives.

7As a result, as shown in Table 1, the number of tweets in
”Review” totaled 636 of which 112 for Satomi Ishihara, 147 for
Haruma Miura, 131 for Masato Sakai, 126 for Yuko Takeuchi,
120 for Ryoko Yonekura. The number of tweets in ”Not Re-
view” totaled 864 of which 188 for Satomi Ishihara, 153 for
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Figure 2: Framework of Token Classification Model for Mining Reviews on Celebrities represented by Adjectives

Table 1: Numbers of Collected Tweets and those for Evaluation

celebrity name number of tweets
Number of

tweets
excluding retweets

collection period
Number of training and evaluation tweets

Review for
1 adjective only.

not Review total

Satomi Ishihara 1,677,692 555,701
2020/8/2

∼
2020/10/24

112 188 300

Haruma Miura 557,796 130,734
2020/7/22

∼
2020/8/15

147 153 300

Masato Sakai 161,404 61,108
2020/8/2

∼
2020/10/24

131 169 300

Yuko Takeuchi 868,979 337,672
2020/9/27

∼
2020/10/24

126 174 300

Ryoko Yonekura 37,445 14,869
2020/8/2

∼
2020/10/24

120 180 300

total - - - 636 864 1,500

Table 2: Number of Adjectives Co-occurring in a Tweet (%)

Review or Not Review
Number of co-occurring

adjectives in a tweet total
　

1 ≥ 2 　

Review for
1 adjective only.

335 (22.3) 300 (20.0) 635 (42.3)

Not Review 487 (32.5) 378 (25.2) 865 (57.7)
total 822 (54.8) 678 (45.2) 1,500 (100)
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Figure 3: Statistics of the Frequencies of Adjectives Co-occurring with Celebrity Names (30 Types of Adjectives with
the Highest Frequencies)
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tweets are additionally collected from the tweets in
which the pair of celebrity name c and adjective a
co-occur.

3 Review Mining Models

3.1 Machine Reading Comprehension Model
For modeling with the machine reading comprehen-
sion model, we use the question-answering frame-
work of Figure 1. In this framework, tweets which
contain a celebrity name are used as the context C,
the celebrity name is used as the keyword Q, and
the adjective A is the output if the adjective indi-
cates a review relation to the celebrity name Q in the
tweet. If all the adjectives in the tweet do not indi-
cate a review relationship with the celebrity name Q,
nothing is output. With this framework, it is judged
whether or not there exist any review relation with
the celebrity name Q in the tweet.

Specifically, in the case of the tweet in the ”Re-
view” class, we store the example as a tuple of the
context C, the question as the keyword Q for the
celebrity name, and the token position LA of the an-
swer adjective A indicating the review relationship
with Q.

Context C: the tweet in which the keyword Q is co-
occurring with the adjective A, which has the
review relationship with Q.

Question Q: the keyword Q as the celebrity name
Token position LA of answer A : the token posi-

tion of the adjective A, which has the review
relation with Q.

In the case of the tweet in the “Not Review” class,
on the other hand, we store the example as a tuple of
the context C for the machine reading comprehen-
sion model (Devlin et al., 2019) training, the ques-
tion Q as the keyword for the celebrity name, and
answer A′ = N/A.

Context C: the tweet where the keyword Q and all
adjectives in the tweet do not have review rela-
tionship.

Question Q: the keyword Q as the celebrity name
Answer A′: N/A
Haruma Miura, 169 for Masato Sakai, 174 for Yuko Takeuchi,
180 for Ryoko Yonekura. The number of tweets excluded as
others totaled 169 of which 20 for Satomi Ishihara, 64 for
Haruma Miura, for 21 Masato Sakai, for 44 Yuko Takeuchi, for
20 Ryoko Yonekura.

3.2 Token Classification Model
Weinzierl and Harabagiu (2020) divided tweets into
tokens and predicted what events each token was
related to using a multi-class classification model.
In this paper, we also divide tweets into tokens
and build a token classification model that predicts
whether each token indicates the name of a celebrity,
a review of that celebrity, or something else.

For modeling with the token classification model,
we use the named entity recognition framework of
BERT (Devlin et al., 2019). The token classifica-
tion model in this paper is shown in Figure 2. In the
training data of the token classification model, the
sequence of all morphemes in a tweet which con-
tains a celebrity name is denoted as L1,. . . ,Ln, and
each morpheme Li (i = 1, . . . , n) is regarded as a
token, and is annotated with one of the 3 classes
“REVIEW”, “TARGET” and “NONE”. The “RE-
VIEW” class is a class that indicates an opinion on
the celebrity, the “TARGET” class is a class that
indicates the name of the celebrity, to whom the
opinion of the “REVIEW” class is directed, and the
“NONE” class is a class that indicates other mor-
phemes.

As shown in Figure 2, when testing, given the
tweet which is denoted as the context C (containing
the query keyword Q of the celebrity name) and the
query keyword Q of the celebrity name, the token
classification model predicts the class of each mor-
pheme Li (i = 1, . . . , n) into 3 classes “REVIEW”,
“TARGET” and “NONE”. Then, if the morpheme
Lj (1≤ j ≤ n) of the query keyword Q of the
celebrity name is predicted as “TARGET”, and there
exists at least one morpheme Lk (1≤ k ≤ n) that is
predicted as “REVIEW”, then, the overall output as
“with REVIEW” is predicted.

4 Evaluation

4.1 The Procedure
In this paper, we used PyTorch implementation of
BERT (Devlin et al., 2019) for both the machine
reading comprehension model and the token classi-
fication model. For BERT, we used the NICT BERT
Japanese Pre-trained model8, which was pre-trained
using the entire Japanese Wikipedia except for the

8https://alaginrc.nict.go.jp/nict-bert/
index.html
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Figure 4: Evaluation Results where the Model Output is “Review” (5-fold Celebrities Cross-Validation)

Figure 5: Comparative Evaluation Results of 5-fold Celebrities Cross-Validation and 5-fold Tweets Set Cross-
Validation (where the Model Output is “Review”)

Figure 6: Evaluation Results per the Numbers of Co-occurring Adjectives in a Tweet (where the Model Output is
“Review” and the Model is BERT (Machine Reading Comprehension Model))
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title. The context C is segmented into morpheme se-
quences by JUMAN++. Then, based on the BERT
specification, the WordPiece module9 was applied
to segment the context C further into subword units
with a vocabulary of 32,000. For fine-tuning of the
machine reading comprehension and the token clas-
sification models, we used the modules10 of Hug-
gingface11. For the evaluation, we conducted two
types of cross-validation, namely, 5-fold celebri-
ties cross-validation and 5-fold tweets set cross-
validation. In 5-fold celebrities cross-validation, we
trained on the data of 4 of the 5 celebrities and eval-
uated on the data of the remaining one celebrity.
The 5-fold tweets set cross-validation is the usual
5-fold cross-validation for the whole set of collected
tweets. The whole set of collected tweets was ran-
domly divided into 5 subsets regardless of the name
of the celebrity, and the training was conducted on
4 of the 5 subsets and the evaluation was conducted
on the remaining one subset.

As a baseline, we modeled the text classification
model12 with SVM. The implementation was done
using scikit-learn. As the feature scaling of
the dataset, each tweet was vectorized using tf-idf
to train a linear SVM classification model13, and 5
celebrities cross-validation was performed.

4.2 Evaluation Result

With the “Review” class as the positive examples,
Figure 4 plots the recall-precision curve of the ma-
chine reading comprehension model as “BERT (Ma-
chine Reading Comprehension Model)”, where the
lower bound p0 of the output probability of BERT
softmax function is changed in descending order14.
Since the output probability of BERT softmax func-
tion is reliable as the confidence of BERT softmax

9tokenization.py
10run_squad.py and run_ner.py were used respec-

tively where the number of epochs as 2, the batch size as 8,
and the learning rate as 0.00003．

11transformers-2.2.1
12The model takes “the celebrity name token sequence +

[SEP] token + the tweet token sequence” as the input and clas-
sifies the input into 2 classes “Review” or “Not Review”.

13C=1.0
14In this case, the recall does not reach 1 because there exist

cases where the answer span predicted by the model does not
match the reference answer. Thus, we only show the recall-
precision curves, whereas we do not show ROC-curves in this
paper.

function, the precision decreases as the recall in-
creases. Figure 4 also plots precision and recall
for the baseline as “SVM (Classification Model)”15.
The figure shows the results of the 5-fold celebri-
ties cross-validation. Here, in the 5-fold celebrities
cross-validation, the token classification model can-
not predict the query celebrity name that is not ob-
served in training as “TARGET”. Thus, we omit the
plot for the token classification model. It is obvi-
ously shown that the machine reading comprehen-
sion model outperforms the baseline.

For the machine reading comprehension model,
Figure 5 compares the 5-fold celebrities cross-
validation with 5-fold tweets set cross-validation.
Figure 5 also plots precision and recall for the token
classification model as “BERT (Token Classification
Model)”. For the the machine reading comprehen-
sion model, the 5-fold celebrities cross-validation
outperforms the 5-fold tweets set cross-validation,
suggesting that the machine reading comprehension
model is a model that does not over-fit the fea-
tures of each celebrity. From this result, it can be
concluded that the machine reading comprehension
model trained with tweets including previously ob-
served celebrities’ names is also effective in detect-
ing the review relationship with previously unob-
served celebrity names. For the case of 5-fold tweets
set cross-validation, the precision of the token clas-
sification model is relatively low compared with the
machine reading comprehension model in the high
confidence range of prediction.

Table 2 shows the statistics of the number of ad-
jectives co-occurring in a tweet. This table shows
that there exist certain percentages of the cases
where the number of co-occurring adjectives is two
or more, while one of those co-occurring adjec-
tives has the review relationship with a celebrity
name. Figure 6 further compares the recall-precision
curves of the following two cases: (i) where the
number of co-occurring adjectives is one, and (ii)
where the number of co-occurring adjectives is two
or more. This result shows that, in the case where the
number of co-occurring adjectives is one, the perfor-
mance of review relation detection is much higher
than the case where the number of co-occurring ad-

15Although it is also possible to plot the recall-precision
curve for SVM classification model, we omit it since the recall
of SVM classification model is too low.
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jectives is two or more. However, even in the case
where the number of co-occurring adjectives is two
or more, its precision is over 0.5, which is more
or less satisfactory performance and this result con-
firms the effectiveness of the proposed approach.

5 Related Work

Compared with our analysis of Twitter mentions
of celebrities, as a related work, Wiegmann et al.
(2019) studied author profiling of celebrities in Twit-
ter. Wiegmann et al. (2019) collected Wikipedia en-
tries and Twitter feeds for 71,706 celebrities and de-
veloped a corpus containing an average of 29,968
words and a maximum of 239 personal traits per
celebrity. They developed a model to predict gen-
der and occupation from tweets using deep learning
methods.

Span prediction has been also studied in previ-
ous tasks. For example, Alhuzali and Ananiadou
(2021) proposed a model that casts the emotion clas-
sification task as span prediction. In the context of
named entity recognition, Fu et al. (2021) studied
the strengths and weaknesses of the span prediction
model and compared it with the sequence labeling
framework. In this paper, we employed the machine
reading comprehension model based on span predic-
tion to extract adjectives that indicate a review rela-
tionship with a celebrity name.

6 Conclusion

In this paper, we focus on the celebrities’ names
and adjective expressions that appear in tweets, and
determine whether or not there is a relationship
such as review and impression between the two
words using the BERT machine reading comprehen-
sion framework. We also compared 5 celebrities
cross-validation with 5-fold cross-validation, which
showed that the machine reading comprehension
model is robust enough not to overfit the features of
each celebrity.
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Abstract

Millions of reviews are generated on e-
commerce platforms and analyzing them
deeply brings a lot of useful information for
sellers and buyers. This paper deals with the
aspect-based sentiment analysis problem to an-
alyze the aspect and polarity of Vietnamese
reviews about beauty products on e-commerce
websites. The contribution of this paper is
three-fold. Firstly, we introduce a dataset con-
taining 16,227 reviews about lipsticks. There
are 32,775 pairs of aspects and sentiments in
this dataset. Besides, we conduct some baseline
experiments using Deep Learning-based mod-
els to build detection and classification models
for extracting the aspects of reviews and classi-
fying the sentiment of each aspect. In addition,
a comprehensive comparison is also performed
to see whether single-task learning or multi-
task learning is the better approach to predict
the aspect and sentiment of reviews. The exper-
imental results show that the BiGRU+Conv1D
model in the single-task learning approach out-
performs others with the F1-score in the aspect
detection task at 98.09% and 91.01% for the
sentiment classification task.

1 Introduction

Aspect-based sentiment analysis (ABSA) is a task
in Natural Language Processing (NLP). Instead of
only extracting the polarity of the text in sentiment
analysis, ABSA analyzes the sentiment more deeply
by showing the polarity of each aspect of the text.
In reviews on e-commerce platforms, a review con-
tains more than one aspect so ABSA is more robust

to analyze the polarity than sentiment analysis. For
example, in lipstick reviews, the customers do not
always give general reviews about the products, they
tend to review based on the aspect of the lipstick such
as price, colour, et cetera. The customers may like
the colour, but the texture of the lipstick is so bad that
they are disappointed with this. This is a reason why
ABSA is really necessary to understand more deeply
what customers think about the products.

With the explosion of e-commerce, millions of re-
views are generated every day from customers. They
leave a lot of useful information for not only the sell-
ers to understand what their customers like and dis-
like about their products but also for other customers
to read and consider previous buyers’ experiences
before making a purchase. There are many kinds of
products in e-commerce, but beauty products are one
of the most favorable products to buy online. In addi-
tion, the reviews of beauty products, especially about
the lipsticks contain a lot of aspects, from price, stay-
ing power to colour, thanks to which, several analyses
can be conducted to deeply understand the attitude of
customers toward the lipstick. This is the reason why
we choose reviews about lipsticks to build a dataset
to deal with ABSA problem in e-commerce reviews.

There are three main contributions of this paper.
Firstly, a novel Vietnamese dataset about reviews
of lipsticks in e-commerce platforms for the aspect-
based sentiment analysis task is created to handle the
problem. To the best of our knowledge, there is no
dataset for reviews about beauty products in Viet-
namese and the size of this dataset is also bigger
than some other Vietnamese datasets for ABSA. Sec-
ondly, we propose an effective deep learning model
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architecture to detect the aspect and corresponding
sentiment of reviews. Finally, a comprehensive com-
parison between single-task learning and multi-task
learning is conducted to find the best approach for
the aspect-based sentiment analysis problem.

2 Related Works

Aspect-based sentiment analysis has drawn a lot of
attention in recent years. Several workshops such as
SemEval2014 (Pontiki et al., 2014), SemEval2015
(Pontiki, Galanis, Papageorgiou, Manandhar, & An-
droutsopoulos, 2015), SemEval2016 (Pontiki et al.,
2016), VLSP2018 (H. T. Nguyen et al., 2018) were
organized to find the best solution for aspect-based
sentiment analysis problem. There are many ap-
proaches to resolving this problem. Single task ABSA
contains several sub-tasks such as aspect category de-
tection, and aspect sentiment classification (Zhang,
Li, Deng, Bing, & Lam, 2022). (Zhou, Wan, & Xiao,
2015) achieved the F1-score of 90.10% in aspect cat-
egory detection in the SemEval2014 dataset (Pontiki
et al., 2014) with representation learning. (Wang,
Huang, Zhu, & Zhao, 2016) used attention-based
LSTM for aspect sentiment classification. Besides
single task ABSA, compound ABSA is also an ef-
fective approach. In this approach, aspect category
sentiment analysis is the task to extract aspects and
the corresponding sentiment simultaneously. (He,
Lee, Ng, & Dahlmeier, 2019) proposed an interactive
multi-task learning network for extracting aspects
and sentiment of documents.

In Vietnamese, there are several datasets about
sentiment analysis in many domains. (H. T. Nguyen
et al., 2018) published the dataset SA-VLSP2018
for aspect-based sentiment analysis about hotel and
restaurant domains in the VLSP workshop. In ad-
dition, (K. T.-T. Nguyen et al., 2021) applied span
detection for aspect-based sentiment analysis and get
the performance at 62.76% F1-score for the dataset
UIT-ViSD4SA. (K. V. Nguyen, Nguyen, Nguyen,
Truong, & Nguyen, 2018) published the dataset UIT-
VSFC, which consists of over 16,000 sentences of
feedback from students. This dataset is used for sen-
timent classification and topic classification.

3 Dataset

3.1 Task Definition

We built a Vietnamese dataset for the aspect-based
sentiment analysis task. This dataset contains 16,227
Vietnamese reviews about 9 lipsticks from Shopee1.
There are 2 sub-tasks in this dataset: aspect detec-
tion and sentiment classification. In the aspect detec-
tion sub-task, we focus on finding the aspects men-
tioned in the review. There are 7 aspects: SMELL,
PRICE, SHIPPING, COLOUR, PACKING, TEX-
TURE, STAYING POWER and 1 aspect indicating
spam: OTHERS. Table 1 shows the definition of all
aspects. Another sub-task is classifying the polarity
of these aspects into: Positive, Neutral or Negative.
We split the dataset into three sets: 12,981 reviews
for training, 1,623 reviews for validation, and 1,623
reviews for testing. The training and validation will
help us to build detection and classification models,
and the test set is used to evaluate the performance
of the models.

3.2 Annotation process

We split our annotation process into 2 main phases,
including training phase and labelling phase. There
are 5 sub-phases in the training phase, each sub-phase
has 200 reviews. We use Cohen’s Kappa (Cohen,
1960) score to measure inter-annotator agreement as
the metric for calculating the quality of annotation.
When the score between annotators in each sub-phase
is higher than 0.65, we stop training our annotators
and move to the next sub-phase. Figure 1 illustrates
the Cohen’s Kappa score between 6 annotators of 5
training sub-phases.

After the training phase is done, annotators are
able to label the rest of the dataset in the second
phase, the labeling phase. There are 2 sub-phases,
each sub-phase has about 7,500 reviews. Three anno-
tators are responsible for annotating 7,500 separately.
For disagreed reviews, we automatically choose the
label which is chosen by 2/3 annotators.

3.3 Statistics

Our dataset contains 16,227 reviews, including 7
sentiment aspects and 1 aspect indicating spam re-
views. Table 2 shows some examples of reviews in

1https://shopee.vn/
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Figure 1: Inter Annotation Agreement Score of the training phase.

Aspect Definition
SMELL Reviews mention the scent of the lipstick.

COLOUR Reviews mention lipstick color such as dark or light

TEXTURE
Reviews mention the characteristic and quality of the lipstick such as
information about the moisture and dryness of the lipstick.

PRICE Reviews mention the price of lipsticks, whether it is affordable or not.
STAYINGPOWER Reviews mention the adhesion of lipsticks on the lip.

SHIPPING Reviews mention the delivery service such as the time, the shipper’s attitude.

PACKING
Reviews mention the quality of packing,
whether the lipsticks are well packed or not.

OTHERS Spam reviews.

Table 1: Aspect Definition.

our dataset and the corresponding aspects and po-
larities. Figure 2 illustrates the distribution for each
aspect and sentiment in the dataset. Overall, the sen-
timent Positive accounts for the largest part in all
aspects, except the aspect OTHERS. In addition,
the number of reviews having aspect COLOUR is
over 7000 reviews, accounting for nearly 50% of re-
views, which shows the high concern of customers
about this aspect when buying lipsticks. The high
imbalance between sentiments can be seen in the as-
pect PRICE and PACKING. The reason is the price
on e-commerce platforms is really competitive and
cheaper than in physical stores, so this tends to re-
ceive good reviews. Meanwhile, the PACKING as-
pect receives good reviews because this is an as-
pect that sellers can control and manage to receive a

good initial impression from buyers. Table 3 shows
overview statistics of our dataset.

4 Aspect-based Sentiment Analysis model

This section gives information about the model that is
used for the aspect-based sentiment analysis problem.
The model has three main components: input layer &
hidden layers, output layer for single-task learning,
and output layer for multi-task learning approach. For
the input layer and hidden layers in subsection 4.1,
the model architecture is the same between single-
task learning and multi-task learning. Based on the
learning approach, the output layer can be different.
The subsection 4.2 and 4.3 give more details about
the output layers of two approaches.
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Review Aspect Polarity
về mẫu mã khá cute mới đánh thử thì
thấy oke màu lên môi đẹp mùi cũng thơm SMELL, SMELL:Positive,
(the sample is so cute, I just used it, the colour COLOUR COLOUR:Positive
is great on my lip and the smell is also fragant too.)
Công dụng: màu lì Son đẹp lắm ạ
đóng gói rất kĩ hàng không bị móp méo xài rất mướt STAYINGPOWER:
(Uses: the colour is very adhesive, the beautiful STAYINGPOWER Positive
lipsticks. Very well packed, no dents)
Giao hàng lâu. Chờ mòn mỏi luôn í. Chak do
hàng quốc tế. Màu khá ok. Sẽ ủng hộ shop COLOUR, COLOUR:Positive,
(Long delivery. Tired of waiting. Maybe because of SHIPPING SHIPPING:Negative
international delivery. The colour is ok.
I will support the shop.)

Table 2: Several examples of the dataset.

Set Review Avg aspect/ review Positive Neutral Negative Total sentiment
Train 12,981 2.02 18,694 3,822 3,715 26,231
Dev 1,623 2.01 2,336 462 466 3,264
Test 1,623 2.02 2,298 511 471 3280

Table 3: Statistics about the experimental dataset.

4.1 Input and Hidden layers

The input and hidden layers are illustrated in the
figure 3. After pre-processing the reviews, a tok-
enizer layer will be used to convert from words to
indexes based on the vocabulary index. The ELMO
pre-trained word embedding (Vu, Vu, Tran, & Jiang,
2019) is used as the initialization for the embed-
ding layer and this layer creates a representative
vector for every word. The SpatialDropout1D layer
helps to reduce the overfitting problem. A Bi-LSTM
(Hochreiter & Schmidhuber, 1997) and Bi-GRU
(Chung, Gulcehre, Cho, & Bengio, 2014) are used
parallelly to obtain as much information as possible.
The Bi-LSTM layer can save valuable information
from the beginning of the reviews and utilize it to
predict the label. After the Bi-LSTM or Bi-GRU lay-
ers, the Conv1D layers convert multi-dimensional
matrices to 1D matrices and GlobalMaxPooling and
GlobalAveragePooling will extract the maximum el-
ement of the matrices as well as the average element.
The reason why parallel RNN-based neuron networks
are used is that they can extract more features than
a single neuron network. All pooling layers are con-

catenated and go through a dense layer before passing
to output layers. It is worth noting that depending on
the type of learning, which will be described at 4.2
and 4.3 below, the output layer can be different.

To find the best model architecture, we stack layers
one by one from the Bi-LSTM layer or Bi-GRU layer
to Bi-LSTM+Conv1D or Bi-GRU+Conv1D to the
full layer version as in figure 3.

4.2 Output layer for Single-Task Learning
approach

Single-Task Learning (STL) is a type of Deep Learn-
ing, in which a model is only specific to a task. In
ABSA, there are many sub-tasks and they can be cat-
egorized as single-task learning. There are two main
sub-tasks in ABSA, which are aspect category de-
tection, and aspect sentiment classification (Zhang et
al., 2022). After the aspect category detection model
extracts the aspects in a review, the sentiment esti-
mation model will predict the polarity of that aspect
in the review. Because of this, for every aspect, a
sentiment classification model needs to be built to
estimate the polarity of that aspect.
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Figure 2: Aspect and Sentiment distribution in the dataset.

For our problem, there is one multi-label classifi-
cation model to detect whether one or more aspects
exist in the reviews. After that, seven sentiment clas-
sification models for seven aspects will be used to
predict the sentiment of that aspect in the review.
However, if the aspect detection model does not de-
tect an aspect, the corresponding sentiment classi-
fication model will not estimate the polarity of that
aspect in the reviews.

The output for the single-task learning approach
has 8 units corresponding to 8 aspects for the aspect
detection model or 3 units corresponding to 3 po-
larities for the sentiment classification models. The
figure 4 illustrates the example of the sentiment clas-
sification for the aspect COLOUR. We have to build 6
other models like this for the sentiment classification
and 1 model for the aspect detection task.

4.3 Output layer for Multi-Task Learning
approach

In the multi-task learning (MTL) approach, the as-
pects and corresponding sentiment are predicted si-
multaneously. This approach has been used in a lot
of previous research (He et al., 2019), (Luo, Li, Liu,

& Zhang, 2019) and it proves its effectiveness in the
aspect-based sentiment analysis task. Inspirited by
these researches, we design a multi-task recurrent
neural network for our own problem. The input layer
and hidden layers in the multi-task model are similar
to model architecture in 4.1, and they serve as the
shared layers, however, for the task-specific layers,
there are an aspect detection task and seven senti-
ment classification tasks. An example of a multi-task
learning model is illustrated in the figure 5. The as-
pects and corresponding sentiment will be learned
and predicted simultaneously.

The example of the Multi-task Learning model
is illustrated in figure 5. For the aspect detection
task, the output layer is a dense layer with 8 nodes,
corresponding to 8 aspects. The sigmoid activation
is used because this task is multi-label classification
and a review can have more than one aspect. For
the sentiment classification tasks, there are 7 tasks
corresponding to 7 aspects that are needed to classify
the sentiment (except the aspect others). In each task,
the output has 4 nodes indicating positive, neutral,
negative, or nan (the aspect is absent in this review
so there is no sentiment for this aspect). The softmax
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Figure 4: The example STL model for classifying the
sentiment of aspect COLOUR

activation function is used for these tasks.

5 Experiment

5.1 Experimental settings

The embedding layer has the dimension of 1024,
which is also the dimension of the ELMO pre-trained
word embedding. The number of units in BiLSTM
or BiGRU is 400 units and the activation function in
these layers is tanh function. In the Conv1D layer,
the kernel size is 2 and the filter is 128, which means
reducing the input dimension from 400 to 128.

We use binary_crossentropy loss function for the
aspect detection task and categorical_crossentropy
for the sentiment classification tasks. The Adam
(Kingma & Ba, 2014) is used as the optimizer with
the learning rate at 0.0001. The batch size is 128
and the number of epochs for training is 50 epochs.
Early Stopping is used to reduce the overfitting prob-
lem. For the implemented code, one can see it at this
repository at Github: https://github.com/
linh222/absa_vn_lipsticks_review.

Input layer

Input:
màu son r?t ??p, giá m?m n?a. 

("The lipsticks colour is great, the price is 
reasonable too")

Shared layers

Aspect 
detection 
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....
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Nan
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for aspect 
COLOUR
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Positive

Sentiment 
for aspect 

PRICE

Polarity
Positive

Figure 5: The example MTL model

5.2 Evaluation metrics
Because of the imbalance of aspect and sentiment in
the experimental dataset, F1-score is used to evaluate
the performance of models to take into account the
imbalance and give a proper view of the effectiveness
of the predictive models. The F1ad and F1sc denote
for F1-score in aspect detection and sentiment clas-
sification tasks. The formula of F1-score (according
to (Sokolova & Lapalme, 2009)) is as follow with n
is the number of samples and TP, FP, and FN denote
for TruePosituve, FalsePositive, and FalseNegative,
respectively:

Precision =

∑n
i=1 TPi∑n

i=1 TPi + FPi

Recall =

∑n
i=1 TPi∑n

i=1 TPi + FNi

F1− score = 2(Precision ∗Recall)
(Precision+Recall)

5.3 Results and Discussion
Weighted averages of F1-Score are used to measure
the performance of our models. The table 4 illustrates
the performance of implemented model architectures
on the dataset. Most models achieve a performance
higher than 87% for single-task learning and over
80% for multi-task learning. The best model in both
approaches is BiGRU + Conv1D with 98.09% F1_ad,
91.01% F1_se for the single-task learning approach,
and 97.1% F1_ad, 86.92% F1_se for the multi-task
learning approach.
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Model STL MTL
Metric F1_ad F1_sc F1_ad F1_sc
BiLSTM 97.62 87.56 94.12 81.44
BiGRU 97.90 87.22 95.61 80.94
BiLSTM
+Conv1D

98.00 89.90 96.89 86.26

BiGRU
+Conv1D 98.09 91.01 97.51 86.92

BiLSTM
+BiGRU
+Conv1D

97.92 90.15 96.63 85.65

Table 4: Results of implemented models on the dataset
(%)

Aspect STL MTL
SMELL 99.23 98.01
COLOUR 97.06 96.60
STAYINGPOWER 98.48 95.67
PRICE 98.33 96.37
SHIPPING 97.69 97.15
PACKING 98.18 95.89
TEXTURE 96.80 94.88
OTHERS 97.48 94.68

Table 5: The F1-score for aspect detection in each
aspect(%)

Aspect Positive Neutral Negative
SMELL 94.22 0.00 74.01
COLOUR 95.66 36.90 67.48
STAYING-
POWER

84.97 47.63 86.49

PRICE 99.01 60.00 0.00
SHIPPING 93.92 33.23 91.97
PACKING 98.55 0.00 44.90
TEXTURE 92.22 53.87 77.57

Table 6: The F1-score of sentiment in each aspect in
Single-Task Learning(%)

Aspect Positive Neutral Negative
SMELL 93.41 0.00 76.32
COLOUR 94.35 28.04 63.95
STAYING-
POWER

82.98 27.84 89.73

PRICE 96.32 0.00 0.00
SHIPPING 92.01 33.28 90.42
PACKING 94.28 0.00 17.83
TEXTURE 89.52 48.92 76.90

Table 7: The F1-score of sentiment in each aspect in
Multi-Task Learning(%)

Table 5 proves that our models are robust for aspect
detection task. The F1-score for the aspect detection
task is always higher than 96% for the single-task
learning approach and 94% for the multi-task learn-
ing approach.

For sentiment classification task, the results on
table 6 and 7 show that the performance in classifying
the sentiment Positive is better than other sentiments.
The model can detect the sentiment of some aspects
such as STAYINGPOWER, SHIPPING, TEXTURE
very accurately. However, some other aspects are
poorly in sentiment classification such as SMELL,
PACKING, especially on the sentiment Neutral and
Negative. The reason is there are a lot of positive
reviews for beauty products on Shopee while very
few neutral and negative reviews. The imbalance of
the dataset is one of the big challenges which will be
addressed in future work.

6 Conclusion and Future Work

This paper deals with the aspect-based sentiment
analysis of beauty products reviews on e-commerce
websites. In this paper, we presented a new dataset
containing 16,277 reviews about lipstick in e-
commerce platforms for the task aspect-based senti-
ment analysis. There are 32,775 pairs of aspect and
sentiment in the dataset. For the task of predicting the
aspect and sentiment of reviews, we compared single-
task learning and multi-task learning and received the
result that single-task learning is better than multi-
task learning. However, the implementation and com-
plexity of single-task learning are significantly higher
than multi-task learning so this is a trade-off between
accuracy and complexity. For model architecture, the
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combination of BiGRU and Conv1D outperformed
other model architecture in both single-task learning
and multi-task learning. The best F1-score belonged
to BiGRU+Conv1D in the single-task learning ap-
proach at 98.09% for aspect detection and 91.01%
for sentiment classification.

For future work, we are considering building an
automatic pipeline to collect reviews in e-commerce
platforms, process the reviews, predict the aspect
and sentiment of reviews and visualize the results
on a dashboard. This pipeline will bring a broader
look for sellers to understand their products and for
customers to consider before making a purchase. In
addition, we will apply some state-of-the-art models
such as transformer models to improve the accuracy
of sentiment classification.

References

Chung, J., Gulcehre, C., Cho, K., & Bengio, Y.
(2014). Empirical evaluation of gated recur-
rent neural networks on sequence modeling.
arXiv. doi: 10.48550/ARXIV.1412.3555

Cohen, J. (1960). A coefficient of agreement
for nominal scales. Educational and Psy-
chological Measurement, 20(1), 37-46. doi:
10.1177/001316446002000104

He, R., Lee, W., Ng, H., & Dahlmeier, D. (2019, 01).
An interactive multi-task learning network for
end-to-end aspect-based sentiment analysis. In
(p. 504-515). doi: 10.18653/v1/P19-1048

Hochreiter, S., & Schmidhuber, J. (1997, 12). Long
short-term memory. Neural computation, 9,
1735-80. doi: 10.1162/neco.1997.9.8.1735

Kingma, D. P., & Ba, J. (2014). Adam: A method for
stochastic optimization. arXiv. doi: 10.48550/
ARXIV.1412.6980

Luo, H., Li, T., Liu, B., & Zhang, J. (2019). Doer:
Dual cross-shared rnn for aspect term-polarity
co-extraction. arXiv. doi: 10.48550/ARXIV
.1906.01794

Nguyen, H. T., Nguyen, H. V., Ngo, Q. T., Vu, L. X.,
Tran, V. M., Ngo, B. X., & Le, C. A. (2018).
Vlsp shared task: sentiment analysis. Journal
of Computer Science and Cybernetics, 34(4),
295–310.

Nguyen, K. T.-T., Huynh, S. K., Phan, L. L., Pham,
P. H., Nguyen, D.-V., & Van Nguyen, K.

(2021). Span detection for aspect-based sen-
timent analysis in vietnamese. arXiv. doi:
10.48550/ARXIV.2110.07833

Nguyen, K. V., Nguyen, V. D., Nguyen, P. X. V.,
Truong, T. T. H., & Nguyen, N. L.-T. (2018).
Uit-vsfc: Vietnamese students’ feedback cor-
pus for sentiment analysis. In 2018 10th inter-
national conference on knowledge and systems
engineering (kse) (p. 19-24). doi: 10.1109/
KSE.2018.8573337

Pontiki, M., Galanis, D., Papageorgiou, H., Androut-
sopoulos, I., Manandhar, S., AL-Smadi, M.,
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Abstract

Spoken language understanding (SLU) sys-
tems using deep learning techniques require ef-
fective intent detection and slot filling models.
Previous studies in this field taking advantage
of sequence to sequence models have achieved
good results. However, they focus on the local-
ity of words and thus are sensitive to surround-
ing terms. In this paper, we introduce a new ap-
proach for this problem inspired by the depen-
dency parsing techniques via a biaffine model
to give the system a global view of the input.
The experiments on PhoATIS dataset for Viet-
namese have shown that our joint model for in-
tent detection and slot filling obtains potential
results.

1 Introduction

Spoken language understanding (SLU) has been ap-
plied to many chatbot applications in recent years.
Intent detection and slot filling are two main tasks
in this field for building task-oriented dialog sys-
tems. The purpose of intent detection task is to
classify users’ intent and that of slot filling task is
to extract semantic constituents from the natural
language utterances (Tur and De Mori, 2011). The
most common approach for intent detection task
is using a classifier based on [CLS] context repre-
sentation. In parallel, the slot filling task is usu-
ally considered as a sequence to sequence problem,
with the help of conditional random fields (CRFs)
and recurrent neural network (RNN). Normally,
these two tasks are considered as two distinct tasks,
thus implemented separately, although the slots in-
tuitively depend on the intent (Goo et al., 2018).
Hence, some studies have proposed joint models
based on the correlation between two tasks, enhanc-
ing the performance of each other (Goo et al., 2018;
Dao et al., 2021; Wu et al., 2020; Wang et al., 2018;
Chen et al., 2019).

Briefly summarized, most of the previous studies
take advantage of autoregressive model or sequence
to sequence architecture to solve the problems (Wu
et al., 2020). For example, conditional random field
(CRF) is a common approach for slot filling tasks
since it considers the correlations between tags.
However, we argue that this approach heavily relies
on the locality of words and we need to provide the
model with a global view of the input.

In this study, we propose a joint model for intent
detection and slot filling tasks inspired by the de-
pendency parsing technique. For slot filling task,
we reformulate it as the task of identifying the span
of a slot and assigning its category, following the
study of Yu et al. (2020). In parallel, we consider
the intent detection task as the task of classifying
the intent labels of the span from the beginning
to the end of an utterance. Furthermore, we in-
corporate the intent context information with an
intent-slot attention layer into slot filling, following
Dao et al. (2021). Our system uses two biaffine
modules (Dozat and Manning, 2016) for the two
tasks to estimate the scores to all spans in an utter-
ance. After that, the logits are decoded to return
the final results to satisfy the constraints.

We evaluate our system on the PhoATIS dataset
(Dao et al., 2021), the first public dataset for Viet-
namese intent detection and slot filling. In spite of
being the 17th most spoken language in the world
(Eberhard et al., 2019), the research attention in
this field for Vietnamese has not gained any con-
sideration until the appearance of PhoATIS. The
experiments show that our system achieved com-
petitive results and set a new benchmark for this
corpus and this language.

In summary, we: (1) introduce a new approach
for intent detection and slot filling system inspired
by the graph-based dependency parsing technique;
(2) propose a joint model that obtains better perfor-
mance on the Vietnamese dataset.

777



2 Related work

The introduction of ATIS dataset (Hemphill et al.,
1990) has motivated research studies in natural lan-
gugae understanding (NLU) and there are efforts
to conquer this field. (Chen et al., 2019) has ex-
plored the influence of BERT (Devlin et al., 2018)
on SLU systems by proposing a joint intent classifi-
cation and slot filling model based on BERT. With
the help of such powerful architecture, they obtain
significant improvement in intent classification ac-
curacy, slot F1 score, and sentence-level semantic
frame accuracy.

For Vietnamese, PhoATIS (Dao et al., 2021) has
been introduced as the first public intent detection
and slot filling dataset, setting a starting point for
future Vietnamese SLU research. In addition, they
also propose a joint model based on the work of
Devlin et al. (2018), extending the model by inte-
grating an intent-context attention layer. It helps
the model to recognize slots in an utterance more
effectively with intent context information. With
this architecture, they achieve potential results on
the Vietnamese dataset, significantly outperform-
ing the original work.

The study of Yu et al. (2020) gives a novel view
to named entity recognition (NER) task, as well as
sequence labeling problems in general, by applying
the ideas from graph-based dependency parsing. It
uses a biaffine model (Dozat and Manning, 2016)
to score all possible spans in a sentence, enabling
the model to predict named entities more accurately.
From scores of all pairs of start and end tokens, it
ranks the candidate spans based on their scores and
selects top-ranked spans satisfying the constraints
for flat or nested entities. The experimental results
show that the model can handle nested entities well
and gain competitive performance on both nested
and flat NER.

3 Method

In this section, we first briefly introduce our novel
approach for both intent detection and slot filling
tasks. Thus, we describe the proposed joint model
based on the dependency parsing technique.

3.1 Intent detection
In general, the common strategy for the intent de-
tection task is to predict the intent based on the
hidden state of the first special token ([CLS]). In
this paper, we reformulate it as the task of classify-
ing the whole sentence, represented by a span from

[CLS] w1 w2 ... wn

Model

flight

...

(a) Common strategy

w1 w2 ... wn

Model

flight

w1 w2 ... wn

w3

w3

(b) Our new approach

Figure 1: Comparison between the common method
and our proposed approach

the beginning to the end of the sentence. Figure 1
compares our proposed approach and the common
approach.

3.2 Slot filling
Previous studies consider slot filling task as a se-
quence labeling problem, with a CRF layer for
prediction. In our approach, to provide a more
general view, we adopt ideas from the graph-based
dependency parsing model inspired by the study
of Yu et al. (2020). In detail, we reformulate slot
filling as the task of identifying the start and end
indices of a slot, as well as classifying its category.
Table 2 illustrates the difference between our ap-
proach and the previous approach. By using the
biaffine model of Dozat and Manning (2016), our
model scores all possible spans that could form a
slot in an utterance. Thus, our system ranks these
spans based on the logits predicted by the biaffine
model and accordingly selects top-ranked spans
complying with constraints that no two slots are
overlapped. Formally, given an n × n × c tensor
T from our model, where n is the length of the
utterance and c is the number of slot types +1 (for
non-slot), each span i with the start and end indices
si ≤ ei is assigned the category c with the highest
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Figure 2: Comparison between previous and our ap-
proaches

score:

y′(si, ei) = argmax
c

T (si, ei, c) (1)

Finally, all spans whose category is different
from non-slot are ranked based on their scores in
descending order. A slot i will be selected if there
is no higher-ranked slot j such that si ≤ sj ≤ ei
or sj ≤ si ≤ ej .

3.3 Model architecture

The architecture of our joint model is illustrated in
Figure 3, consisting of 7 layers: an encoding layer,
two feed-forward neural network (FFNN) layers,
two intent-slot attention layers, and two biaffine
layers.

Encoding layer
In the encoding layer, we employ a pre-trained
Transformer-based language model (LM) to gen-
erate context-dependent sentence representations
of an utterance. Here, we utilize XLM-R (Con-
neau et al., 2019) as the encoder for the syllable-
level dataset and PhoBERT (Nguyen and Nguyen,
2020) for its automatically word-segmented vari-
ant. Given an n-length input token sequence w =
(w1, w2, ..., wn), the output produced by the encod-
ing layer is feature embeddings ci representing the
ith token.

Pre-trained LM encoder

FFNNstart FFNNend

Intent-slot attentionstart

BiaffineID

BiaffineSF

đài_loan đến thành_phố hà_nội

đài_loan đếnthành_phố hà_nội

z

flight

(to) (city) (Ha_Noi)

Intent-slot attentionend

(Taiwan)

đài_loan đếnthành_phố hà_nội

fromloc.city_name toloc.city_name

Figure 3: Illustration of our proposed model

FFNN layers
Following the encoding layer, two separate FFNNs
are used to extract different representations for the
start and end of the spans. This allows the model
to distinguish different contexts of start and end of
spans and reduce the dimensions of the encoder’s
output. In particular, each layer feeds ci into a
single-layer feed-forward network to obtain the
start or end representation of token i:

vstarti = FFNNstart(ci) (2)

vendi = FFNNend(ci) (3)

Intent-slot attention layers
Following the architecture presented in (Dao et al.,
2021), we use an attention mechanism to take ad-
vantage of intent information for better slot filling
performance. In particular, each intent-slot atten-
tion layer takes the input from the start/end (s/e)
FFNN layer and the probability vector p from the
output of the intent detection module to produce s/e
intent-specific vectors. In details, the layer creates
an intent label embedding r via a label weight ma-
trix R and uses it to give the intent-specific vector
hi:

rs/e = Rs/ep (4)

α
s/e
i =

exp((rs/e)T vs/ei )
∑n

j=1 exp((rs/e)T vs/ej )
(5)
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hs/e
i = α

s/e
i rs/e (6)

After that, a sequence of vectors s1:n is created,
where si is the concatenation of intent-specific vec-
tor and the corresponding start/end representation
from the FFNN layer:

ss/ei = hs/e
i ◦ vs/ei (7)

Biaffine layers
Our model consists of two biaffine layers of Dozat
and Manning (2016), one for intent detection and
the other for slot filling task. To be more specific,
the layer for intent detection takes two sequences
of vectors vstart1:n and vend1:n as the inputs while the
other one feeds sstart1:n and send1:n . Each layer returns
an n×n× c tensor, where c is the number of intent
labels for intent detection task and the number of
slot types +1 for slot filling task as explained in
3.2.

3.4 Joint training
The learning objective of our model is to clas-
sify the correct intent and correct slot type for
each valid span. Therefore, we consider them as
two multi-class classification problems and opti-
mize our models for both tasks with softmax cross-
entropy. Given the tensor TID produced by the
biaffine layer for intent detection, the probability
vector p is calculated via a softmax function:

pi =
exp(TID(1, n, i))∑k
j=1 exp(TID(1, n, j))

(8)

where k is the number of intent classes. Based
on the vector p, a loss LID for intent classification
is then computed:

LID = −
k∑

i=1

yi log(pi) (9)

For slot filling, a cross-entropy objective loss
LSF is calculated from the output TSF of biaffine
layer:

p′(s, e, i) =
exp(TSF (s, e, i))∑c
j=1 exp(TSF (s, e, j))

(10)

LSF = −
n∑

s=1

n∑

e=s

c∑

i=1

y(s, e, i) log(p′(s, e, i))

(11)
The final loss L is the weighted sum of the intent
detection loss LID and slot filling loss LSF .

L = δLID + (1− δ)LSF (12)

where 0 < δ < 1 is the mixture weight.

Model Intent Slot Sent.
Syllable-level

JointBERT+CRF 97.42 94.62 85.39
JointIDSF 97.56 94.95 86.17
Our model 97.61 95.05 85.89

Word-level
JointBERT+CRF 97.40 94.75 85.55
JointIDSF 97.62 94.98 86.25
Our model 97.80 95.43 87.05

Table 1: Results on the test set. Numbers written in
bold indicate that the improvement of our model is sta-
tistically significant with p-value < 0.05 under t-test.

4 Experiments and Results

4.1 Experimental setup
We evaluate our models on the PhoATIS dataset
(Dao et al., 2021) and conduct the experiments on
both word and syllable levels. The dataset consists
of 4478, 500 and 893 utterances for train, validation
and test set, respectively with 28 intent labels and
82 slot types. For hyper-parameters, we follow the
same configuration in the original work of Dao et al.
(2021). To optimize the model, we use AdamW
optimizer (Loshchilov and Hutter, 2017) and test
on different δ in {0.05, 0.1, 0.15, ..., 0.95} to select
the optimal value. The batch size is set to 32 and
the number of Transformer layers, attention heads
and hidden sizes are 12, 12 and 768 respectively.

The metrics used for evaluation are the intent
accuracy for intent detection, the F1-score for slot
filling and the overall sentence accuracy (Louvan
and Magnini, 2020; Weld et al., 2021). During
training, we compute the average score of intent
accuracy and F1 score at each epoch to select the
checkpoint achieving the best performance on the
validation set. We train the model for 100 epochs
with the early stopping strategy. All results are
reported on average over 3 runs with 3 different
random seeds.

4.2 Results
Table 1 gives information about the results on the
test set of our models, in comparison to the baseline
JointBERT+CRF and JointIDSF reported in (Dao
et al., 2021). Since we evaluate our models using
the syllable-level dataset and its word-segmented
variant, the results are presented in two comparable
settings.

In syllable level, our model achieves 97.61%,
95.05% and 85.89% for intent accuracy, slot F1

780



score and sentence accuracy, respectively. Espe-
cially, the slot F1 score improvement over Join-
tIDSF is statistically significant with p-value <
0.05. On the other hand, our model obtains better
results in word level, with 97.80%, 95.43% and
87.05% for intent accuracy, slot F1 and sentence
accuracy respectively. In comparison to JointIDSF
baseline, the slot F1 score and sentence accuracy
are statistically significant with p-value < 0.05.

From the results, we find that our models achieve
better performance, except for the sentence accu-
racy on the syllable-level dataset. This can be ex-
plained by the fact that representing Vietnamese
tokens at the syllable level cannot capture the
whole meaning compared to word-segmented to-
kens. Thus, employing such information-lost token
representations to compute the scores for all possi-
ble spans has a negative impact on model perfor-
mances, leading to low sentence accuracy although
the intent accuracy and slot F1 are higher than the
JointIDSF baseline. The significant difference in
the sentence accuracy between the syllable-level
dataset and its automatically word-segmented vari-
ant, 85.89% and 87.05% respectively, is the strong
evidence for our explanation.

4.3 Ablation study

To evaluate the effectiveness of individual compo-
nents in our system, we do an ablation study using
the word-level setup because of its better perfor-
mance. In particular, we remove selected compo-
nents in our model and train them for evaluation.

To verify the contribution of two intent-slot at-
tention layers in our proposed architecture, we se-
quentially remove one and then both of them. With
only one attention layer, our system creates the s/e
intent-specific vectors by sharing common parame-
ters (using r = Rp in equation 4 and replacing rs/e
in equations 5 and 6 by r). Meanwhile, when two
attention layers are removed, our model becomes a
joint model consisting of two biaffine modules with
the same s/e representations (using ss/ei = vs/ei in
equation 7). Finally, to confirm the influence of our
new approach for intent detection task, we replace
the biaffine layer responsible for classifying intents
by a linear prediction layer using the [CLS] token.

Table 2 clearly shows that removing any compo-
nents from our full model has a negative impact on
its performance in all three metrics. When we com-
pletely remove the intent-slot attention layers, the
performance witnesses a significant drop by 2.36%

Intent Slot Sent.
Our model 97.80 95.43 87.05

- One attention 97.76 95.23 86.49
- No attention 97.46 94.84 84.69
- [CLS] token 97.65 95.10 86.00

Table 2: Ablation study results on the test set.

in sentence accuracy (from 87.05% to 84.69%).
Adding an attention layer helps our model improve
1.8% score from 84.69% to 86.49%, 0.56% lower
than the full model, clearly proving the contribu-
tion of this component in our architecture. Besides,
when we replace the biaffine layer for intent de-
tection with a single-layer feed-forward network
based on the contextualized embedding of the clas-
sification token [CLS], the performance of our full
model is reduced by 1.05% to 86.00%.

5 Conclusion

In this paper, we have presented our work for Viet-
namese intent detection and slot filling tasks. By
proposing an effective architecture for jointly train-
ing intent detection and slot filling, we achieve bet-
ter performance than the previous work JointIDSF.
In particular, we adopt the ideas and techniques
from dependency parsing to apply to our models,
along with taking advantage of the intent-slot atten-
tion layer to integrate intent context information for
better slot filling. In addition, we find that our pro-
posed architecture works better at the word level
compared to the syllable level. Furthermore, we
empirically conduct experiments on the dataset to
verify the contribution of each component in the
architecture.
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Abstract

A vehicle recall system is a process of recall-
ing and repairing vehicles with defective de-
signs or potential for accidents and failures.
The recall document concisely explains the
circumstances and causes of product defects.
This paper presents two types of annotations
on public vehicle recall reports, part entities
and their relations, and causality. We anno-
tated 6,394 car-recall text documents. Named
entity and relation annotation suggests a re-
lationship between the elements of an auto-
mobile, and causality annotation indicates the
cause of a malfunction. The entity and relation
annotation and causality annotation allow the
system to automatically extract knowledge in
the automotive design domain. Subsequently,
we present the experimental results for named
entity recognition and relation extraction and
causality extraction of our annotated corpus to
verify the feasibility of building a system for
extracting part information and causality. Fi-
nally, the experimental results show that em-
ploying named entity and relation information
as the external knowledge improves causality
extraction.

1 Introduction

A defect/bug in a product causes significant losses
and damages to both users and manufacturers. Al-
though manufacturers conduct design/code reviews
to ensure the quality of a product, manual re-
views involve various challenges, such as correct-
ness, comprehensiveness, cost, and development of
human experts. Therefore, we expect computers to
automate or assist in the review process.

Information extraction from unstructured text is
a straightforward approach for computers to learn
expert knowledge, and researchers have applied
information extraction in various fields such as
news (Chinchor, 1998), biomedical (, 2002), clin-
ical (Demner-Fushman et al., 2009; Rumshisky et
al., 2016), and business (Bahja, 2020). However, no
previous work has explored its applications in the
manufacturing industry.

In this study, we explore scenarios for informa-
tion extraction in the car industry. As the design and
review records of each company in the car indus-
try are kept strictly confidential, we cannot share a
corpus and dataset created for this domain. Instead,
we focus on vehicle recall reports published by the
Japanese government.

A recall system is a system in which an automo-
bile manufacturer, at its discretion, notifies the Min-
ister of Land, Infrastructure, Transport and Tourism
(MLIT)1 in advance of a recall or repair of a product
due to a problem in the design or manufacturing pro-
cess to prevent further accidents and problems. The
text describing the situation of each recall is avail-
able on the MLIT website2. A recall text briefly
describes the circumstances and causes of product
defects, possibly useful for extracting information
from design reviews in the manufacturing process.

Useful information in a car recall text includes en-
tity mentions, entity relations, and causal relation-
ships. For example, consider the following sentence:
“Due to inappropriate electrical circuitry in the aux-

1https://www.mlit.go.jp/en/
2https://www.mlit.go.jp/jidosha/recall.

html
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iliary braking device (electromagnetic retarder), the
braking light does not turn on when the electromag-
netic retarder is activated.” There are entity men-
tions (e.g., “auxiliary braking device,” “electromag-
netic retarder,” and “braking light”) and entity rela-
tions (e.g., “electromagnetic retarder” is an “auxil-
iary braking device”; ”braking light” is connected
with “electromagnetic retarder”). The text also con-
tains a causal relationship between “inappropriate
electrical circuitry in the auxiliary braking device”
and “the braking light does not come on when the
electromagnetic retarder is activated.” These causal
relationships are extremely useful for specifying the
reason for a malfunction, thus helping to avoid re-
lated problems in product design or reviews.

Recognizing causality requires knowledge of in-
dividual components and their relations in vehicles.
In addition, relation instances extracted from recall
information can be used to build a knowledge base
(KB) for manufacturing cars.

In this study, we build a corpus of Japanese ve-
hicle recall information, where 6,394 documents are
annotated with named entities (NEs), their relations,
and causal relations to build a system that assists the
review process when designing and manufacturing
vehicles. To verify the feasibility of building a sys-
tem for extracting part information and causality, we
employ a joint NER/RE model to extract informa-
tion from the annotated corpus. The main contribu-
tions of this paper can be summarized as follows:

• According to our research, this is the first work
annotating NEs, relations, and causalities on
vehicle recall information3.

• We report the experimental results on named
entity recognition, relation extraction, and
causality extraction. We also show that incor-
porating knowledge about entities and their re-
lations improves the performance of causality
extraction.

• We summarize issues in building the corpus,
hoping that these findings will be useful for
building corpora in other manufacturing fields.

3We will release the corpus to the public after this paper is
accepted.

2 Related work

Considering that the ultimate goal of this study was
to assist the reviewing process of product design, our
goal was to build a model and KB to infer possi-
ble defects in a given design. Therefore, research
on causality extraction was the most relevant to our
study. A common approach for causality extraction
is to build an annotated corpus and train a model on
the corpus. In this section, we describe existing cor-
pora for causality extraction in general and specific
domains.

SemEval 2007 Task 4 (Girju et al. , 2007) con-
sidered the task of recognizing a semantic relation
(including a cause-effect relation) between simple
nominals as a binary classification problem. Se-
mEval 2010 Task 8 (Hendrickx et al., 2010), a direct
successor of SemEval 2007 Task 4, also addressed
the same task but formalized the task as a multi-
class classification problem. The datasets of these
two tasks use Wikipedia as the source documents.

BECauSE 1.0 (Dunietz et al., 2015) annotated
causality instances in the New York Times (NYT)
corpus (Sandhaus, 2008). BECauSE 2.0 (Duni-
etz et al., 2007), a successor of BECauSE 1.0, in-
cludes relations overlapping with causality. In ad-
dition, CaTeRS (Mostafazadeh et al., 2016) is an
annotation scheme that captures a set of temporal
and causal relations between events, and the au-
thors annotated a total of 1600 sentences sampled
from ROCStories (Mostafazadeh et al., 2016). In-
spired by TimeML (Pustejovsky et al., 2003), Mirza
et al. (Mirza et al., 2014) proposed guidelines for
annotating the causality relation in the TempEval-3
corpus and a rule-based algorithm for automatic an-
notation.

Biomedical literature is the most explored do-
main for causality extraction. BioInfer (Pyysalo et
al., 2007) presents an annotation scheme and corpus
capturing NEs and their relationships, along with a
dependency analysis of a sentence. BioCause (Mi-
huailua et al., 2013) is an annotated corpus with
open-access full-text biomedical journal articles be-
longing to the subdomain of infectious diseases. The
corpus annotates linguistic causality instances con-
sisting of a causal trigger (usually a connective),
cause, and effect. Using the defined scheme, the
researchers added 851 casual relations annotations
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Figure 1: Upper figure shows an example document annotated with NEs and relations. Lower figure shows the same
document annotated with causality. BRAT (Stenetorp et al., 2012) is used for annotation and visualization.
Translation: Due to inappropriate electrical circuitry in the auxiliary braking device (electromagnetic retarder), the
braking light does not come on when the electromagnetic retarder is activated.

to the collection of articles. The corpus is pre-
annotated with NEs and events of genes and their
interactions (e.g., positive and negative regulations).

Inspired by efforts in the biomedical domain, this
study assumes that interactions between car compo-
nents refer to the causality chain of a malfunction;
therefore, we annotate causal relations on top of NEs
and their relationships in the car recall text.

3 Corpus

We explain the target text in Section 3.1, followed by
the annotations of NEs and their relations in Section
3.2 and causal annotations in Section 3.3, respec-
tively.

3.1 Data

We crawled 6,394 Japanese documents reporting car
recall information from the MLIT website4. The av-
erage length of documents is approximately 135 let-
ters, 1.7 sentences, and 74 tokens after the tokeniza-
tion using the Japanese tokenizer MeCab (Kudo,
2006).

3.2 NEs and relations

We define a single entity type PART and five rela-
tion types, CONTACT, CONNECT, PART-WHOLE,
COREFERENCE, ONEWAY-COREFERENCE, be-
tween the two parts. The upper figure of Figure 1
illustrates an example of a document annotated with
entities and relations.

4https://www.mlit.go.jp/jidosha/recall.
html

3.2.1 Entity type
This study uses a single entity type PART to anno-

tate car parts (components). We do not distinguish
between the granularity of car parts (e.g., “cylin-
der head” and “engine”) and semantic differences of
mentions (e.g., “oil filler” as a car component or as a
location in a car). We also include the names of car
models and other necessary components as PART,
but exclude the following text spans:

• A part that cannot be interpreted as a compo-
nent but only stands for a specific location, for
example, “joint section”.

• Design of structures and methods, for exam-
ple, “water immersion prevention structure”
and “four-wheel-drive”.

• Air, for example, “put air into a tire”. Simi-
larly, we exclude “electricity” from the annota-
tions.

• A modifying clause of a part entity. For exam-
ple, we only annotate “program” as PART entity
in “program to calculate the amount of particu-
late matter deposition.”

3.2.2 Relation types
We define five relation types that frequently ap-

pear in recall texts and commit to causal relations.

• CONTACT: Part1 is located next or attached to
Part2. This relation is useful for causality ex-
traction because it expresses direct contact be-
tween the two parts. Figure 2 illustrates an ex-
ample of the CONTACT relation: “the steering
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Figure 2: Translation: Due to a manufacturing error in the tie rod of the steering gear, the tie rod end may interfere
with the axle mount seat of the vehicle frame during maximum steering.

Figure 3: Example for showing Oneway-Coreference and Part-Whole relations are related to causality.
Translation: Due to an inappropriate program in the control unit of the electrical components, the lights on the meter
panel, including the speedometer, may not turn on.

gear” and “the vehicle frame” are in contact
with each other. In this example, “a manufac-
turing error in the tie rod of the steering gear”
leads to “the tie rod end may interfere with the
axle mount seat of the vehicle frame,” indicat-
ing that the defect of “the steering gear” can
influence “the vehicle frame.” In addition, we
also annotate implicit contact relations between
two parts; in other words, contact relations that
are not explicitly stated in the text but can be
inferred by the context or external knowledge.
Consider the example in Figure 2. The CON-
TACT relation between “the steering gear” and
“the vehicle frame” is not explicitly mentioned
in the text. If a model for causality extraction
is aware of this contact relation, the model can
extract causality even without a connective of a
causal relation.

• CONNECT: Something connects Part1 and
Part2 (electrically, by transfer of matter, or
some other forms of transmissions), for ex-
ample, an “accelerator pedal” is connected to
an “engine.” Connect relations are also use-

ful clues for recognizing causality relations, ex-
pressing an association between the two parts.
Consider an example, “the battery is connected
with the headlights.” If the battery charge is
insufficient, we can infer that the headlights
are not working. Similar to contact relations,
we also annotate the implicit connect relations
between two parts; for instance, in Figure 1,
“the electrical circuity” and “braking light” are
connected, but the relation is not explicitly de-
scribed in the text.

• PART-WHOLE: We consider the following rela-
tionships as a part-whole relation:

1. Part1 is composed by Part2.
2. Part2 is a part of Part1.
3. Part2 is spatially contained in Part1.

The direction of PART-WHOLE is from Part2 to
Part1. Figure 2 shows that there is a PART-
WHOLE relation from “the tie rod end” to “the
tie rod,” and the text explains that a manufac-
turing error in the tie rod of the steering gear
leads to the tie rod end possibly interfering with
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Entities Parts 43,158
Relations Coreference 14,116

Oneway-Coreference 337
Part-Whole 13,561
Contact 8,176
Connect 4,510
Total 40,700

Table 1: Statistics of entity and relation annotation.

the axle mount seat of the vehicle frame. In
this example, a manufacturing error in the tie
rod causes a problem in the tie rod end, show-
ing that PART-WHOLE relations are related to
causality.

• COREFERENCE: Part1 and Part2 refer to the
same part entity. This relation is also im-
portant for recognizing causal relations where
the same entity appears in multiple states and
events. The example in Figure 1 illustrates how
the COREFERENCE relation can be useful for
causality extraction. “The auxiliary braking de-
vice (electromagnetic)” and “electromagnetic”
refer to the same vehicle part, confirming a
COREFERENCE relation between them. These
two mentions are in clauses indicating the rea-
son and result of a malfunction of the same en-
tity. In the recall report data, clauses containing
mentions that refer to the same entity may have
causality relations.

• ONEWAY-COREFERENCE: Part2 refers to
Part1, but Part1 does not necessarily refer to
Part2 (Part1 is the subset of Part2). The direc-
tion of ONEWAY-COREFERENCE is from Part2
to Part1. In Figure 3, the entity “electrical com-
ponent” can refer to the “meter panel,” but not
vice versa. Similar to the COREFERENCE re-
lation in Figure 1, these two annotated entities
are in the clauses explaining the reason and the
corresponding result. The reason for extracting
ONEWAY-COREFERENCE relations is much the
same as that for extracting COREFERENCE.

Table 1 summarizes the statistics of entity and re-
lation annotations for car parts. In total, we anno-
tated 43,158 part entities and 40,700 relations.

Entities Argument 42,312
Connective 34,369
Total 76,681

Relations REASON 30,098
RESULT 35,957
CONDITION 4,510
Total 70,565

Table 2: Statistics of causality annotation.

3.3 Causality annotation
Following the PDTB 3.0 annotation manual (Web-
ber et al., 2019), we annotated the causality relation-
ships between arguments. We define two argument
types: ARGUMENT and CONNECTIVE, and three re-
lation types: REASON, RESULT, and CONDITION.
We annotated a causality relation as a combination
of REASON and RESULT relations:

ARGUMENT1
REASON←−−−−− CONNECTIVE

CONNECTIVE
RESULT−−−−→ ARGUMENT2

(1)

ARGUMENT1 presents a cause (reason) of the
causal relation, and ARGUMENT2 presents its ef-
fect (result). They are connected to each other
by CONNECTIVErelation. Figure 1 shows a real
example of a causal relation annotated in a recall
document. Here, ARGUMENT1 is 「補助制動
装置（電磁リターダ）の電気回路が不適切
な」“the electrical circuit of the auxiliary braking
device (electromagnetic retarder) is inappropriate”;
ARGUMENT2 is 「電磁リターダ作動時に制動
灯が点灯しない。」“braking light does not turn
on when the electromagnetic retarder is activated”;
CONNECTIVE is「ため」 “due to” . When a causal
relation holds for a specific condition, we also anno-
tate the condition relation:

ARGUMENT3
CONDITION←−−−−−−−− CONNECTIVE

Considering the text in Figure 2 as an example, the
condition argument is “maximum steering.”

Table 2 summarizes the statistics of causality an-
notations in the corpus regarding the number of ar-
guments and causal relations.

3.4 Issues during the annotation work
This section describes several issues and ambiguous
cases during the annotation work.
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3.4.1 No causal connective
In English, a causal relationship is usually ex-

pressed with a connective. In contrast, a connec-
tive is often dropped in Japanese by simply placing
two predicates in the same sentence. In this study,
a causal relation is composed of two ARGUMENTs
and a CONNECTIVE . A common problem with the
above rule is the annotation of connectives. For in-
stance,「ため」 “due to” or「場合」“in the case
of”, we can simply annotate the connective. How-
ever, for examples like「エンジンが焼き付き走
行不能になる」, there is no connective. We an-
notate the last character of the predicate indicating
the reason, 「（焼き付）き」, as a connective to
resolve the problem.

3.4.2 Handling of liquids in inter-component
relationships

In many cases, it was difficult to determine
whether the relation was PART-WHOLE or CON-
TACT for substances such as fuel and engine oil that
go through multiple vehicle parts. In this study, we
designed predefined rules to define these relations.
Specifically, for the relation between liquid or gas
and the tank where it is stored, we annotated the re-
lation as PART-WHOLE. For the relation between
the pathways (e.g., fuel pump) and parts where it is
used, we annotated the relation as CONTACT .

3.4.3 Annotation for materials
In the recall report texts, mentions of material

components such as “zinc” sometimes appeared. In
this study, we ignore them during entity annotations;
however, it may be necessary to annotate material
components because they are often involved in the
cause of recalls.

4 Experiments

As stated before, corpora are collected to build an
automatic information extraction system and KB to
promote better and safer vehicle design. In this sec-
tion, we present experiments conducted to evaluate
the extent to which our corpus can help build sys-
tems that extract NEs, relations, and causalities. The
goals of the experiments are summarized as follows:

1. Evaluate the extent of accuracy of an informa-
tion extraction model to automatically extract
parts information from the text.
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Figure 4: Overview of the table filling strategy.

2. Evaluate model accuracy on causality extrac-
tion.

3. Check if part information helps causality rela-
tion extraction.

We categorize the causality extraction task into
named entity recognition (NER) and relation extrac-
tion (RE) tasks. Thus, we use the NER & RE models
for part and causal extraction tasks.

4.1 Methodology

To extract NEs and relations jointly, we apply
TablERT (Ma et al., 2022), a joint NER/RE model
that achieves state-of-the-art performance on the
CoNLL04 (Roth & Yih, 2004) and ACE05 English
datasets. The model follows the table-filling frame-
work proposed by Miwa & Sasaki (2014) to cast the
join extraction of entities and relations as a table-
filling problem. As shown in Figure 4, a table is
used to represent the label space of both entities
and relations. Diagonal cells are entity labels us-
ing BILOU notation (Ratinov & Roth, 2009); for ex-
ample, the entity label for “lights” is U-Part mean-
ing “lights” is a unit length PART entity. Upper tri-
angular cells are relation labels, for example, there
are PART-WHOLE relations pointing from “lights”
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to “meter” and “panel”. The model fills the table
according to the order indicated by the number in
each cell. The model first predicts the entity la-
bels (the diagonal cells) sequentially using span fea-
tures computed from contextualized representations
and then predicts the relation labels (the off-diagonal
cells) simultaneously using the scores of each word
pair computed by the tensor dot-product (Ma et al.,
2022).

We trained two models to extract the part entity
and relations and to extract causality. Subsequently,
we used part relations as external knowledge when
training the table-filling model to verify how the en-
tity and relation knowledge help improve the causal-
ity extraction. Employing the PURE (Zhong &
Chen, 2021) method, we can add the information
of part entities and relations to the end of the input
text without modifying the architecture of the table-
filling model. Specifically, we added a sequence
containing all entity pairs with relations. For each
entity pair, we added markers to the end of the text:

<E:S></E:S>relation type<E:O></E:O>.

Here, <E:S> and </E:S> share the same po-
sition embedding with the start and end tokens of
the subject (head) entity. Similarly, <E:O> and
</E:O> specify the start and end positions of the
object (tail) entity, respectively.

4.2 Experimental Settings
The annotated data were randomly divided into
training and evaluation data in an 8:2 ratio. The
open-source implementation of the table-filling
model5 was used in the experiments. We employed
Japanese Bert as a pre-trained model6. The experi-
ments were conducted on a single GPU of NVIDIA
GTX 1080 Ti (11 GiB.) For hyperparameter settings,
we set the learning rate to 5×10−5, the dropout rate
to 0.3, and the maximum length of the input tokens
to 250.

4.3 Evaluation results
First, we present the experimental results for NER
and RE tasks on the corpus annotated with NEs and

5https://github.com/YoumiMa/Enhanced_TF
6https://github.com/cl-tohoku/

bert-japanese

Type P R F1
NER
PARTS 0.9674 0.9746 0.9710
RE
CONNECT 0.5636 0.4566 0.5045
COREFERENCE 0.8972 0.9230 0.9099
ONEWAY-COREFERENCE 0.6042 0.3187 0.4173
PART-WHOLE 0.7221 0.7018 0.7118
CONTACT 0.6630 0.6131 0.6371
All 0.7585 0.7270 0.7424

Table 3: Experimental results on NER and RE.

P R F1
TablERT 0.7120 0.7341 0.7229
TablERT + parts info 0.7193 0.7389 0.7290

Table 4: Experimental results on causality extraction

relations in Table 3. Precision (P), recall (R), and
F1-score (F1) were used for the evaluation. For part
entity extraction, the model reached a high F1 score
of 0.9710, and the precision and recall were also
as high as the F1-score. The high F1-score indi-
cates that the model can recognize the vehicle en-
tity spans. Next, we observe the best overall perfor-
mance for COREFERENCE and the lowest accuracy
for ONEWAY-COREFERENCE. Their performance
reflects the number of their occurrences in the cor-
pus as the type COREFERENCE is the most frequent
and type ONEWAY-COREFERENCE is the least fre-
quent in the corpus (Table 1). Notably, although the
number of relation instances annotated as COREF-
ERENCE and PART-WHOLE are similar, the F1-score
for PART-WHOLE is approximately 0.19 less than
that for COREFERENCE. Moreover, the model does
not perform well in predicting CONNECT and CON-
TACT, with f1-score 0.5045 and 0.6371, respec-
tively.

Next, we present the experimental results for the
causality extraction task in Table 4. The first row
summarizes the results of causality extraction with-
out entity and relation knowledge, and the second
row summarizes the results of causality extraction
with the external entity and relation information.
Compared to the model without any external knowl-
edge, including the part entity and relation knowl-
edge improves all evaluation metrics. Although the
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improvement is modest, the results show that enti-
ties and relations can enhance the performance of
causality extraction on the vehicle recall corpus.

4.4 Discussion

It is challenging for the model to extract the implicit
relations. Although the model performs well on the
NER task on the part-relation corpus, there is still
room for improvement regarding RE, especially in
predicting certain relation types.

For type COREFERENCE, the model reached an
impressive f1-score of 0.9099. One possible rea-
son for the high performance is the property that
two PARTS entities paired with a COREFERENCE

relation usually share a common word span. As
presented in Table 3, the model can recognize
word spans with high accuracy, resulting in a high
accuracy in extracting COREFERENCE tuples as
these tasks are similar. For instance, in Figure
1, PARTS “auxiliary braking device (electromag-
netic retarder)” and “electromagnetic retarder” have
a COREFERENCE relation and they share the com-
mon word span “electromagnetic retarder.”

In contrast, the F1 scores for the other relation
types were relatively low, possibly because knowl-
edge about these relation types is usually absent
from the document. Again, take the annotated docu-
ment illustrated in Figure 1 as an example, “electro-
magnetic retarder” and “braking light” has a CON-
NECT relation; however, recognizing the relation is
difficult even for a non-expert human. Thus, it is un-
derstandable that the problem is also difficult for a
machine learning system without access to expertise
in vehicles.

5 Conclusion

In this work, we have presented two annotations on
the vehicle recall dataset: NE and relation annota-
tion and causality annotation. We trained NER and
RE models for the NER and RE and causality extrac-
tion tasks on both annotated corpora and presented
the results. The results demonstrate the feasibility of
building a causality relation system using an anno-
tated corpus. Subsequently, we used the part entity
and relation annotated corpus to improve causality
extraction on the car recall corpus. The experimen-
tal results show that incorporating part entity knowl-

edge improves the performance of causality extrac-
tion.

In future work, we will investigate a more effec-
tive approach to utilize NE and relation information
to improve causality extraction.
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790



Pennacchiotti, Lorenza Romano, and Stan Szpakow-
icz. 2010. SemEval-2010 Task 8: Multi-Way Classi-
fication of Semantic Relations between Pairs of Nom-
inals. In Proceedings of the 5th International Work-
shop on Semantic Evaluation, pages 33–38.

Evan Sandhaus. 2008. The New York Times Annotated
Corpus LDC2008T19. Web Download. Philadelphia:
Linguistic Data Consortium, 2008.

Jesse Dunietz, Lori Levin, and Jaime Carbonell. 2017.
The BECauSE Corpus 2.0: Annotating Causality and
Overlapping Relations. In Proceedings of the 11th
Linguistic Annotation Workshop, pages 95–104.

Nasrin Mostafazadeh, Alyson Grealish, Nathanael
Chambers, James Allen, and Lucy Vanderwende.
2016. CaTeRS: Causal and Temporal Relation
Scheme for Semantic Annotation of Event Structures.
In Proceedings of the Fourth Workshop on Events,
pages 51–61.

Nasrin Mostafazadeh, Nathanael Chambers, Xiaodong
He, Devi Parikh, Dhruv Batra, Lucy Vanderwende,
Pushmeet Kohli, and James Allen. 2016. A Cor-
pus and Cloze Evaluation for Deeper Understanding
of Commonsense Stories. In Proceedings of the 2016
Conference of the North American Chapter of the As-
sociation for Computational Linguistics: Human Lan-
guage Technologies, pages 839–849.
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Abstract

Generating a paragraph from an image is a
complex task that requires object and activ-
ity recognition. It is now feasible because of
recent advances in image captioning. Sum-
marizing an image into a single sentence can
only provide a superficial description of the
visual information included within the image.
This problem can be solved by generating a
detailed and coherent description of the in-
put image. Most existing works on image-to-
paragraph generation have been accomplished
in English. We propose a novel way of gen-
erating a paragraph from an image in Hindi.
The world’s third most spoken language and
one of India’s official languages, Hindi, is ex-
tensively spoken throughout India and South
Asia. We construct a new dataset for an
image-to-paragraph generation in Hindi. We
employ a hierarchical recurrent neural net-
work (HRNN) for language modeling and an
object detection model to decompose the in-
put image by distinguishing regions of inter-
est and objects. The performance of the pro-
posed methodology is compared with other
baselines in terms of BLEU, CIDER, and ME-
TEOR scores, and the obtained results show
that the proposed method outperforms them.

1 Introduction

Human perception is dependent on vision and lan-
guage. These are the most effective means of in-
teracting with others. In our everyday lives, we are
exposed to a large number of images from various
sources such as advertisements, news stories, and
the internet, among others. As a result, a technique
to define the visual information and activity inside
an image is essential. A major challenge in com-
puter vision and natural language processing is de-
veloping a system that can explain visual objects and
their relationships in natural language. A computer-
generated image description may aid visually im-

paired people in comprehending online information
(MacLeod et al., 2017). Recent advances in artificial
intelligence, computer vision, and natural language
processing have enabled image or video captioning
to explain the visual content of an image or video
(Vinyals et al., 2015) (Vinyals et al., 2016) (Ander-
son et al., 2018), (Anderson et al., 2018) Because of
the availability of large datasets (Young et al., 2014)
(Lin et al., 2014) that combine images with natural
language descriptions, it is now possible to generate
sentences to interpret the images. Though the effec-
tiveness of these solutions is promising, they all have
one big flaw: they all fail to capture the subtleties in-
side an image or video.

The generated caption in the image or video cap-
tioning procedure is a single sentence of around 20
words that anticipates just the essential observations
within an image. Capturing all of the visual informa-
tion and semantics included inside an image or video
is inadequate. This problem can be solved by gener-
ating a paragraph description from an image that has
comprehensive visual information. When compared
to single-sentence captioning, the generation of a
paragraph from images is a relatively new research
area. Visual Genome, an image-to-paragraph gen-
eration dataset introduced by (Krause et al., 2017)
plays an important role in the image-to-paragraph
generation. This data set can be used for training
any machine learning classifier to develop an image
captioning model. But, machine learning models
can not generate a precise paragraph for a variety
of images. They generate repetitive sentences very
often. To resolve this issue, most researchers have
used hierarchical LSTMs, which generate separate
words and sentence topics. Recent research works
on image-to-paragraph generation (Johnson et al.,
2016)(Krause et al., 2017)(Yu et al., 2016) (Liang et
al., 2017) provide a bigger narrative while generat-
ing the description for an image or video. Image-to-
paragraph generation is a challenging task that re-
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quires understanding images and language model-
ing.

Previously, image-to-paragraph generation work
was limited to the English language. In this paper,
we present the first image-to-paragraph model in the
Hindi language. As encoder and decoder, we use
Faster R-CNN and hierarchical recurrent neural net-
work, respectively. This work has made the follow-
ing significant contributions:

• This is the first effort of its kind for paragraph
generation from an image in Hindi. We use
Faster R-CNN as an encoder to decompose the
input image by recognizing distinct objects and
regions of interest. Furthermore, the features of
these regions are combined to form a rich rep-
resentation of image semantics. As a decoder,
a hierarchical neural network composed of sen-
tence RNN and word RNN is employed; it uses
these rich representations for language model-
ing.

• We present a novel Hindi dataset for paragraph
generation from an image by translating a well-
known Visual Genome dataset (Krause et al.,
2017). Using Google Translate, we translate
the whole corpus from English to Hindi. Fur-
thermore, human annotators correct the trans-
lation according to Hindi grammatical rules,
which requires a substantial amount of human
effort and time.

2 Related Works

Many studies have been carried out in the past to
combine visual and textual data. It has been ac-
complished in a variety of methods throughout the
literature. Some researchers have addressed this as
a ranking issue, using the image as input to iden-
tify the appropriate caption from the dataset and vice
versa (Farhadi et al., 2010) (Hodosh et al., 2013).

An encoder-decoder architecture is used in nearly
all recent image captioning models in the literature.
The encoder is a CNN architecture pre-trained for
image classification, while the decoder is mainly
an LSTM or GRU as proposed by (Vinyals et al.,
2015). In most cases, a convolutional neural net-
work (CNN) is used to generate an encoding of the
given source image. After that, the image encod-
ing is put into an RNN, which selects a collection of

words (from a dictionary) that match the most with
the image encoding. In (Xu et al., 2015), authors
have employed RNNs as a decoder with an attention
mechanism for caption generation from images; this
mechanism focuses on the relevant parts of the im-
age while generating the caption. Using a faster R-
CNN (Ren et al., 2015) object detection model, in
(Anderson et al., 2018), bottom-up and top-down at-
tention mechanisms are introduced for caption gen-
eration from images. A modified encoder-decoder
model with a guiding network is also utilized for im-
age captioning (Jiang et al., 2018), the data to the
decoder at each time step is the output of the guid-
ing network. An unsupervised method of learning
for image caption generation is introduced in (Feng
et al., 2019), the proposed model did not employ
image and sentence pairs for image captioning. A
meshed memory transformer network is introduced
for image captioning in (Cornia et al., 2020), it uses
a multi-level representation of the region’s relation-
ship with prior information. An image captioning
model based on ensemble generation and retrieval
using generative adversarial networks is explored in
(Liu et al., 2020). A language pre-training model’s
unified version is developed in (Zhou et al., 2020);
it accomplishes language modeling based on the
shared transformer network. The captions produced
by the above methods are generally brief, compris-
ing only a single phrase of no more than 20 words.

Intuitively, image to paragraph generation appears
to be similar to image captioning: given an im-
age, generate a written description of its content
(Krause et al., 2017). The inventiveness in the tex-
tual description, on the other hand, is essential for
the image to paragraph generation. The image-to-
paragraph generation framework, in particular, is in-
tended to generate a paragraph consisting of five or
six sentences that describe the image in more detail.
Furthermore, a seamless transition between the sen-
tences of the paragraph’s phrases is required. Au-
thors of (Johnson et al., 2016) proposed a method
for producing comprehensive captions. A focus on a
story theme underlying a specific image was lacking
while producing engaging words separately. In [21],
the authors proposed a method to deal with this is-
sue. A two-stage hierarchy of RNNs is used in their
language model. Given a visual representation of
semantically significant areas in an image, the first
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RNN level generates a sentence vector. This sub-
ject vector is converted into a sentence at the sec-
ond RNN level. They released the first large-scale
image-to-paragraph generation dataset, a subset of
the Visual Genome dataset, as well as many para-
graph captioning algorithms. The author of (Liang
et al., 2017) added a third (paragraph-level) LSTM
to this model (Krause et al., 2017), as well as adver-
sarial training. Three LSTMs, two attention mech-
anisms, a phrase copy mechanism, and two adver-
sarial discriminators are all included in their model
(RTT-GAN).

Previously, the majority of studies were under-
taken simply for the generation of paragraphs from
images in English. To the best of our knowledge,
no attempt has been made to generate paragraphs
from images in Hindi. Our methodology is the first
of its kind that generates paragraphs from images in
Hindi.

3 Proposed Method

The proposed method takes an image as input and
generates a natural language paragraph description
of the image, making use of the compositional struc-
ture of both images and paragraphs (as illustrated in
Fig 1). It deconstructs the input image by recogniz-
ing objects inside and other regions of interest and
then combines features from all of these components
to construct a pooled representation that reflects the
image semantics.

A hierarchical recurrent neural network compris-
ing two levels: a sentence RNN and a word RNN,
takes this feature vector as input. The image fea-
tures are sent to the sentence RNN, which then de-
termines how many sentences to generate in the re-
sulting paragraph and generates an input topic vec-
tor for each sentence. The word RNN generates the
words of a single sentence given this topic vector.
This section has a brief explanation of each of these
modules, which are as follows:

3.1 Detection of Regions using Region Proposal
Network

The proposed method uses a region proposal net-
work (RPN) to detect regions of interest (ROI) as
introduced in (Ren et al., 2015). It takes an input
image of dimension 3×H×W and finds regions of

interest, and generates a D = 4096 feature vector for
each region. H and W are the height and width of
the image, respectively. A convolutional neural net-
work using the VGG-16 network processes the in-
put image. It generates a feature map, which is sub-
sequently processed by a region proposal network
that regresses from a group of anchors. The region
detector is trained in an end-to-end manner (Ren et
al., 2015) for object recognition and for dense im-
age captioning as well (Johnson et al., 2016), given
a dataset consisting of captions with areas of inter-
est. The region detector is trained for object de-
tection (Ren et al., 2015) is utilized for the dense
image captioning model (Johnson et al., 2016), us-
ing a dataset of images and corresponding ground
ROI. We employ a region detector trained for dense
caption generation of images on the visual genome
dataset (Krishna et al., 2016), utilizing a publicly
available implementation of (Krause et al., 2017) be-
cause the paragraph description does not contain an-
notated grounding to ROI (region of interest).

3.2 Region Pooling

The region proposal network detects different re-
gions and generates a set of vectors v1, . . . , vM ∈
RD, denoting various regions in the input images.
These vectors are aggregated into a pooled vector
vp ∈ Rp, which describes the content of an image.
Pooled vector vp is computed using element-wise
maximum as follows:

vp = maxMi=1(Wpoolvi + bpool) (1)

Here Wpool ∈ RP×D is a learned projection ma-
trix, and bias bpool ∈ RP is the bias.

3.3 Language Modeling Hierarchical
Recurrent Neural Network

An HRNN based language model consists of two
components: word and sentence RNN. The number
of sentences to be generated is decided by the sen-
tence RNN; it generates a topic vector of dimension
P . A hierarchical neural language model is given the
pooled region vector vp ∈ RP as input. The word
RNN produces words for a sentence given a topic
vector. For both word RNN and sentence RNN, we
use the conventional LSTM architecture (Hochreiter
and Schmidhuber, 1997).
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Figure 1: Architecture of the proposed method

Sentence RNN is an LSTM consisting of a single
layer; its cells and hidden states are initialized with
zero with a hidden sizeH = 512. At each time step,
the pooling region vector vp is given as an input to
the sentence RNN, and it produces a series of hid-
den states, H, one for each sentence in the paragraph.
The word RNN consists of two-layered LSTM with
a hidden size of H = 512; it generates the words
of the sentence given the topic vector, ti ∈ Rp. The
subject vector and a special START token are the
RNN’s initial and second inputs, respectively, while
successive inputs are learned embedding vectors for
the sentence’s words. A unique END token indicates
the end of a sentence, and the hidden state of the fi-
nal LSTM layer is utilized to forecast a distribution
across the words in the vocabulary at each timestep.
Following the generation of the words for each sen-
tence by word RNN, the sentences are combined to
form the resulting paragraph.

3.4 Training Procedure

This section provides a detailed description of the
training procedure. The training data is made up of
pairs (x, y) where x and y represent an image and
a corresponding ground truth paragraph description,
respectively. Here, y consists of S number of sen-
tences. The ith sentence has Ni words and yij de-
notes the jth word of the ith sentence. Sentence

RNN is unrolled for S sentences after a pooled re-
gion vector vp is computed for an image. For each
sentence, the sentence RNN generates the probabil-
ity distribution pi over the CONTINUE, STOP .
Here, CONTINUE, STOP are the special key-
words to determine when to stop or continue gener-
ating the sentences in the paragraph.

Training loss L(X,Y ) is the weighted summation
of word loss Lword and sentence loss Lsentence. It is
defined as follows:

L(x, y) = λsent

S∑

i=1

Lsent(pi, I[i = S])

+λword

S∑

i=1

Ni∑

j=1

Lword(pij , yij)

(2)

Here, the sentence RNN generates the sen-
tences until it reaches Smax or stopping probability,
pi(STOP ), exceeds a threshold, Tstop. Here, values
of the above parameters are as follows; Tstop = 0.5,
SMax = 6 and NMAX = 50. We also incorporate
self-critical sequence training in the above architec-
ture to enhance the diversity in the paragraph gener-
ation (Rennie et al., 2017).
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4 Experimental Setup

4.1 Dataset

We construct a dataset for the task of paragraph
generation from images in Hindi by translating the
well-known Stanford image to paragraph generation
dataset (Krause et al., 2017) from English to Hindi,
1. It has a total of 19,551 images taken from the
MSCOCO (Lin et al., 2014) and Visual Genome
(Krishna et al., 2016) data sets. The dataset is di-
vided into 3 parts: 14,575 training images, 2,487
validation images, and 2,489 testing images. Ini-
tially, all of the English captions were translated into
Hindi by Google Translator; the following issues
were encountered while translating from English to
Hindi:

• Since Google Translate lacks a technique for
adding sentence context, the translated cap-
tion’s meaning is lost during translation.

• In certain cases, Google Translator’s translation
is grammatically incorrect.

• The Google Translator accuracy is not uniform
as it is dependent on pairings of source and tar-
get languages.

As a result, human annotators are employed to
correct Google-translated sentences to remove er-
rors. The inter-annotator agreement was 87% be-
tween the two annotators. A sample example from
the dataset is shown in Fig 2 and Fig 3.

Though we can get the paragraph for an image
in Hindi by translating the English paragraph gen-
erated by a model trained for English, the resultant
caption lacks adequacy and fluency, as shown by
the authors of (Mishra et al., 2021a) (Mishra et al.,
2021b). This demonstrates the need of constructing
a Hindi dataset for image-to-paragraph generation.

4.2 Evaluation Metrics

We evaluate the proposed methodology using BLEU
(Papineni et al., 2002), CIDEr-D (Vedantam et al.,
2015), and METEOR (Denkowski and Lavie, 2014).

1dataset will be released on acceptance

4.3 Hyper-parameters Used

The proposed architecture incorporates two layers of
LSTM with a dimension of 512. The dimension of
feature pooling is 1024. Stochastic gradient descent
with the Adam optimizer (Kingma and Ba, 2014) is
used for training. Values of λsent and λword are set
to 5.0 and 1.0, respectively. The model has been
trained for 30 epochs, which takes approximately 12
hours of training.

5 Results and Discussion

This section covers the detailed discussions of the
results and analysis. We carried out the experimen-
tation on the introduced image-to-paragraph genera-
tion dataset in Hindi.

5.1 Comparative baselines for image to
paragraph generation

To the best of our understanding, no work has been
done on paragraph generation from images in the
Hindi language. Therefore, we create our own base-
lines, which are as follows:

• Baseline -1: In this baseline, top-down atten-
tion (Anderson et al., 2018) is incorporated
with Faster-R CNN (Ren et al., 2015) and bi-
LSTM (Hochreiter and Schmidhuber, 1997),
here we explore the bi-directional LSTM for
language modeling.

• Baseline-2: In this baseline, adaptive attention
(Lu et al., 2017) is incorporated with Faster-R
CNN (Ren et al., 2015) and LSTM (Hochreiter
and Schmidhuber, 1997).

• Baseline-3: In this, we explore adaptive at-
tention (Lu et al., 2017) with Faster-R CNN
(Ren et al., 2015) and LSTM (Hochreiter and
Schmidhuber, 1997) with Maxout (MO) acti-
vation function (Goodfellow et al., 2013).

5.2 Qualitative Evaluation

This section shows a qualitative evaluation of the
proposed methodology on test images. The gener-
ated paragraph for the test image is shown in Fig 4.
We include the transliteration and gloss annotation
so that non-Hindi speakers can grasp the meanings
of the captions. It can be seen from the Fig 4 that the
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Figure 2: A sample image from the dataset created in Hindi

Original paragraph in English Google translated paragraph in 
English

Corrected paragraphs in Hindi

A baseball game is being 
played. The batsman is wearing 

a red jersey. Two people are 
standing behind him. More 
teammates are sitting in the 

dugout.

बेसबॉल खेल खेला जा रहा है। 
बल्लेबाज ने लाल जसी पहनी 
हुई है। उसके पीछे दो लोग खड े
हैं। डगआउट में टीम के और 

भी साथी बैठे हैं।

बेसबॉल खेल खेला जा रहा है। 
बल्लेबाज ने लाल जसी पहना 
हुआ है | उसके पीछे दो लोग 
खड ेहैं। डगआउट में टीम के 

और भी साथी बैठे हैं।

Figure 3: A sample paragraph for the given image from the dataset created in Hindi

State-of-the-art/baselines Language modeling CIDEr BLEU-4 BLEU-3 BLEU-2 BLEU-1 ROUGE-L METEOR
Top Down Attention (Proposed Method) LSTM 18.783 6.766 11.688 19.974 35.792 27.490 26.71

Top Down Attention (Baseline-1) Bi- LSTM 12.666 5.220 9.471 16.930 31.063 27.545 23.684
Adaptive Attention (Baseline-2) LSTM 17.111 5.838 10.648 19.017 34.948 27.292 26.92

Adaptive Attention MO (Baseline-3) LSTM 20.74 5.954 10.895 19.339 34.91 27.149 26.426

Table 1: Obtained score with proposed method and baselines

State-of-the-arts/Baselines CIDEr BLEU-4 BLEU-3 BLEU-2 BLEU-1 ROUGE-L METEOR
Baseline-1 2.24261e-109 6.40514e-86 1.21712e-86 7.78625e-98 5.22064e-105 4.00075e-68 1.98766e-102
Baseline -2 5.69975e-89 1.07877e-77 1.9483e-79 1.66527e-91 3.27974e-88 1.00585e-52 5.16477e-81
Baseline-3 6.14475e-91 9.60087e-76 3.29491e-87 1.60837e-79 2.40272e-102 1.9483e-79 1.383e-111

Table 2: Welch’s t-test based comparison between proposed method and state-of-the-art baselines.

produced captions for the test photographs are pretty
accurate and appropriately identify the actions and

items in the images.
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(a) I - एक आदमी एक रसोई में एक रसोई 
के अदंर खड़ा है आदमी के स़ामने एक 
सफेद है । आदमी के प़ास एक सफेद शर्ट 
है । महहल़ा के प़ास एक सफेद शर्ट है । 
आदमी एक सफेद रंग की शर्ट पहने हुए 
है । वह एक सफेद रेफ्रिजरेर्र के स़ामने 
खड़ा है । एक सफेद दीव़ार के स़ामने बैठ़ा 
है । कमरे के स़ामने एक दीव़ार है ।
दीव़ार पर एक सफेद है ।

II- One man one kitchen in one kitchen 
standing inside man of in front  white. 
Man of has one white shirt. Women of 
one white shirt. Man a white shirt 
wearing. He one standing in front of  
white refrigerator. He white wall in front 
of seating. Room in front one wall is. Wall 
of one white is.

III- Ek adami ek rasoi me ek rasoi ke andar
khara hai adami ke samne ek safed hai. 
Adami ke pas ek safed shirt hai. Mahila ke
pas ek safed shirt hai . Adami ek safed
rang ki shirt pahne hue hai.  Vah ek safed
refrigerator ke samne khara hai. Vah 
safed deewar ke samne baitha hai. Kamre
ke samne ek deewar hai. Deewar par ek
safed hai.

(b) I - एक महहल़ा रे्ननस कोर्ट पर खडी है 
। उसने एक सफेद शर्ट और सफेद शॉर्टटस
पहने हुए है । महहल़ा ने एक सफेद र्ैंक 
र्ॉप और सफेद स्कर्ट पहन रखी है । वह 
एक सफेद रैकेर् पकड ेहुए है । महहल़ा के 
पीछे एक सफेद है । लडकी के पीछे एक 
बड़ा सफेद है । अद़ालत के पीछे एक
आदमी खड़ा है । एक सफेद रंग की 
रे्ननस कोर्ट है ।

II- One women tennis court on standing. 
She one white shirt and white shorts 
wearing. Women of one white top and 
white skirt wearing. Women of behind 
one white. Girl behind one big white is. 
Court of behind one man standing. One 
white color of tennis court is.

III- Ek mahila tennis court par khari hai. 
Usne ek safed shirt and safed shorts 
wearing. Mahila ne ek safed tak top aur
safed racket pakre hue hai. Mahila ke
piche ek safed hai. Ladaki ke piche ek
bara safed hai. Adalat ke piche ek adami
khara hai. Ek safed rang ki tennis court 
hai.

(C) I- एक इम़ारत के स़ामने एक सडक है । 
भवन के स़ामने एक पोल है । इम़ारत के
स़ामने सडक पर एक पोल है । सडक के
फ्रकऩारे एक पोल पर एक सफेद है । गली
के स़ामने एक सफेद पोल है । भवन के
स़ामने सडक के एक सफेद क़ार है । एक 
के स़ामने फुर्प़ाथ पर एक क़ाल़ा पोल है है 
। पोल के स़ामने एक इम़ारत है ।

II- One building of in front of one road is. 
Building in front of one poll is. Building in 
front of road on one poll is. Road of side 
one poll on one white is . Lane in front of 
one white poll is. Building in front of road 
on one white car is. One in front of 
footpath on one black poll is. Poll in front 
of one building is.

III – Ek imarat ke samne ek sadak hai. 
Bhawan ke samne ek poll hai. Imarat ke
samne sadak par ek poll hai. Sadak ke
kinare ek poll par ek safed hai. Gali ke
kinare ek safed poll hai. Bhawan ke samne
sadak ke ek safed kar hai. Ek ke samne
footpath par ek kala poll hai. Poll ke
samne ek imarat hai.

(d) I - एक सडक के फ्रकऩारे एक स्र्ॉप
स़ाइन है । स्र्ॉप स़ाइन के स़ामने एक 
सफेद है । संकेत के स़ामने एक स्र्ॉप 
स़ाइन है । सडक के बगल में एक सफेद 
ट्रक है । सडक के स़ामने सडक पर एक 
सफेद क़ार है । गली के स़ामने सडक के 
एक सफेद वैन है । इम़ारत के स़ामने एक 
सडक है । एक के पीछे एक सफेद इम़ारत 
है ।

II- One road of side one stop sign is. 

Stop sign in front of white is. Indication  

in front of one stop sign is. Beside road 

one white truck is. In front of road on 

road one white van is.  Building in front 

of one white is. One of behind one 

white building is.

III- Ek sadak ke kinare ek stop sign hai. 

Stop sign ke samne ek safed hai. 

Sanket ke samne ek stop sign hai. 

Sadak ke bagal me ek safed truck hai. 

Sadak ke samne sadak par ek safed

car hai. Gali ke samne sadak ke ek

safed van hai. Imarat ke samne ek

sadak hai. Ek ke piche ek safed imarat
hai.

Figure 4: Generated paragraph by the proposed method on test images. Here, I, II and III denote the Hindi generated
caption, gloss annotation and transliteration, respectively.

5.3 Quantitative Analysis

Although the qualitative analysis has been carried
out manually, to conduct the quantitative analy-
sis, a subjective score is still required. The gen-
erated Hindi paragraphs here are evaluated against
the ground truth paragraph. We perform the qualita-
tive analysis using the BLEU score (Papineni et al.,
2002); using n-grams, METEOR (Denkowski and
Lavie, 2014), and CIDEr (Vedantam et al., 2015)
scores.

We validate our proposed approach and compared
it to different baselines using BLEU, CIDEr, and
METEOR scores, as shown in Table 1. The re-
sults show that our proposed approach outperforms
all current baselines.

5.4 Statistical Significance Test

We conduct a statistical significance test (Welch,
1947) at a 5% (0.05) significance level to ensure that
the performance increase achieved by our technique

is statistically significant. This test provides the p-
values; the lower the p-values, the greater the signif-
icance compared to state-of-the-art approaches. We
obtain all of the values less than 0.05 (as shown in
Table 2), establishing the statistical significance of
our technique and demonstrating that the improve-
ment gained by the proposed technique is not by co-
incidence.

6 Conclusion and Future Works

We present a novel framework for generating para-
graphs from photographs in Hindi, which incor-
porates a region proposal network-based convolu-
tional neural network and an LSTM-based encoder-
decoder model with attention mechanisms. We ana-
lyze various encoder-decoder models to find the best
architecture for paragraph generation from images
in Hindi. This work could be extended further by
using a transformer-based architecture for language
modeling.
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Abstract

For the last two years, from 2020 to 2021,
COVID-19 has broken disease prevention
measures in many countries, including Viet-
nam, and negatively impacted various aspects
of human life and the social community. Be-
sides, the misleading information in the com-
munity and fake news about the pandemic are
also serious situations. Therefore, we present
the first Vietnamese community-based ques-
tion answering dataset for developing question
answering systems for COVID-19 called UIT-
ViCoV19QA. The dataset comprises 4,500
question-answer pairs collected from trusted
medical sources, with at least one answer and
at most four unique paraphrased answers per
question. Along with the dataset, we set up
various deep learning models as baseline to
assess the quality of our dataset and initiate the
benchmark results for further research through
commonly used metrics such as BLEU, ME-
TEOR, and ROUGE-L. We also illustrate
the positive effects of having multiple para-
phrased answers experimented on these mod-
els, especially on Transformer - a dominant ar-
chitecture in the field of study.

1 Introduction

Community-based Question answering (CQA) is a
task of question answering based on the wisdom of
the crowd (Zhang et al., 2021). In CQA, informa-
tion seekers post their questions on a public website
or forum, and other users answer them. This kind
of question-answering behavior is popular in peo-

ple’s daily basis. For example, Quora1 and Reddit2

are several large forums for question-answering. The
CQA enables people to ask and answer questions
easily (Qiu and Huang, 2015). Additionally, the de-
velopment of question and answering systems means
computers can now understand and answer the ques-
tions of users.

In Vietnam, the year from 2020 to 2021 witnessed
the COVID-19 pandemic. Information about the
COVID-19 spreading situation, medical care, self-
quarantine, vaccination policies, and regulations by
the government to prevent the spread of COVID-
19 are essential to citizens. People frequently ask
questions about the COVID-19 situation, what to do
when contacting COVID-19 patients, the vaccina-
tion policies, and more. This is our motivation to
construct a dataset to help build a question answer-
ing system based on CQA about COVID-19 in Viet-
namese. Apart from the dataset, we also propose var-
ious baseline models to evaluate our dataset’s qual-
ity. This paper has three main contributions summa-
rized as follows:

1. We introduce UIT-ViCoV19QA, the first
community-based question answering collec-
tion about the COVID-19 pandemic for Viet-
namese constructed from trusted sources. The
dataset comprises 4,500 question-answer pairs
and is extended to have up to four unique para-
phrased answers per question through an effi-
cient paraphrasing process.

2. We assess the dataset’s quality and estab-
1https://www.quora.com/
2https://www.reddit.com/
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lish a future research benchmark through ex-
periments with various Sequence-to-Sequence
baselines to automatically generate answer for
a given question about COVID-19 in Viet-
namese.

3. We perform error analysis and illustrate that
models trained on multiple paraphrased an-
swers tend to have better generalization than
those trained using only one answer. This re-
flects the advantage of having multiple para-
phrased answers in single-turn conversational
question answering.

The rest of this paper is structured as follows. In
the following section, we review the related works.
In Section 3, we describe the process of building
UIT-ViCoV19QA dataset in detail, including data
collection, data pre-processing, paraphrasing pro-
cess, and highlight its overall statistics. Section 4 is
devoted to methodologies and experiment configu-
rations. The results and benchmarks, as well as error
analysis are described in Section 5. Finally, our con-
clusion and future works are presented in Section 6.

2 Related works

Question answering systems consist of the single-
turn and multi-turn QA. According to (Del Tredici
et al., 2021), the single-turn QA takes the ques-
tions as input and returns the output without context.
Single-turn QA includes Text-based QA (SQuAD
(Rajpurkar et al., 2016), RACE (Lai et al., 2017)),
Visual-QA (VQA (Goyal et al., 2017)), Community-
based QA (ANTIQUE (Hashemi et al., 2020)),
and Knowledge-based QA (MetaQA (Zhang et al.,
2018)) In contrast, the multi-turn QA take the ques-
tions as input belong with contexts such as conver-
sation history, which is called the Conversational
QA (CoQA (Reddy et al., 2019), QuAC (Choi et
al., 2018)). Additionally, to verbalize the response
from the question, the ParaQA dataset (Kacupaj et
al., 2021) used the paraphrasing techniques. Each
question in the ParaQA dataset has at least two more
answers. In particular, some questions contain eight
responses.

On the other hand, many efforts to create the ques-
tion answering corpora in Vietnamese such as UIT-
ViQuAD (Nguyen et al., 2020), UIT-ViNewsQA

(Van Nguyen et al., 2020b), ViMMRC (Van Nguyen
et al., 2020a) for text-based question answering,
ViVQA (Tran et al., 2021) for visual-based QA,
and ViCoQA (Luu et al., 2021) for conversational
QA. Our works contributes to the corpora for Viet-
namese as Community-based QA dataset. With the
idea from the ParaQA dataset (Kacupaj et al., 2021),
we manually create up to three responses from ini-
tial answer for each question in our dataset to make
the dataset verbalized.

3 Dataset

In order to publish a high-quality dataset for the re-
search community and be able to experiment with
the baseline models, we have investigated building
a dataset for Vietnamese, a low-resource language
in the field of study. This section describes the con-
struction of UIT-ViCoV19QA in detail and presents
some statistics from the dataset. The overview of the
dataset construction workflow is illustrated in Figure
1.

3.1 Data Collection

Question-answer pairs used for the constructing of
UIT-ViCoV19QA dataset are extracted from FAQ
documents that are publicly available on websites of
respected health care organizations in Vietnam and
overseas, including The Centers for Disease Control
and Prevention (CDC), United Nations Children’s
Fund (UNICEF), The Ministry of Health of Viet-
nam, Vietnam Government Portal and other trusted
medical institutions. Each web page provides dif-
ferent topics about the COVID-19 pandemic com-
piled in Vietnamese and often includes similar in-
formation extracted during the crawl. The following
topics are covered in our dataset: origin, outbreak,
and name of the disease; spread; symptoms; preven-
tion, treatment guidelines, and nutrition; treatment
models; variants of COVID-19; vaccines and vac-
cination; moving between areas, entry, and travel;
isolation, quarantine, lockdown and social distanc-
ing; policies and sanctions; financial support; post-
COVID-19; COVID-19 in children. Disease statis-
tics in Vietnam and worldwide are not included in
the dataset.

Once appropriate and trustful sources are identi-
fied, numerous handcrafted patterns are developed
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Figure 1: An overview of UIT-ViCoV19QA constructing workflow

for each website to automatically extract question-
answer pairs based on the document structure, typ-
ically in HTML and PDF format. Throughout the
collecting phase, the length of both question and an-
swers are maintained to retain information. There-
fore, the collected content could be a sentence, a
paragraph, or a passage determined by the author
or compiler. This poses a tremendous challenge for
Sequence-to-Sequence models to produce good re-
sults, which makes it an ideal material for further
investigations.

3.2 Data Pre-processing
A two-stage pre-processing is performed on the
collected question-answer pairs. First, duplicate
pairs are detected using Cosine similarity at the
collection-level and are considered to be taken out
of the collection. During the crawl, we also attempt
to identify and remove pairs that have inappropri-
ate content, such as articles that are neither related
to COVID-19 nor the Vietnamese community or are
too complicated to comprehend.

Second, at the pair-level, we check the spelling
and correct mistakes. Undesirable artifacts, erro-
neous character and HTML tags will also be re-
moved in this stage. In case the collected articles
are too long or contains more than three paragraphs,
extracted answers will be manually reduced in
length by removing unnecessary information, such
as source name, footnote, greetings, preliminary,
over-specified explanations, and farewell. After this
step, 4,500 Vietnamese question-answer pairs about

COVID-19 are achieved from trusted FAQ sources.
Some examples of the collected question-answer
pairs are shown in Table 1.

3.3 Paraphrase Generation Process
Inspired by the concept of Kacupaj et al. (2021), we
have investigated extending our dataset using the fol-
lowing paraphrasing methods on Vietnamese sam-
ples:

• Rearrange words, phrases, or sentences in the
initial answer to create new responses without
changing their meaning.

• Reduce or diversify the content of the initial an-
swer.

• Paraphrase the initial answer using synonyms
and similar structures.

These methods are manually applied on the col-
lection to create up to three individual paraphrased
responses consecutively for each question-answer
pair. Newly created answers will be annotated in or-
der to indicate the minimum number of answers per
question.

After creating multiple paraphrased versions of
the initial answer, we perform a cross-checking pro-
cess to correct the spelling mistakes and grammat-
ical errors as well as modify and rephrase digres-
sive answers. By the end of this phase, the UIT-
ViCoV19QA dataset is entirely constructed with
4,500 question-answer pairs containing at least one
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Question: Xử lý triệu chứng ho khi chăm sóc F0 tại nhà thế nào? [English: How to handle cough
symptoms when taking care of F0 patient at home?]
Answer: Dùng thuốc giảm ho theo đơn của bác sĩ. Có thể dùng thêm các vitamin theo đơn thuốc của
bác sĩ. [English: Take cough suppressants as prescribed by your doctor. Additional vitamins can be
taken according to the doctor’s prescription.]

Question: Tôi đang điều trị viêm tiết niệu và viêm dạ dày hội chứng ruột kích thích thì có tiêm vaccine
Covid-19 được hay không? [English: I am being treated for UTIs and gastritis with irritable bowel
syndrome, can I get the Covid-19 vaccine?]
Answer: Với bệnh cấp tính mà anh/chị đang mắc phải cần được điều trị ổn định trước, sức khỏe tốt,
bình thường thì có thể tiêm vaccine Covid-19. [English: If you have an acute illness that are stably
treated, if you are in good health, you can receive the Covid-19 vaccine.]

Question: Hỗ trợ hô hấp cho trẻ em nhiễm COVID-19 ở thế nặng như thế nào? [English: How to
provide respiratory support to children with COVID-19 in severe condition?]
Answer: Thở mask có túi Hoặc: NCPAP, HPNO, NIPPV [English: Apply breathing mask with bag or:
NCPAP, HPNO, NIPPV]

Table 1: Examples of question-answer pairs from UIT-ViCoV19QA

answer and at most four unique paraphrased answers
per question.

3.4 Statistics
The statistics of the training, development, and test
sets are described in Table 2. The UIT-ViCoV19QA
dataset consists of 4,500 question-answer pairs in to-
tal. In the table, the average length, as well as the
vocabulary size 3 of questions and answers, are also
presented.

Figure 2 illustrates the distribution of 4,500 ques-
tions of UIT-ViCoV19QA based on number of an-
swers per question. The figure shows that the dataset
contains 1800 questions that have at least two an-
swers, 700 questions have at least three answers and
half of them have a maximum of four paraphrased
answers.

4 Methodologies

4.1 Baseline Models
This experimental section set up various deep
learning models with Encoder-Decoder architec-
ture to evaluate the UIT-ViCoV19QA dataset. These
models have achieved significant results on many

3We use underthesea package: https://github.com/
undertheseanlp/underthesea for word segmentation.

Figure 2: Distribution of total number of answers per
question in UIT-ViCoV19QA

sequence-to-sequence learning tasks that involve
long sequences, such as machine translation, text
summarization, and question answering.

• Attention-based Recurrent Neural Network:
Recurrent neural network (RNN) models used
in the experiments are implemented with two
attention mechanism - Bahdanau Attention
(Bahdanau et al., 2016) and Luong Attention
(Luong et al., 2015). To ensure that the results
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Train Dev. Test All

Number of question-answer pairs 3500 500 500 4500
Average question length 31.44 33.66 32.32 31.79
Average answer length 120.53 116.04 118.11 119.76
Question vocabulary size 4396 1869 1770 4924

Answer 1

Answer vocabulary size 8537 3689 3367 9411

Number of question-answer pairs 1390 209 201 1800
Average question length 35.56 39.22 39.72 36.45
Average answer length 40.54 39.25 42.73 40.64
Question vocabulary size 2883 1269 1207 3305

Answer 2

Answer vocabulary size 2632 1098 1129 2949

Number of question-answer pairs 542 79 79 700
Average question length 34.77 36.70 39.28 35.49
Average answer length 28.68 26.43 30.89 28.67
Question vocabulary size 1836 717 693 2111

Answer 3

Answer vocabulary size 1554 503 585 1753

Number of question-answer pairs 272 39 39 350
Average question length 36.57 37.59 42.15 37.10
Average answer length 29.75 29.03 35.72 30.25
Question vocabulary size 1315 470 460 1519

Answer 4

Answer vocabulary size 924 353 374 1075

Table 2: Overall statistics of the UIT-ViCoV19QA dataset.

are comparable, these models are set up with
similar hyperparameters in the encoder and de-
coder as follows: an embedding layer with di-
mension 512, two hidden layers of 512 gated
recurrent unit (GRU) cells, and a drop-out rate
of 0.5. Bidirectional gated recurrent unit (Bi-
GRU) is applied in the encoder of both mod-
els to help them understand the context better.
For simplicity, RNN models using Bahdanau
attention and Luong attention are annotated as
RNN-1 and RNN-2, respectively.

• Convolutional Network (Gehring et al., 2017):
Different from RNN, convolutional neural net-
work uses many convolutional layers typically
applied in image processing. Each layer uses
filters to learn to extract different features from
the text. In our experiments, the hyperparam-
eters of models are set as follows: embedding
layer with dimension 512, three convolutional
layers with hidden size 512 use 1024 filters

with kernel size 3 x 3, and drop-out probabil-
ity 0.5.

• Transformer (Vaswani et al., 2017): As a dom-
inant architecture in natural language process-
ing (NLP), the model and its variants, such as
BERT and pre-trained versions of BERT, have
been commonly used to achieve state-of-the-art
results for many tasks in the field. The model is
set up with these settings: embedding layer with
dimension 512, two layers with 8 self-attention
heads, positional embedding layer with max
length 500, position-wise feed-forward layer
with dimension 2048 and drop-out rate 0.5.

4.2 Evaluation Metrics

Three standard metrics utilized for evaluating base-
line models. These metrics are commonly used in
machine translation and text summarization tasks
to compare the generated text with human perfor-
mance.
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• BLEU (Papineni et al., 2002): BLEU is an
n-gram based evaluation metric, widely used
for Machine Translation (MT) evaluation to
claim a high correlation with human judgments
of quality. It aims to count the n-gram over-
laps in the reference by taking the maximum
count of each n-gram and clipping the count of
the n-grams in the candidate text to the max-
imum count in the reference. In our experi-
ments, BLEU score is calculated using unigram
(BLEU-1) and 4-gram (BLEU-4) with uniform
weight wn = 0.25.

• METEOR (Lavie and Agarwal, 2007): The
metric is based on the harmonic mean of uni-
gram precision and recall, with recall weighted
higher than precision. Moreover, it has sev-
eral features not found in other metrics, such
as stemming and synonymy matching, along
with the standard exact word matching. Unfor-
tunately, those features are not yet supported for
the Vietnamese language. We set up standard
METEOR only using exact matching for evalu-
ation with α = 0.9, β = 3.0 and γ = 0.5.

• ROUGE-L (Lin, 2004): This metric measures
the longest common subsequence (LCS) be-
tween our model output and reference. The idea
here is that a longer shared sequence would
indicate more similarity between the two se-
quences. An advantage of using LCS is that
it does not require consecutive matches but
in-sequence matches that reflect sentence-level
word order. For each generated answer, we
choose the best score achieved from comparing
it with all existing reference answers.

4.3 Experimental Configuration
To assess the dataset’s quality and illustrate the ef-
fect of having multiple paraphrased answer, we con-
duct and run individual experiment with four differ-
ent dataset settings: one answer, two answers, three
answers and finally, four paraphrased answers per
question.

For Transformer, Adam optimizer is implemented
with parameters as follows: β1 = 0.9, β2 = 0.98,
ϵ = 10−9 and warmup_step = 2000. This setup
varies the learning rate of the model during training
progress by increasing it linearly for the first 2000

training steps and decreasing it after that proportion-
ally to the inverse square root of the step number. For
other models, standard Adam optimizer with a fixed
learning rate of 0.001 is applied in the training.

The training progress is configured with a batch
size of 8 in 30 epochs on an NVIDIA Tesla P100
GPU via the Kaggle platform4. After each epoch, the
performance loss on the train and development sets
is calculated using the Cross-Entropy Loss function.
The maximum length of the model-generated output
is limited to 500 tokens to reduce the generating time
of repetitive loops caused by text degeneration.

5 Experimental Results

Table 3 presents the performance of our baseline
models on different settings of the UIT-ViCoV19QA
dataset. The final score of each metric in the table
is achieved by calculating the average scores of all
model-generated answers.

Evaluated using BLEU-1 and BLEU-4, the per-
formance of models tends to improve when apply-
ing more paraphrased answers in the experiments,
though this trend behaves differently among models.
RNN-1 using two answers per question achieved the
best BLEU-1 of 26.62% while on BLEU-4, Trans-
former using four answers outperforms other models
with a score of 14.38%. Apart from RNN-1 achieves
best score when applying two answers, other models
have highest performance when training and evalu-
ating using four answers.

In contrast with the BLEU score, the performance
of models evaluated by METEOR and ROUGE-L
varies significantly under different dataset settings.
As shown in the table, RNN-2 and Convolutional
perform well when using only one response, with
scores of 33.95% and 32.29% respectively, while
RNN-1 and Transformer need to apply more answers
to achieve better scores.

Three examples of models generated responses
are shown in Table 4 to illustrate the generation per-
formance comparing with the original answer.

5.1 Error Analysis

From the experiment results, we determine that the
Transformer trained on four answers gives the best

4https://www.kaggle.com/
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Model # answers BLEU-1 (%) BLEU-4 (%) METEOR (%) ROUGE-L (%)

1 21.79 10.29 25.34 32.36
2 26.62 12.86 25.15 33.66
3 26.09 12.63 25.98 33.68RNN-1 (Bahdanau et al., 2016)

4 24.56 12.27 23.91 32.57

1 21.04 10.94 24.72 33.95
2 24.07 11.30 23.81 31.92
3 23.8 10.95 23.65 31.65RNN-2 (Luong et al., 2015)

4 24.38 12.30 24.29 32.09

1 19.17 9.51 22.76 32.29
2 21.63 10.81 20.66 30.71
3 22.08 10.68 20.96 30.84Convolutional (Gehring et al., 2017)

4 23.26 10.93 21.84 31.15

1 21.84 10.82 23.37 31.67
2 24.81 13.22 24.60 32.25
3 24.90 13.64 21.72 32.20Transformer (Vaswani et al., 2017)

4 25.19 14.38 23.11 32.19

Table 3: Performance of baseline models on different dataset settings of UIT-ViCoV19QA

performance among others based on BLEU-4 ac-
cording to the approach of Kacupaj et al. (2021).
Twenty samples are randomly chosen from the gen-
erated answers of the model to perform error analy-
sis. We calculate the average length and vocabulary
size and count the number of POS tags in the ref-
erences and generated answers. The statistics of the
analysis process are shown in Table 5.

Original answers Generated
answers

Avg. length 115.53 75.25
Vocabulary size 776 114
# POS tag 16 12

Table 5: The average length, vocabulary size and
number of POS tag in 20 generated samples and
their references

The vocabulary size of the output answers is al-
most seven times less than that of the original an-
swers, while the average length and number of POS
tags do not vary significantly. This implies that
Transformer does not generalize well, and the tokens
overlapping or text degeneration may have occurred
in the outputs of the model.

By checking the generated results of Transformer,

we notice some output answers contain overlapping
phrases and do not match the question and reference
answers. Further review the output of other models,
various mistakes and errors have also been pointed
out in the generated responses. In summary, these
errors can be divided into three main groups.

• The first group includes meaningless and il-
logical answers. In some cases, the generated
answers are just a set of tokens arranged in a
chaotic order.

• The second group contains meaningful and co-
herent answers but do not satisfy the question’s
requirements, as illustrated by the second ex-
ample in Table 4. This type of error can be
caused by the diverse Vietnamese vocabulary
and grammar or long passage, which makes
the model difficult to understand the context of
question.

• The third group consists of text degeneration.
Typically, this is a common phenomenon in
sequence-to-sequence learning tasks when a
word or a phrase is infinitely repeated in the
generated sequence indicating that the mod-
els may not generalize well. As illustrated
by the third example in Table 4, the gener-
ated response does not satisfy the question
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Question: tôi bị dị ứng với thuốc giảm đau giãn cơ . tôi uống thuốc này lúc bị sút lưng ( phồng đĩa đệm ) . vậy xin hỏi tôi
có tiêm vaccine covid-19 được không ạ ? [English: I am allergic to muscle relaxants. I took this medicine when I had a low
back pain (bulging disc). So can I get the covid-19 vaccine?]
Original Answer: chào anh / chị , nếu tình trạng dị ứng của anh / chị ở mức độ thông thường , không có phản vệ từ độ 2 trở
lên , anh / chị vẫn có thể tiến hành tiêm chủng tại bệnh viện được . chúc anh / chị nhiều sức khỏe . trân trọng ! [English:
hello sir / madam , if your allergy is at normal level , not having 2nd degree anaphylaxis or higher , you can still carry out
vaccination at the hospital . Wish you a lot of health. Best regards !]
Generated Answer: chào anh , theo hướng dẫn của bộ y tế , anh thuộc nhóm đối tượng cần thận trọng khi tiêm chủng vaccine
covid-19 . tuy nhiên , anh cần cung cấp đầy đủ thông tin về tình trạng dị ứng của mình cho bác sĩ khám sàng lọc để được tư
vấn cụ thể hơn . cảm ơn câu hỏi của anh . trân trọng ! [English: hello sir, according to the guidance of the Ministry of Health,
you are in the group of subjects that need to be cautious when vaccinating against the covid-19 vaccine. however, you need
to provide enough information about your allergy to the screening doctor for more specific advice. Thanks for your question.
best regards !]

Question: ai không nên tiêm vaccine covid-19 ? [English: who should not get the covid-19 vaccine?]
Original Answer: theo tổ chức y tế thế giới ( who ) , mỗi quốc gia cần chủng ngừa cho ít nhất 70 % dân số mới đạt được
miễn dịch cộng đồng . giống với các loại dược phẩm khác , vaccine covid-19 có thể gây một số tác dụng phụ và không phù
hợp ở từng đối tượng nhất định . tất cả những người có phản ứng dị ứng nghiêm trọng với bất kỳ thành phần hoạt chất hoặc tá
dược nào liệt kê trong mục thành phần vắc xin đều không được tiêm vắc xin . bên cạnh đó , cần thận trọng tiêm chủng với các
đối tượng , như : nếu bạn đã từng có phản ứng dị ứng nghiêm trọng ( phản ứng phản vệ ) sau khi tiêm vắc xin nào đó trước
đây . nếu hệ miễn dịch của bạn bị suy yếu ( suy giảm miễn dịch ) hoặc bạn đang dùng thuốc làm suy yếu hệ miễn dịch ( như
corticosteroid liều cao , thuốc ức chế miễn dịch hoặc thuốc ung thư ) . nếu bạn hiện đang bị nhiễm trùng nặng với thân nhiệt
cao ( trên 38 °c / 100.4 °f ) . nếu bạn có vấn đề về xuất huyết / chảy máu hoặc bầm tím , hoặc nếu bạn đang dùng thuốc làm
loãng máu ( thuốc chống đông máu ) . trong trường hợp nếu bạn không chắc chắn bất kỳ điều gì bên trên , hãy trao đổi với
bác sĩ hoặc chuyên gia chăm sóc sức khỏe của bạn trước khi bạn được tiêm vắc xin . [English: according to the world health
organization ( who ) , every country needs to immunize at least 70 % of the population to achieve herd immunity . Like other
medicines, the covid-19 vaccine can cause some side effects and is not suitable for certain people. All people who have had
a severe allergic reaction to any of the active ingredients or excipients listed in the vaccine ingredients section should not get
the vaccine. In addition , care should be taken in vaccinating subjects , such as : if you have ever had a severe allergic reaction
( anaphylaxis ) after receiving a certain vaccine in the past . if your immune system is weakened ( immunocompromised )
or you are taking medicine that weakens your immune system ( such as high-dose corticosteroids , immunosuppressants or
cancer drugs ) . if you currently have a severe infection with a high body temperature ( above 38 °c / 100.4 °f ) . if you have
bleeding / bleeding or bruising problems , or if you are taking blood thinners ( anticoagulants ) . In case if you are not sure
of any of the above, talk to your doctor or healthcare professional before you receive the vaccine.]
Generated Answer: người dân cần thực hiện nghiêm túc , chấp hành quy định của địa phương , thực hiện thông điệp 5k để
bảo vệ bản thân và những người xung quanh .[English: people need to strictly comply with local regulations and implement
the 5k message to protect themselves and those around them.]

Question: biến chủng Epsilon ( B. 1.427 / B. 1.429 ) là gì ? [English: what is Epsilon (B. 1,427/B. 1,429) variant?]
Original Answer: biến chủng này có thể tự sắp xếp lại một phần của protein đột biến mà virus sử dụng để liên kết với các
tế bào của cơ thể . vì thế , biến chủng epsilon có khả năng lây nhiễm cao hơn khoảng 20 % và dễ dàng làm suy yếu hệ miễn
dịch của con người . [English: this variant can rearrange a portion of the mutated protein that the virus uses to bind to the
body’s cells. Therefore, epsilon variants are about 20% more contagious and easily weaken the human immune system.]
Generated Answer: theo quy định tại điều 11 nghị định số 176 / 2013 / nđ-cp ngày 14/11/2013 của chính phủ về xử phạt
hành chính trong lĩnh vực y tế , hành vi không thực hiện biện pháp cách ly y tế tại điều 11 nghị định số 176 / 2013 / nđ-cp
ngày 14/11/2013 của chính phủ về xử phạt hành chính trong lĩnh vực y tế , hành vi có hành vi có hành vi này bị phạt tiền
từ 5.000.000 đồng đến 10.000.000 đồng đến 10.000.000 đồng đến 10.000.000 đồng ... [English: in accordance with Article
11 of the Government’s Decree No. 176/2013/nd-cp dated November 14, 2013 on administrative sanctions in the health
sector, failure to implement medical isolation measures in Article 11 of the Government’s Decree No. 176/2013/nd-cp dated
November 14, 2013 on administrative sanctions in the health sector, acts committed in this act are subject to a fine of from
VND 5,000,000,000 to VND 10,000,000 to VND 10,000,000 to VND 10,000,000 ...]

Table 4: Examples of answers generated by the proposed models compared with the original answers
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and the phrase "tới 10.000.000 đồng"(to VND
10,000,000) keeps repeated until the end of the
answer.

6 Conclusion and Future Works

In this paper, we presented UIT-ViCoV19QA, the
first community-based question answering dataset
about COVID-19 for Vietnamese. Our dataset com-
prises 4,500 question-answer pairs with multiple
paraphrased answers. The dataset’s quality was eval-
uated through various baseline deep learning mod-
els and commonly used metrics such as BLEU, ME-
TEOR, and ROUGE-L.

We illustrated the effect of having multiple para-
phrased answers for experiments with baseline mod-
els and provided benchmark results for further re-
search. RNN with Bahdanau attention achieves the
best BLEU-1 and METEOR scores of 26.62% and
25.98% when applying two and three answers re-
spectively. Transformers using four answers outper-
forms others on BLEU-4 with score of 14.38%. On
ROUGE-L, RNN with Luong Attention using one
answer has the best performance of 33.95%. The ad-
vantage of having multiple paraphrased answers is
greatly illustrated by BLEU scores, on which three
out of four models achieve the best performance
when applying all four paraphrased answers. On the
contrary, our experiments showed that METEOR
and ROUGE-L scores do not give a clear reflection
of the improvement in models performance when in-
crease number of answer used.

Through error analysis, we showed that the per-
formance of these models is not quite good since
the generated answers contain various errors. There
are several reasons for this: the diversity of the Viet-
namese language, lacking a specific evaluation met-
ric for the Vietnamese language, the long-sequence
content, and the size limitation of our dataset. The
dataset offers a valuable contribution to the com-
munity, providing the foundation for many research
lines in the single-turn QA domain and other areas.

In the future, UIT-ViCoV19QA can be expanded
in size by collecting more relevant question-answer
pairs and creating more paraphrased answers. The
embedding layer of the proposed baselines can also
be investigated to be replaced with pre-trained word
embeddings for Vietnamese, such as PhoBERT

(Nguyen and Nguyen, 2020), to improve model per-
formance.
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Abstract 

This paper investigates vowel sequences in Old 

Japanese from a corpus-based approach by 

using data from the Oxford-NINJAL Corpus of 

Old Japanese (ONCOJ). Three conditions are 

taken into consideration to analyze the corpus 

data, and they are (a) within a phonological 

word, (b) through morphological process, and 

(c) by grammatical element. The results have 

shown that vowel sequences in Old Japanese 

are not random combinations of vowels, but 

they are phonologically constrained. In the first 

and second conditions, the vowel sequences 

tend to show vowel[-front] + vowel[-low]. In the 

third condition, the first vowel of the vowel 

sequence is -i-. In addition to frequency, this 

paper also discusses the types of words and 

compares types with frequencies. 

1 Introduction 

This paper investigates vowel sequences in Old 

Japanese from a corpus-based approach. One of the 

phonological characteristics of Old Japanese is that 

the basic syllable is open, CV, and V (Vovin, 2005; 

Fellesvig, 2010). While CV and V syllables are 

legitimate in Old Japanese, contact of two vowels 

generates a sequence like CV.V or V.V, which is 

uncommon in Old Japanese. 

To avoid vowel sequences, a repair like vowel 

deletion, consonant insertion, or vowel coalescence 

becomes a possible strategy in Old Japanese. Much 

previous research has focused on vowel deletion 

(Oho, 1955, 1977; Yamaguchi, 1985; Unger, 1993; 

Kishida, 1998; Russell, 2003; Vovin, 2005; 

Frellesvig, 2010) and has tried to adopt different 

mechanisms, such as sonority scales and syllable 

numbers, to account for vowel deletion in Old 

Japanese. Although vowel deletion indeed takes 

place in Old Japanese, not all vowel sequences 

render vowel deletion, and vowel sequences still 

exist in Old Japanese. In general, the vowel 

sequences occur in three conditions, as shown in 

(1). 

 

(1)  a. within a phonological word;  

 b. through morphological process;  

 c.  by grammatical element  

 

In the first condition, consonant deletion in the 

intervocalic positions would lead to the contact of 

two vowels. For example, makadi ‘paired oars’ has 

a variant makai without the consonant d. Another 

example for the first condition is mi-ato HON-

foot.print ‘foot print’.1 The formation of this word 

is a prefix of honorifics mi- and the word ato ‘foot 

print’. 

In the second condition, most examples are 

compounds. When the first word is followed by 

another word beginning with a vowel, a compound 

is formed and the two vowels contact, as in opo-isi 

‘big-stone’. In addition to phonological (1a) and 

morphological (1b) factors, grammatical element 

also renders vowel sequences in Old Japanese. For 

 
1 The abbreviations of the glosses in this paper are listed as 

follows: ATTR= attributive; CAUS = causative; CONC = 

concessive; COP = copular; DAT = dative; GEN = genitive; 

HON = honorifics; INF = infinitive; NEG = negation; PART = 

particle; PASS = passive; PERF = perfective; PFX = prefix; 

TOP = topic. 
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example, the infinitive marker in Old Japanese is 

vowel -i-, as in k-i-ir-i ‘come-INF-enter-INF’, and 

there is a vowel sequence -i-i- from the 

grammatical element -i- and the first vowel i in the 

root -ir- ‘enter’. 

Although the three conditions account for vowel 

sequences in Old Japanese, it remains unknown 

what the exact distributions of vowel sequences are 

in the three conditions and what the phonological 

constraints are, if there are, in Old Japanese. 

Therefore, before we explore phonological changes 

like vowel deletion, there is no doubt that we have 

to probe into the distributions of vowel sequences 

in Old Japanese. To achieve this goal, this paper 

adopts a corpus-based approach by collecting data 

from an online database, the Oxford-NINJAL 

Corpus of Old Japanese (ONCOJ). To facilitate the 

discussion, this paper is organized as follows. 

Section 2 introduces the Oxford-NINJAL Corpus 

of Old Japanese (ONCOJ) and discusses data 

selection criteria and analysis procedures. Section 

3 reports the results, and section 4 discusses the 

phonological constraints in the three conditions. 

Besides, section 4 discusses the types of words in 

the corpus. Section 5 concludes this paper. 

2 Corpus and data selection criteria 

This section discusses the corpus used in this paper 

and data selection criteria. The data are collected 

from https://oncoj.ninjal.ac.jp/, with seven major 

philological sources, as listed in (2). 
 

(2)  a. Kojiki kayō (KK), 112 poems; 2,527  

words. Compiled 712 CE 

b. Nihon shoki kayō (NSK), 133 poems;  

2444 words. Compiled 720 CE 

c. Fudoki kayō (FK), 20 poems; 271  

words. Compiled 730s CE 

d. Bussokuseki-ka (BS), 21 poems; 337  

words. Compiled after 753 CE 

e. Man’yōshū (MYS), 4,685 poems;  

83,706 words. Compiled after 759 

CE 

f. Shoku nihongi kayō (SNK), 8 poems;  

134 words. Compiled 797 CE 

g. Jōgū shōtoku hōō teisetsu (JSHT), 4  

poems; 60 words. Date unknown 

 

In ONCOJ, there are 4850 poems in total, and 

97% of the poems are from MYS.  

The steps of data collection are as follows. First, 

Old Japanese is transcribed in Chinese characters 

in two formats: phonographic and logographic. To 

unveil the phonetic values of the transcriptions, 

only the phonographic forms are analyzed in this 

paper. Second, vowels in ONCOJ are in the 

following notation: a, e, o, i, u, wo, wi, and ye. The 

eight vowels are conventionally divided into 

general vowels and paired vowels. The former 

includes vowels a and u; the latter includes pairs 

i/wi, ye/e, and wo/o (the vowels i, ye, and wo in the 

pair are known as korui vowels and the second 

vowels wi, e, and o in the pairs are known as 

otsurui vowels). The eight vowels lead to 64 

possible combinations for vowel sequences. Third, 

the data are classified into three conditions 

depending on how the vowel sequence is 

recognized:  

 

 (a) in a phonological word, as in kai  

      ‘rudder’ and mi-ato ‘foot; foot print’ 

 (b) compound, as in opo-isi ‘big-stone’; 

 (c) grammatical element, as in k-i-ir-i  

      ‘come-INF-enter-INF’.  

 

Finally, since most of the data in Old Japanese 

are poems, this paper focuses on the situations 

where the vowel sequences occur in a phonological 

word. In other words, vowel sequences across a 

phonological word or a phrase, as in wa-ga opo-

kimi 1st.pronoun-GEN big-lord ‘my great lord’ 

(MYS.18.4059), are not analyzed. 

3 Results 

In this paper, there are 627 examples of vowel 

sequences from ONCOJ, and Table 1 below shows 

the general distribution of the combinations of the 

eight vowels. In Table 1, the tendencies in the two 

vowels are different. In the first vowel, vowel a 

outnumbers other vowels. Vowels i and o are 

ranked second and third in Table 1. Other vowels, 

such as u and wo, take less than 10% of the total 

examples. The other three vowels ye, e, and wi, are 

rare in the corpus (< 5% in total). On the other 

hand, vowel wo is the majority in the second vowel, 

and vowel ye is in the second ranking. Fewer than 

100 examples in the corpus, vowels i, wi, a, o, u, 

and e, less frequently appear in the second position 

of vowel sequence.  
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In the 64 possible combinations of the vowel 

sequences, the cell that exceeds 100 examples is 

that of the combination of vowels a and wo, with 

115 examples (18%, 115/627), as in sa-wo-wo-ni 

pa PFX-small-peak-DAT TOP ‘to the small peak’ 

(KK 89), and awo-ni yo-si red-clay good-COP 

‘good red clay’ (MYS.5.806). 

There are two cells with more than 50 examples. 

The first cell is that of the combination of vowels a 

and ye, as in kasuka-ye-no KASUKA-bay-GEN ‘of 

Kasuka Bay’ (KK 95); the second cell is that of the 

combination of vowels o and wo, as in opo-wo-ni 

pa big-peak-DAT TOP ‘to the big peak’ (KK 89). 

The following subsections discuss the distributions 

of vowel sequences in three categories: in a 

phonological word (3.1), compounds (3.2), and 

grammatical element (3.3). 

3.1 Vowel sequences in a phonological word 

 

 

The first category of vowel sequences is that in a 

phonological word. Words with affix, prefix in 

particular, are also included in this category. In 

total, there are 305 examples in this category, as 

shown in Table 2 below.  

In Table 2, if we focus on the first vowel, more 

than half of the examples are in vowel a (157 

examples). On the other hand, vowel wo is the 

majority in the second vowel (140 examples). In 

Table 2, the vowel a tends to cooccur with vowel 

wo or vowel ye, as in awo-ni yo-si red-clay good-

COP ‘good red clay’ (MYS.5.806) and aye-n-u 

gani fall.off-PERF-ATTR PART ‘fallen off’ 

(MYS.8.1507). Other frequent combinations like 

vowels a and wi are also found in the corpus, as in 

kurenawi n-i safflower COP-INF ‘the safflower’ 

(MYS.18.4111). Other first vowels with sufficient 

examples are vowel o (52 examples) and vowel wo 

(40 examples), as in the conjunctional particle 

monowo. There are some sporadic examples such 

Table 1: The distribution of the combinations of the eight vowels 

1st vowel 

2nd vowel 
a i u ye wo e o wi Total 

a 7 38 0 0 0 2 1 1 49 

i 10 28 12 1 0 6 7 6 70 

u 11 10 2 1 2 0 0 0 26 

ye 68 25 19 0 25 0 21 0 158 

wo 115 23 14 4 14 0 56 0 226 

e 0 1 0 0 0 3 0 0 4 

o 3 28 1 0 0 0 0 0 32 

wi 30 13 0 0 1 4 14 0 62 

Total 244 166 48 6 42 15 99 7 627 

Table 2: The distribution of the combinations of the eight vowels (in a phonological word) 

1st vowel 

2nd vowel 
a i u ye wo e o wi Total 

a 2 9 0 0 0 0 0 0 11 

i 8 0 6 0 0 0 0 4 18 

u 7 2 0 0 1 0 0 0 10 

ye 51 3 11 0 26 0 8 0 99 

wo 68 8 7 0 13 0 44 0 140 

e 0 0 0 0 0 1 0 0 1 

o 2 4 0 0 0 0 0 0 6 

wi 19 1 0 0 0 0 0 0 20 

Total 157 27 24 0 40 1 52 4 305 
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as kwoye-te k-ite pass.over-GEN come-GEN ‘pass 

over and come’ (MYS.15.3762). 

3.2 Vowel sequences in compound 

In the second category of vowel sequences, there 

are 131 examples in the corpus. Table 3 shows the 

distribution of the combinations of the eight 

vowels in compounds. 

  

 

If we focus on the first vowel in Table 3, 

approximately half of the examples are in vowel a 

(66 examples). Likewise, the majority in the 

second vowel is vowel wo (68 examples). 

The commonest vowel sequence in Table 3 is 

that of vowels a and wo (47 examples), as in 

masura-wo no strong-male COP ‘strong man’ 

(MYS.5.804). 

 

 

 

Some other sporadic examples are also found in 

the corpus, such as vowels o and wi (13 examples) 

in kumo-wi nasu cloud-be.at COP ‘clouds’ 

(MYS.17.4003), and vowels u and ye (8 examples) 

in sidu-ye pa lower-branch TOP ‘lower branch’ 

(KK 43). 

 

 

3.3 Vowel sequence in grammatical element 

In the third category of vowel sequences, there are 

191 examples in the corpus, as shown in Table 4 

below. 

Different from the distributions in Tables 2 and 

3, the one in Table 4 shows that the majority of the 

first vowel goes to vowel i (70%, 133/191), as in 

wor-i-ak-as-i mo sit-INF-bright-CAUS-INF PART  

 

Table 3: The distribution of the combinations of the eight vowels (in compounds) 

1st vowel 

2nd vowel 
a i u ye wo e o wi Total 

a 5 0 0 0 0 2 1 0 8 

i 2 0 3 1 0 5 3 0 14 

u 4 0 1 1 1 0 0 0 7 

ye 4 0 8 0 0 0 0 0 12 

wo 47 5 7 4 1 0 4 0 68 

e 0 0 0 0 0 2 0 0 2 

o 1 0 1 0 0 0 0 0 2 

wi 3 1 0 0 1 0 13 0 18 

Total 66 6 20 6 3 9 21 0 131 

Table 4: The distribution of the combinations of the eight vowels (in grammatical element) 

1st vowel 

2nd vowel 
a i u ye wo e o wi Total 

a 0 29 0 0 0 0 0 1 30 

i 0 28 3 0 0 1 4 0 36 

u 0 8 1 0 0 0 0 0 9 

ye 13 22 0 0 0 0 12 0 47 

wo 0 9 0 0 0 0 8 0 17 

e 0 1 0 0 0 0 0 0 1 

o 0 24 0 0 0 0 0 0 24 

wi 8 12 0 0 0 4 1 2 27 

Total 21 133 4 0 0 5 25 3 191 

814



 

 

‘sit up all night’ (MYS.18.4068) or in yeda kir-i-

oros-i branch cut-INF-let.down-INF ‘cut down the 

branches’ (MYS.15.3603). Other vowel sequences 

are mostly attested when the second vowel is ye, as 

in i-no ne-raye-n-u ni sleep-GEN sleep-PASS-

NEG-ATTR COP ‘(I) do not sleep’ (MYS.15. 

3665), and kik-o-ye sikado mo hear-INF-PASS 

CONC PART ‘Although I am heard,’ (KK 45). 

Thus far, we have discussed the distributions of 

the vowel sequences in the corpus, and the results 

have shown that the vowel sequences in the first 

and second conditions in (1) differ from those in 

the third condition in (1). 

4 Discussion  

This section discusses phonological constraints in 

the vowel sequences in Old Japanese (4.1) and the 

words with the vowel sequences (4.2). 

4.1 Phonological constraints  

The three categories of vowel sequences in the 

corpus show two phonological constraints in Old 

Japanese. In section 3, we have discussed the three 

categories of vowel sequences in Old Japanese. Of 

the three categories, the third category is different 

from the other categories, as the first vowel in high 

frequency is an infinitive marker, a high front 

vowel i (vowel o as a variant of vowel i). 

 

 

 

 

 

 

 

If we temporarily remove the distribution of 

grammatical element from Table 2, the combined 

distribution of a phonological word and compound, 

as shown in Table 5 below, reflects the first 

phonological constraint of the vowel sequences in 

Old Japanese. 

The five vowel sequences that exceed 5 % of the 

corpus examples are a + wo (115 examples, 26%), 

a + ye (55 examples, 13%), o + wo (48 examples, 

11%), wo + ye (26 examples, 6%), a + wi (22 

examples, 5%).  

The vowel sequences in Table 5 reflect the 

ranking of the unmarkedness of the vowels in the 

two positions: a > o > u > wo > i > e > wi for the 

first vowel and wo > ye > wi > i > a > u > o > e for 

the second vowel. It is apparent that vowel 

sequences in Old Japanese are not just random 

combinations of any two vowels. The vowel 

sequences are preferred to be vowel[-front] plus 
vowel[-low].  

The second phonological constraint based on the 

corpus data is that the general vowels, a and u, and 

the paired vowels i/wi, ye/e, and wo/o (korui 

vowels including i, ye and wo, and otsurui vowels 

including wi, e, and o) are positionally different in 

the vowel sequences. Table 6 below shows the 

nine combinations of general and paired vowels. 

The combination of general and korui vowels 

outnumbers other combinations in the corpus. The 

data in Table 6 suggest that the first vowel is 

preferred to be the general vowels, and the second 

vowel is preferred to be the korui vowels. 
 

 

 

 

Table 5: The distribution of the combinations of the eight vowels (without grammatical element) 

1st vowel 

2nd vowel 
a i u ye wo e o wi Total 

a 7 9 0 0 0 2 1 0 19 

i 10 0 9 1 0 5 3 4 32 

u 11 2 1 1 2 0 0 0 17 

ye 55 3 19 0 26 0 8 0 111 

wo 115 13 14 4 14 0 48 0 208 

e 0 0 0 0 0 3 0 0 3 

o 3 4 1 0 0 0 0 0 8 

wi 22 2 0 0 1 0 13 0 38 

Total 223 33 44 6 43 10 73 4 436 
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Table 6: Combinations of general and paired 

vowels 

*G = general vowels; K = korui vowels; o = otsurui 

vowels 

 

To sum up, the two phonological constraints in 

vowel sequences in Old Japanese are vowel[-front] 

plus vowel[-low] in terms of vowel types and general 

vowel plus korui vowel in the terms of vocalic 

categories. 

4.2 The words with the vowel sequences  

In this section, we discuss the vowel sequences in 

the word differences in the corpus. In Table 5, we 

have shown the frequencies of vowel sequences in 

the corpus, while some words are frequently used 

in the corpus. For example, the word monowo 

‘focus particle’ is attested 38 times in the corpus, 

and the word awo ‘green or blue’ is attested 32 

times. The fact that two words are highly 

frequently used in the corpus makes vowel wo 

prominent in the second vowel. To fully 

understand the vowel sequences in Old Japanese, it 

is necessary to calculate the vowel sequences in 

terms of types of words, not the frequency of 

words. 

Table 7 shows distributions in a phonological 

word without affixation. Examples of compounds 

are also not included in the discussion. In Table 7, 

there are 50 words, and half of the words are those 

with vowel a as the first vowel, as in taye ‘break’ 

and sakaye ‘prosper’ for a + ye (9 words), awo 

‘green or blue’ and mawos- ‘speak [hum]’ for a + 

wo (6 words), and sawi ‘rushing’ for a + wi (4 

words). 

If we consider the number of words together 

with the tokens in the vowel sequences in Table 7, 

the top three vowel sequences are a + wo, a + ye, 

and o + wo. 

5 Conclusion 

This paper has discussed the vowel sequences in 

Old Japanese from a corpus-based approach. This 

paper has discussed the vowel sequences in terms 

of three conditions: in a phonological word, in 

compound, and in grammatical element. The 

results have shown that the distribution of 

grammatical element differs from those of the 

other two categories in the vowel types since most  

 

Table 7: The number of words in vowel sequences 

Vowel 1 Vowel 2 Words Tokens 

a ye 9 50 

a wo 6 55 

a wi 4 19 

i wo 4 7 

u wo 4 7 

o wo 4 44 

a u 3 7 

u ye 3 11 

o ye 3 8 

wo ye 2 26 

a a 1 2 

a i 1 8 

i ye 1 1 

i wi 1 1 

u i 1 6 

wi i 1 4 

wo wo 1 12 

e e 1 1 

Total 50 269 

 

examples in the category of grammatical element 

are reflected by the infinitive marker, vowel i. 

On the basis of the corpus data, this paper has 

also discussed two phonological constraints and 

the types of vowel sequences in words. On the one 

hand, the first vowel tends to be [-front] and the 

second vowel to be [-low]; on the other hand, the 

first vowel tends to be general vowels and the 

second to be korui vowels. In addition to the 

frequencies of the corpus data, this paper has 

explored the words in different vowel sequences. 

The comparison of words and tokens has indicated 

that the most frequently used vowel sequences are 

a + ye, a + wo, and o + wo.  

Much effort has been made to discuss the vowel 

sequences within the domain of a phonological 

word in Old Japanese. It is also possible that vowel 

sequences are attested beyond the phonological 

word. For example, in wa-ga opo-kimi 1st.pronoun-

GEN big-lord ‘my great lord’ (MYS.18.4059), 

there is a vowel sequence between the genitive 

1st vowel 

2nd vowel 
G K O Total 

G 19  14 3  36 

K 222 61 68 351 

O 26  7  16 49 

Total 267 82 87 436 
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case marker ga and the noun opo-kimi. In future 

research, one topic that needs in-depth 

investigation could be the vowel sequences across 

phonological words. After that, a complete picture 

of the vowel sequences in Old Japanese can be 

obtained. 
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Abstract 

In Word Sense Disambiguation (WSD), several 
studies have proposed systems that incorporate 
dictionary glosses. The use of glosses expressed 
in short sentences can improve the accuracy of 
the WSD system. However, since many glosses 
are short sentences, additional lexical 
information could improve accuracy. In this 
study, we propose a method to incorporate 
examples of word senses described in WordNet 
3.0 as new lexical information into BEM, a WSD 
system, and analyze the effectiveness of the 
examples of word senses. Specifically, 
examples of word senses are input into BEM, 
and the [CLS] vector or target word vector is 
taken from the output word embedding 
representation sequence and used as the sense 
embedding representation. In the experiment, 
out of six evaluation sets, including the 
development set, the F1 score decreased in five 
evaluation sets and improved in one evaluation 
set. Since the F1 score improved in one 
evaluation set, we expect that the use of 
examples of word senses would be effective. 

1 Introduction 

Word sense disambiguation (WSD) is one of the 
major tasks in natural language processing (NLP). 
WSD is the process of identifying the most 
appropriate sense for a polysemous word in context. 
This technique is crucial in many applications in 
other areas of NLP, such as machine translation 
(Nguyen et al., 2018), information extraction (Chai 

and Biermann, 1999), text summarization (Rahman 
and Borah, 2020), and so on.  

Previous research has shown that incorporating 
lexical information, such as glosses, into a WSD 
system improves accuracy (Luo et al., 2018a, b; 
Blevins and Zettlemoyer, 2020). Glosses have been 
found to be effective for both most frequent sense 
(MFS) and less frequent sense (LFS). However, 
many of the glosses are written in short sentences, 
and it is not clear whether the glosses effectively 
capture the information in the sense. We expect that 
the use of information on many senses, rather than 
just glosses, will capture the characteristics of 
senses. 

To solve this problem, we propose a WSD 
method to use examples of word senses from 
WordNet 3.0 (Miller, 1995) as additional lexical 
information in BEM (Blevins and Zettlemoyer, 
2020). In the proposed system, the target word 
vector or [CLS] vector of examples of word senses 
is used as the sense embedding representations. We 
expect that the use of examples of word senses as 
well as glosses can effectively capture the 
characteristics of word senses. We compare the 
performance of this proposed method with that of 
BEM to test the effectiveness of examples of word 
senses in WSD. 

2 Related Work 

There are two types of word sense disambiguation 
(WSD) tasks: the Lexical Sample Task, in which the 
target words for WSD are predefined, and the All-
words WSD, in which all polysemous words in a 
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sentence are target words. This study is categorized 
as an All-words WSD.

The BEM by Blevins et al. consists of a context 
encoder that represents the target word and its 
surrounding context and a gloss encoder that 
represents the sense glosses, representing the target 
words and senses in the same embedding space.
These two encoders are initialized with a pre-trained 
model, BERT (Devlin et al., 2019), and are jointly 
fine-tuning. This method outperforms the results for 
All-words WSD in English presented in the 
previous study by Raganato et al. (2017b). In this 
study, the model was trained in BEM by creating a 
new sense embedding representation of examples of 
word senses.

It has been shown that lexical information such 
as glosses is a valuable resource for improving the 
accuracy of WSD. Lesk (1986) used overlap 
between sense glosses and the context of the target 
word to estimate the sense of the target word. This 
method was later extended to incorporate WordNet 
graph structure (Banerjee and Pedersen, 2003). It 
has also been extended to incorporate word 
embeddings (Basile et al., 2014). In a recent study, 
Luo et al. (2018a, b) input sense glosses into a 
neural WSD system and significantly improved 
accuracy.

3 BEM

In this section, we introduce the BEM proposed by 
Blevins et al. The model structure of the BEM is 
shown in Figure 1. BEM is a supervised WSD
system designed to efficiently utilize sense glosses
that define a less frequent sense. BEM is composed 
of two independent encoders: a context encoder that 
represents the target word and surrounding context, 
and a gloss encoder that embeds the sense glosses.
Each encoder is a deep transformer network 
initialized with BERT to take advantage of the word 
sense information obtained from prior training 
(Coenen et al., 2019; Hadiwinoto et al., 2019). Thus, 
the input to each encoder is padded with BERT-
specific start [CLS] and end [SEP] symbols.

BEM is designed to encode contextualized target 
words and sense glosses independently (Bromley et 
al., 1994; Humeau et al., 2019), and each of these 
models is initialized with a BERT-base.

The context encoder takes as input a context
sentence containing the target words for WSD.

is represented by 

where is the target word of the context 
sentence. The context encoder outputs a context-
aware word embedding representation sequence .
The target word vector in the word embedding 
sequence is denoted by , where is the 
representation output by . is given by

For words tokenized into multiple subword by the 
BERT tokenizer, the word is represented by the 
average representation of the subword parts. For 
example, if the through tokens correspond 
to the subword of the word, is given by

The gloss encoder takes as input the gloss
that define the sense . The 

[CLS] vector, which is the first representation in the 
word embedding representation sequence output by 
gloss encoder, is the global representation of . The
global representation of is denoted by , and is 
given by

As shown in the following equation, each 
candidate sense of the target word is 
given a score by taking the dot product of and 
every .

where is . When evaluating, the 
meaning of the target word is predicted to be 

Figure 1. Model Structure of BEM
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the with the highest score for the dot 
product of and .

For the score of each candidate sense of the target 
word , the BEM is trained using a loss function, 
cross-entropy loss. Given a word-sense pair , 
the loss function of the system is given by

4 Method

In this study, we input examples of word senses into 
the BEM to estimate the sense of the target word.
Specifically, we use the [CLS] vector and the target 
word vector obtained from the examples of word 
senses as the sense embedding representations.
Three main types of examples of word senses 
representations are used to train the BEM, and three 
types of models are created using the examples of 
word senses representations. The method of 
representation of examples of word senses is 
explained in detail in Sections 4.1, 4.2, and 4.3. The 
examples of word senses are obtained from 
WordNet3.0.

4.1 Word Sense Disambiguation Using the 
[CLS] Vector of Examples of Word 
Senses

In this section, we present an approach using [CLS] 
vector of examples of word senses. The structure of 
the model using the [CLS] vector of examples of 
word senses is shown in Figure 2. If there are 
multiple examples of the sense for a sense, one of 

them is obtained. The obtained examples of the 
sense are input to the gloss encoder, and the [CLS] 
vector is extracted from the word embedding 
representation sequence output from the gloss 
encoder. We use the extracted [CLS] vector as the 
sense embedding representation. We take the dot 
product of the target word vector of the context
sentence output by the context encoder and the 
[CLS] vector of the sense glosses output by the 
gloss encoder. In addition, we take the dot product 
of the target word vector of the context sentence
output by the context encoder and the [CLS] vector 
of the examples of the sense output by the gloss 
encoder. The results of the dot product calculation
are used as the score of each candidate sense. Then, 
the sense with the highest score among each 
candidate sense is estimated as the sense of target 
word.

4.2 Word Sense Disambiguation Using the 
Target Word Vector of Examples of 
Word Senses

In this section, we present an approach using the
target word vector of examples of word senses. The 
structure of the model using the target word vector 
of examples of word senses is shown in Figure 3. If 
there are multiple examples of the sense containing 
the target word for a sense, one of them is obtained.
For example, if the target word is "review," the 
examples of the sense with words of the same type
as "review" in the sentence are obtained. The

Figure 2. Structure of the Model Using the [CLS] 
Vector of Examples of Word Senses

Figure 3. Structure of the Model Using the Target 
Word Vector of Examples of Word Senses
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obtained examples of the sense are input to the 
context encoder, and the target word vector is 
extracted from the word embedding representation 
sequence output from the context encoder. We use 
the extracted target word vector as the sense 
embedding representation. We take the dot product 
of the target word vector of the context sentence 
output by the context encoder and the [CLS] vector 
of the sense glosses output by the gloss encoder. In 
addition, we take the dot product of the target word 
vector of the context sentence output by the context 
encoder and the target word vector of the examples
of the sense output by the context encoder. The 
results of the dot product calculation are used as the 
score of each candidate sense. Then, the sense with 
the highest score among each candidate sense is 
estimated as the sense of target word.

4.3 Word Sense Disambiguation with the 
vector of sense glosses updated with 
examples of word senses

In this section, we present an approach that updates 
the vector of sense glosses with examples of word 
senses. The structure of the model with the vector of 
the sense glosses updated with the examples of word 

senses is shown in Figure 4. If there are multiple 
examples of the sense for a sense, one of them is 
obtained. If no examples of the sense exist for a
sense, the sense gloss is used as the examples of the
sense as a substitute. The obtained examples of the 
sense are input to the gloss encoder, and the [CLS] 
vector is extracted from the word embedding 
representation sequence output from the gloss 
encoder. We use the extracted [CLS] vector as the 
sense embedding representation. We then update 
the word sense vector of the sense glosses by fine 
tuning each encoder with the sense glosses, 
followed by fine tuning with the examples of the 
sense.

5 Experiments

5.1 Datasets

We use the WSD framework created by Raganato et 
al. (2017b) to evaluate model performance. As 
training data, we use the SemCor corpus (Miller et 
al., 1993), a large dataset of manually annotated 
word senses from WordNet. SemCor contains 
226,036 annotated examples covering 33,362 
senses. We use the SemEval-2007 (SE07) dataset 
(Pradhan et al., 2007) as the development set. As 
evaluation sets, we use the Senseval-2 (SE2; Palmer 
et al. (2001)), Senseval-3 (SE3; Snyder and Palmer 
(2004)), SemEval-2013 (SE13; Navigli et al. 
(2013)), SemEval- 2015 (SE15; Moro and Navigli 
(2015)), and ALL datasets. The ALL dataset is a 
dataset that concatenates all development and 
evaluation sets. In addition, all sense glosses and 
examples of word senses used in this system are 
taken from WordNet 3.0.

The Senseval/SemEval dataset is a dataset 
focused on the WSD task. The characteristics of 
each dataset are shown in Table 1.

Dataset Part-of-speech of the Target Word Number of Senses Number of Annotated Example
SE07 Nouns, Verbs 375 455
SE2 Nouns, Verbs, Adj., Adv. 1335 2282
SE3 Nouns, Verbs, Adj., Adv. 1167 1850
SE13 Nouns 827 1644
SE15 Nouns, Verbs, Adj., Adv. 659 1022

Table 1. Characteristics of the Senseval/SemEval Dataset

Figure 4. Structure of the Model with Vector of 
Sense Glosses Updated with Examples of Word 
Senses
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Model Explanation 
BEM1 Use [CLS] vector of examples of word 

senses (Section 4.1) 
BEM2 Use target word vector of examples of 

word senses (Section 4.2) 
BEM3 Vector of sense gloss updated with 

examples of word senses (Section 4.3) 
Table 2. The Model Proposed in this Study 

  

5.2 Experimental Setup 

The models presented in Sections 4.1, 4.2, and 4.3 
are shown in Table 2. We compare the F1 score of 
these models with the F1 score of the BEM to 
analyze the effectiveness of the examples of word 
senses. BEM1 and BEM3 are trained in the Google 
Colaboratory Pro+ and BEM2 are trained in the 
Google Colaboratory Pro environment. 

Each model proposed in this study is trained in 
the Google Colaboratory environment, which has a 
limited runtime, and therefore epochs that can be 
done in a single run is limited. Also, each model 
saves only the model with the highest F1 score and 
resumes training. Therefore, if current run does not 
obtain a higher F1 score than the previous run, the 
model training is terminated at that point. As a result, 
epochs vary from model to model. BEM1 is trained 
14 epochs, BEM2 is trained 6 epochs, and BEM3 is 
trained 17 epochs. We use context batch size 4; 
BEM1 and BEM2 use gloss batch size 128 and 
BEM3 uses gloss batch size 256. 

5.3 Evaluation Method 

We use the development and evaluation sets 
presented in Section 5.1 to evaluate the performance 
of our models by determining the F1 score of each 
model. We used the model with the highest F1 score 
in the development set to obtain the F1 score in the 
evaluation set. 
 
 
 

  
 Zero-shot Words 
BEM 91.2 
BEM1 92.2 
BEM2 92.9 
BEM3 90.6 

Table 4. F1 Score of Zero-shot Words 

5.4 Results 

The F1 score for BEM, BEM1, BEM2, and BEM3 
on the development set and the five evaluation sets 
are shown in Table 3. BEM1, BEM2, and BEM3 
with the use of examples of word senses resulted in 
lower F1 score than BEM in all development and 
evaluation sets except the Senseval-3 evaluation set. 
For the Senseval-3 evaluation set, the highest score 
is 78.1% for BEM2, which is a 0.7% improvement 
over BEM.  

The F1 score for zero-shot words in the ALL 
evaluation set are shown in Table 4. zero-shot words 
are words that did not appear in the training data. 
BEM3 results in an F1 score below that of BEM, 
while BEM1 and BEM2 outperform the F1 score of 
BEM by up to 1.7%. 

6 Discussion 

The model using the examples of word senses 
results in lower F1 score than the original BEM, 
except for the senseval-3 evaluation set. This 
indicates that the examples of word senses are noise 
and have a negative impact on the system. However, 
since the senseval-3 evaluation set improves the F1 
score, we expect that the use of examples of word 
senses may be effective if we devise a way to use 
them. 

Among the models using examples of word 
senses, BEM2 shows the best results. therefore, we 
can say that the most effective way to incorporate 
examples of word senses into a model is to represent 
the examples of word senses as the target word 
vector. The reason for the best results with the target 
word vector is thought to be that unlike the sense 
glosses, the examples of word senses the usage of  

 SE07 SE2 SE3 SE13 SE15 ALL 
BEM 74.5 79.4 77.4 79.7 81.7 79.0 
BEM1 73.8 78.6 76.7 77.4 80.6 77.8 
BEM2 73.6 79.3 78.1 78.2 80.3 78.5 
BEM3 73.0 77.6 76.2 76.5 80.1 77.0 

Table 3. F1 Score for Each Model 
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 BEM-correct BEM-wrong 
BEM1-correct - 249 
BEM1-wrong 333 - 
BEM2-correct - 215 
BEM2-wrong 249 - 
BEM3-correct - 251 
BEM3-wrong 391 - 

Table 5. Comparison of the number of correct and 
incorrect senses between BEM and BEM1~3. For 
example, 249 is the number of senses that are wrong 
in BEM but correctly estimated in BEM1. 
 
the sense, not the meaning of the sense. This may 
have resulted in the [CLS] vector having a low F1 
score because the [CLS] vector could not effectively 
express the features of the sense meaning due to the 
presence of many words in the examples of word 
senses that have a low similarity to the sense 
meaning. BEM2 also has a higher F1 score than the 
original BEM on the senseval-3 evaluation set. 
Therefore, we expect that the F1 score will be 
improved by devising the use of examples of word 
senses. For example, if the target word is "review," 
we are considering using "reviewed," the past tense 
of review, or "reviews," the plural of review, as the 
target word. 

We find that BEM1 and BEM2 have a higher F1 
score for zero-shot words than the original BEM. 
Therefore, we think that using the examples of word 
senses as sense embedding representations can 
effectively represent the features of words that do 
not appear in the training data. 

To analyze the experimental results of this study 
in detail, we examined the number of senses that 
were wrong in the BEM but correct in the model 
using examples of word senses, and the number of 
senses that were correct in the BEM but wrong in 
the model using examples of word senses, based on 
the estimation results of the ALL evaluation set. The 
results of the survey are shown in Table 5. The 
survey results show that the proposed system can 
correctly estimate senses that are incorrectly 
estimated by BEM. However, more than that 
number, the proposed system incorrectly estimates 
senses that are correctly estimated by BEM. In 
particular, BEM1 and BEM3 incorrectly estimate 
84 and 140 more than the original BEM, 
respectively. In contrast, BEM2 is estimated with 34 
more errors than the original BEM. This indicates 
that although BEM2 has fewer correctly estimated 
senses than BEM1 and BEM3, it has less negative  

 Nouns Verbs Adj. Adv. 
BEM1 4.49% 5.39% 4.40% 2.60% 
BEM2 3.26% 4.30% 3.14% 2.31% 
BEM3 5.02% 7.20% 4.50% 3.76% 

Table 6. Percentage of Parts of Speech of Newly 
Mistaken Word Senses When Examples of Word 
Senses are Used 
  
 Nouns Verbs Adj. Adv. 
SE07 2.52% 6.42% - - 
SE2 1.97% 5.80% 2.47% 2.36% 
SE3 2.78% 1.70% 3.71% 0% 
SE13 4.38% - - - 
SE15 3.39% 4.78% 3.75% 2.50% 
ALL 3.26% 4.30% 3.14% 2.31% 

Table 7. Percentage of Parts of Speech of Newly 
Mistaken Word Senses in Each Evaluation Set 
(BEM2) 
 
impact on the system than BEM1 and BEM3. These 
results indicate that although the examples of word 
senses have a negative impact on the system, there 
are many cases where a sense that is wrong in the 
original BEM is correctly estimated by the BEM 
using the examples of word senses. Therefore, we 
anticipate that the system's accuracy could be 
improved by devising ways to use examples of word 
senses. 

To analyze in detail the findings presented in 
Table 5, we investigated the percentage of newly 
mistaken word senses parts of speech in the ALL 
evaluation set when using examples of word senses. 
The results of the survey are shown in Table 6. The 
survey results show that the use of example word 
senses increases the number of mistakes most 
frequently in the identification of verb senses. 
Therefore, we consider that to improve the accuracy 
of the WSD, it is necessary to reconsider the method 
of extracting examples of word senses related to 
verbs. 

To analyze the cause of the decrease in accuracy 
in the evaluation sets other than senseval3, we 
examined the proportion of parts of speech of newly 
mistaken word senses in BEM2 in each evaluation 
set. The results of the survey are shown in Table 7. 
The survey results show that the senseval3 
evaluation set with improved accuracy has fewer 
errors in verb senses, while the other evaluation sets 
have more errors in verb senses. This suggests that 
the accuracy of identifying verb senses contributes 
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to the difference in accuracy of each evaluation set. 
One possible reason for the high number of errors in 
verb senses could be that only examples of word 
senses containing words of the same type as the 
target word were used. Therefore, we consider that 
accuracy could be improved by increasing the 
number of examples of word senses used by 
extracting examples of word senses that include 
words converted to the past tense, plural, etc. 

7 Conclusion and Future Work 

In this study, we analyzed the effectiveness of 
examples of word senses in WSD by using 
examples of word senses retrieved from WordNet 
3.0 as sense embedding representations and 
incorporating them into BEM. The results showed 
that the use of examples of word senses decreased 
the overall performance, but the model using the 
target word vector of the examples of word senses 
slightly improved the F1 score on the Senseval-3 
evaluation set. Additionally, the F1 score of zero-
shot words was improved. Thus, we expect that 
although examples of word senses have a negative 
impact on BEM, they can be effective if examples 
of word senses are used in a different way. 

For future work, we are considering reexamining 
the extraction method when using the target word 
vector of examples of word senses, such as targeting 
not only those that are isomorphic to the target word, 
but also those that have been transformed into plural 
or past tense forms. We are also considering other 
ways to use examples of word senses to mitigate 
data bias, such as using examples of word senses 
only in the case of LFS without using examples of 
word senses in the case of MFS. 
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Abstract 

Existing knowledge graph-based learning 

methods for word sense disambiguation use 

word-to-word relations to learn models, but 

do not learn using the hierarchical relations 

of word senses in a single word. In addition, 

even when defining sentences in a Japanese 

dictionary are applied, the accuracy of 

judging the hierarchical relationship of 

word senses is poor, and the effect of 

knowledge graph embedding learning is not 

fully achieved. This study analyzes how to 

edit dictionary descriptions to improve the 

accuracy of models that judge the 

hierarchical relationship between senses in 

a Japanese dictionary. The results of the 

analysis showed that the accuracy of the 

unedited dictionary was 60.9%, while the 

accuracy of the edited dictionary was 83.3%, 

confirming the improved performance of 

the model. 

1 Introduction 

Word sense disambiguation (WSD) is the task of 

identifying which sense is used in a sentence for a 

polysemous word in the sentence. In the last few 

years, many knowledge graph-based approaches 

have been studied that do not require the cost of 

word sense labeling. Related works include 

GlossBERT (Huang et al., 2019) and BEM (Blevins 

and Zettlemoyer, 2020), which combine word sense 

definition sentences with supervised learning, and 

EWISE (Kumar et al., 2019) and EWISER 

(Bevilacqua and Navigli, 2020), which use word-to-

word relations in knowledge data. However, these 

methods do not learn models using the hierarchical 

relationship of word senses in words. When the 

EWISE system learned the hierarchical relationship 

of word senses using the Japanese dictionary 

definition sentences in their original form, it was 

found that the relationship judgment accuracy of the 

generated models was low, and the knowledge 

information was not sufficiently learned. In the 

Iwanami Japanese Dictionary, there are definition 

sentences that only describe usage expressions and 

part-of-speech expressions such as "《attached to 

noun 》 " and "((adjective))". In Japanese, it is 

expressed as "《名詞に付けて》" and "((形))". 

Such definitions are likely to exist in multiple 

dictionaries and overlap in content, thus inhibiting 

learning of the hierarchical relationship between 

senses. Therefore, in addition to the existing 

relations between words, we will learn the 

hierarchical relations of word senses and analyze 

how the contents of the Japanese dictionary can be 

edited and modified to improve the accuracy of the 

hierarchical relation judgment model of word senses. 

Learning a model for judging the hierarchical 

relationship of word senses is an initial task to 

improve the performance of the knowledge graph 

embedding system. 

To investigate how well the information in the 

knowledge graph can be embedded, we use the 

knowledge graph embedding learning of the 

EWISE system, which provides accuracy in judging 
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the relationship between triples of data in the 

knowledge data. 

2 Related Work 

Many approaches based on knowledge graphs have 

been studied. 

In GlossBERT, a pre-trained BERT encoder is 

given a context and a word definition sentence, and 

is trained to judge whether the word definition 

sentence correctly describes the usage of the target 

word. In BEM, two encoders are used for the 

GlossBERT approach to learn the distributed 

representations of the context and the word 

definition sentences separately. These studies 

combine word definition sentences with supervised 

learning. 

In EWISE, distributed representations of word 

senses are learned from WordNet word-word 

relations and incorporated into the WSD task. In 

EWISER, the weights given to words are learned 

using WordNet word-to-word relationships, and the 

resulting matrices are incorporated into the WSD 

task. These studies use word-to-word relationships 

in knowledge data. 

However, in these related works, no model 

learning has been conducted using the hierarchical 

relationship of word senses in a single word. In this 

study, the model is trained using a single word 

hierarchical relationship. 

3 Hierarchical relation judgment system 

The knowledge graph embedding system of the 

EWISE system is used to judgment the hierarchical 

relationship between senses in a Japanese dictionary. 

The system is shown in Figure 1. 
 

  
Figure 1: Hierarchical relation judgment system 

 

3.1 Definition Sentence Encoder 

The definition sentence encoder uses the BiLSTM 

Max encoder (Conneau et al, 2017). The fixed-

length representation obtained by inputting 

definition sentences to BiLSTM and Max Pooling 

the output is the output of the definition sentence 

encoder. 

3.2 Fine-grained Sense Relation Judgment 

Model 

The fine-grained sense relation judgment model 

takes as input a distributed representation of two 

Japanese definitions and judges the hierarchical 

relation between the definitions. ConvE (Dettmers 

et al., 2013) is used for this fine-grained sense 

relation judgment model. A knowledge graph 

usually consists of a set 𝐾  of 𝑁  triples (ℎ, 𝑙, 𝑡) 

consisting of two entities (ℎ, 𝑡) and one relation (𝑙). 

ℎ is the head entity and 𝑡 is the tail entity. ConvE 

formulates the scoring function 𝜓𝑙(𝑒ℎ, 𝑒𝑡)  for a 

triple (ℎ, 𝑙, 𝑡) as: 

 

𝜓𝑙(𝑒ℎ, 𝑒𝑡) = 𝑓(vec(𝑓([𝑒ℎ̅̅ ̅; 𝑒�̅�] ∗ 𝑤))𝑊)𝑒𝑡 (1) 

 

where 𝑒ℎ and 𝑒𝑡 are the parameters of the entity, 𝑒𝑙 

is the parameter of the relation, �̅� is a 2-dimensional 

deformation of 𝑥, 𝑤 is a 2-dimensional convolution 

filter, vec(𝑥) is a vectorization of 𝑥, 𝑤 is a linear 

transformation, and 𝑓  is a normalized linear unit. 

For the target head entity ℎ, we compute the score 

𝜓𝑙(𝑒ℎ, 𝑒𝑡)for each entity in the graph as a tail entity. 

Probability estimates for the validity of a triple 

(ℎ, 𝑙, 𝑡) are obtained by applying a sigmoid function 

to the scores: 

𝑝 = 𝜎(𝜓𝑙(𝑒ℎ, 𝑒𝑡)) (2) 

3.3 Model Learning 

Figure 2 shows the training flow of the definition 

sentence encoder and the fine-grained sense relation 

judgment model. The training data are knowledge 

data describing the hierarchical relationship of word 

meanings and definition sentences associated with 

the definition sentence IDs. The definition sentence 

is decomposed into morphemes, and the distributed 

representation of each morpheme is input to the 

definition sentence encoder. The distributed 

representation of morphemes is pre-trained using 

fastText (Bojanowski et al., 2016) and GloVe 

(Pennington et al., 2014). The word sense relations 

are transformed into embedding vectors by the 

embedding layer in the inter-sense relation 

judgment model. The parameters of the fine-grained 

sense relation judgment model are initially set to the 

parameters of the initial model trained with only 
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triples (ℎ, 𝑙, 𝑡) of word sense hierarchical relations. 

Equation (1) is modified to Equation (3) to learn the 

definition sentence encoder. 

 

𝜓𝑙(𝑒ℎ, 𝑒𝑡) = 𝑓 (vec (𝑓([ 𝑞(ℎ)̅̅ ̅̅ ̅̅ ; 𝑒�̅�] ∗ 𝑤)) 𝑊) 𝑒𝑡 (3) 

 

where 𝑞(. ) is the definition sentence encoder and 

the head entity is the encoded definition of the entity.  

The parameters of the model are updated based on 

the estimates 𝑝  and the labels. The loss function 

uses the binary cross-entropy: 

 

𝐿𝐶 = −
1

𝑁
∑(𝑡𝑖･ 𝑙𝑜𝑔(𝑝𝑖) + (1 − 𝑡𝑖)･ 𝑙𝑜𝑔(1 − 𝑝𝑖))

𝑖

(4) 

 

where 𝑡𝑖  is 1 if the triple (ℎ, 𝑙, 𝑡) is appropriate, 0 

otherwise. 𝑝𝑖  is an estimate of the score shown in 

Equation (3). 

Section 5.1 shows the training data, the 

distributed representation of morphemes, and 

Section 5.3 details the evaluation method of the 

model. 

  
Figure 2: Model Learning Flow 

4 Editing and modifying the definition text 

4.1 Editing Definition Sentences  

Edit the Iwanami Japanese Dictionary to correspond 

to the WordNet (Miller, 1995) triple data used in 

EWISE. 

4.1.1 Assigning IDs to Definition Sentences 

The Iwanami Japanese Dictionary's definition 

sentence IDs are assigned by combining the 

headword number (1 to 5 digits), major category 

number (1 digit), middle category number (1 digit), 

and minor category number (1 to 2 digits) in this 

order, excluding the compound word number.  

The hierarchical relationship of word senses is 

learned on the two relationships of hypernym and 

hyponym from the classification method of the 

Iwanami Japanese Dictionary. The hierarchical 

relationship is a tree structure as shown in Figure 3. 

The parent of a tree structure is a hypernym of its 

children, and its children are hyponym of the parent. 

When recording triples, only the relationships 

between nodes connected by edges are recorded. 

 
Figure 3: Hierarchical relationship of word senses 

(The number in the node corresponds to the right 

three digits of the dictionary ID.) 

4.2 Change Definition Sentence 

To improve the accuracy of judging the relationship 

between triples of knowledge data, we propose the 

following settings A, B, ① to ⑤. 

4.2.1 Setting A and B 

There are word definitions in which the definition is 

written only with the double parentheses "(( ))", 

double mountain brackets "《》", and turtle-shell 

bracket "[ ]", which do not explain the meaning of 

the word, so the definition itself is deleted. Deleting 

a definition sentence affects the total number of 

triples of knowledge data differently from changes 

in subsequent clauses. Experiments were conducted 

for setting A, in which the Iwanami Japanese 

Dictionary was not edited, and setting B, in which 

definition sentences that do not explain word 
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meanings were deleted, and the setting with the 

highest accuracy was carried over to the changes in 

subsequent clauses.  

4.2.2 Setting ① and ①*. 

The three types of expressions, double parentheses 

"(( ))", double parentheses "《》", and parentheses 

"< >", indicate the attributes, uses, and classification 

of the headword, and were deleted from the 

definition text. For the turtle-shell bracket "[ ]" 

expression, a similar expression exists in the 

WordNet definition text, but the setting ① * is 

deleted to check whether the category name is 

necessary. Symbols were removed and replaced 

because they were superfluous expressions. The 

symbols deleted were "↓", "△", and "×", and the 

symbols replaced were "▽" with"。" and "【】" 

with " 『』 ". In addition, full-width alphabetic 

characters have been changed to half-width 

characters. Example sentences are described in the 

dictionary, but the headwords included in the 

example sentences are replaced by hyphens "-". The 

hyphen "-" is replaced by the headword (hiragana).  

4.2.3 Setting ② 

In the case of hiragana, it is preferable to convert the 

words to kanji to obtain an accurate representation 

of the variance because of the presence of words 

with homonymous meanings. Since many of the 

headwords have more than one Kanji character, 

those that can be replaced one-to-one were replaced 

with Kanji characters. 

4.2.4 Setting ③ 

There are many expressions in the definitions that 

cannot be the direct meaning of a word. The 

following is a list of those that were deleted. 

⚫ The sentences following " ▽ " provide 

explanations that go beyond the meaning of the 

target word. 

⚫ The sentence followed by " 派 生 ｜ " 

("Derivatives|") indicates the derivation of the 

declension. 

⚫ To remove reading kana, delete the content 

enclosed in full-width parentheses "( )" if it is 

in hiragana only. 

⚫ The content enclosed by single square brackets 

"( )" indicates the figure number and annotation 

number in the dictionary. 

4.2.5 Setting ④ 

In setting ④, delete the contents enclosed in full-

width parentheses "( )" regardless of the contents. 

4.2.6 Setting ⑤ 

In the Iwanami Japanese Dictionary, some example 

sentences surrounded by "「」 " are sentences 

without headwords. In such cases, it is difficult to 

complete the sentence and incomplete example 

sentences remain. Therefore, if a single sentence 

delimited by a punctuation mark is surrounded by 

key brackets "「」" in the definition sentence, the 

entire example sentence is deleted. 

5 Experiment 

5.1 Experimental Data 

⚫ The hierarchical relationship of word senses 

Triples of training data from the Iwanami 

Japanese Dictionary, in which the IDs of 

definitions (ℎ, 𝑡) and the hierarchical 

relationship of meanings (𝑙) are recorded in the 

order h, l, t, are used. Setting A with no editing 

obtained 24040 triples, while setting B, which 

removed definition sentences without word 

descriptions, obtained 10842 triples. The 

triples of training data obtained are divided into 

training, development, and test data in the ratio 

of 8:1:1. 

⚫ Definition sentences  

Avoiding duplicate definition sentences may 

have improved accuracy. The definition 

sentences of the word senses associated with 

the definition sentence IDs of the knowledge 

data are used as experimental data. MeCab and 

mecab-ipadic-NEologd were used to separate 

words in the definition sentences. The 

distributed representation of morphemes in the 

definition sentences is based on a corpus of 

dumped data from the full-page articles of 

Japanese Wikipedia updated on October 10, 

2021, which was pre-trained using fastText and 

GloVe. 

829



Table 1: Experimental results 
(Total vocabulary (total number of words in the definition sentence), Words Vector Number (number of words 

for which a distributed representation was obtained), Ratio (number of vocabulary vectors/total vocabulary)) 

Setting/ 

Result Detail 

fastText GloVe 

Words 

Vector 

Number 

Total 

vocabulary 

Ratio MRR Words 

Vector 

Number 

Total 

vocabulary 

Ratio MRR 

A 60067 72619 0.8272 0.60853 60066 72618 0.8272 0.60957 

B 60147 72752 0.8267 0.82286 60146 72751 0.8267 0.82203 

B①＊ 66813 81039 0.8245 0.83420 66812  81038  0.8245  0.82640 

B①② 68311 79958 0.8543 0.82890 68310 79957 0.8543 0.82590 

B①②③ 62275 71860 0.8666 0.83137 62274 71859 0.8666 0.82874 

B①②③④ 61449 70805 0.8679 0.83177 61449 70805 0.8679 0.82928 

B①②③④⑤ 43267 48612 0.8900 0.82251 43266 48611 0.8900 0.82098 

B①＊③④ 60417 72181 0.8370 0.83341 60416 72180 0.8370 0.83135 

5.2 Hyperparameter 

Below are the hyperparameters for each study, 

modified from the default values.  

When training the definition encoder and the 

fine-grained sense relation judgment model, the 

batch size was changed to 64, and the number of 

epochs was set to 160. The number of epochs for the 

initial model was set to 300, while for GloVe pre-

training, the number of surrounding words 

considered for training was set to 10, and the 

dimensionality of the distributed representation was 

set to 300.  
 

5.3 Evaluation Method 

The MRR (Mean Reciprocal Rank) is used as the 

evaluation method for the fine-grained sense 

relation judgment model. MRR is one of the ranking 

evaluation indexes, which evaluates a model with a 

target of the relationship estimates output from the 

fine-grained sense relation judgment model. In this 

case, MRR is given as: 

 

𝑀𝑅𝑅 =
1

|𝑈|
∑

1

𝑘𝑢
𝑢∈𝑈

(5) 

 

where 𝑢 is the target triple, 𝑈 is the total triple, and 

𝑘𝑢 is the order in which the entities whose relations 

were correctly judged for the target triple appeared. 

 

6 Results 

Table 1 shows the experimental results. Deletion of 

definitions that do not explain word meanings was 

effective, while deletion of expressions in the 

dictionary and deletion of additional information 

slightly improved the accuracy of judgments. 

The accuracy improvement was significantly 

greater when definition sentences that did not 

explain the word meanings were removed. Most of 

these definitions are conjugational, which means 

that there are multiple definitions that are identical 

word-for-word.  

Changing the definition sentence affects the 

number of words in the entire definition sentence 

and the number of words from which the initial 

value of the distributed expression can be obtained. 

Regardless of the number of word vectors or the 

number of words in the vocabulary, it is acceptable 

to remove expressions that are deemed unnecessary 

to explain the meaning of the target word. 

In setting ⑤, it is difficult to remove example 

sentences that cannot be complemented, which may 

have reduced the accuracy of the results. 

In addition, training with fastText showed a slight 

improvement in accuracy compared to GloVe. 

Distributed representations of words learned using 

subword information were shown to improve 
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decision accuracy compared to using global co-

occurrence information. 

7 Conclusion and Future Work 

Experimental results showed that learning by 

removing or changing expressions that do not 

explain the meaning of a definition sentence is 

beneficial for improving the performance of the 

hierarchical relation judgment model. The 

hierarchical relationship judgment model obtained 

in this study is expected to improve the performance 

of knowledge graph embedding systems. In the 

future, we plan to study the effectiveness of this 

method by conducting word sense disambiguation 

experiments using the knowledge graph embedding 

system. 
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Appendix: Specific examples of the settings 

Specific examples of the settings shown in section 

4.2 of the main text are given below. These 

definitions are taken from the Iwanami Japanese 

Dictionary, 5th edition. 

 
Figure A: Example of specific changes to setting B 

(removing red text) 

 

Figure B: Examples of specific changes to setting 

① 

 

 

Figure C: Specific examples of changes in setting 

② 

 

Figure D: Example of specific change in setting ③ 

(removing red text) 
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Figure E: Example of a specific change in setting ④ 
(removing red text) 

 

 

Figure F: Example of a specific change in setting ⑤ 

(removing red text) 

 

The Wikipedia corpus used for pre-training of word 

distributed representations was obtained from 

https://ja.wikipedia.org/wiki/Wikipedia:%E3%83

%87%E3%83%BC%E3%82%BF%E3%83%99%

E3%83%BC%E3%82%B9%E3%83%80%E3%82

%A6%E3%83%B3%E3%83%AD%E3%83%BC

%E3%83%89 
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Abstract

Visual Question Answering (VQA) has arisen
in recent public interest thanks to its appli-
cability in many different fields. However,
it requires understanding the combination of
pictures and questions, which is highly chal-
lenging in both vision and language process-
ing. Many previous works have achieved re-
markable results to address this problem in
many different languages. However, in the
Vietnamese language, the VQA problem has
not made significant progress due to the lack
of data and fundamental systems. Therefore,
we propose a model specifically designed and
optimized for the Vietnamese Visual Ques-
tion Answering problem. Our model lever-
ages the strength of pre-trained models as well
as presents Bi-directional Cross-attention ar-
chitecture to learn visual and textual features
more effectively. Through experimental re-
sults and ablation studies, the proposed ap-
proach obtains promising results against the
existing models for Vietnamese on the ViVQA
dataset.

1 Introduction

Together with the remarkable development in Com-
puter Vision and Natural Language Processing,

many problems requiring the combination of both
images and languages were raised such as Image
Captioning (Wang et al., 2022; Hu et al., 2021), Vi-
sual Question Answering (VQA) (Le et al., 2021a;
Le et al., 2020), Visual Question Classification (Le.
et al., 2022), etc. Among them, VQA is a poten-
tial area receiving a lot of attention in both research
and industry. Furthermore, the recent approaches
in VQA also achieved promising results. The goal
of most VQA systems is to digest the content of a
given image and answer the related questions. Com-
pared to other tasks like Image Captioning and Vi-
sual Question Classification, VQA requires a deeper
understanding of visual and textual inputs to give ap-
propriate answers. In practice, VQA can be applied
to various scenarios such as human-machine inter-
action, medical assistance, and automatic customer
service or recommendation.

Undoubtedly, the VQA model plays an important
role in the cutting edge of multi-modal approaches
between images and languages. In recent years,
many VQA approaches have been introduced and
achieved promising results such as LXMERT (Tan
and Bansal, 2019), SIMVL (Wang et al., 2021), OS-
CAR (Li et al., 2020). However, current VQA sys-
tems are almost addressed in English, Japanese, Chi-
nese, and a few other languages. However, VQA
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for Vietnamese has not been strongly developed due
to data limitations. Therefore, we introduce an op-
timized and fine-tuned VQA model specifically for
the Vietnamese language. Besides, we propose bi-
directional cross-attention architecture by adjusting
the multi-head Attention in Transformer (Vaswani
et al., 2017) to optimize learning image-question
pairs with the Vietnamese language. To demon-
strate the effectiveness of the method, our model is
evaluated on the ViVQA dataset (Tran et al., 2021)
which is built and adjusted based on the character-
istics of the Vietnamese language. Through exper-
iments, our model proves its efficiency and outper-
forms the competitive baselines.

The major contributions of this paper are con-
cluded as follows: (i) We deploy to use the Vision -
Text Transformer model to optimize the feature ex-
traction of vision and language for Vietnamese. (ii)
We propose a bi-directional cross-attention architec-
ture by adjusting the attention structure of the trans-
former. Our proposed component is efficient to learn
the combination and relationship between visual and
linguistic features for Vietnamese. (iii) Through ex-
periments and ablation studies, our proposed model
achieves superior results compared to the existing
approaches in the VQA dataset for the Vietnamese
language.

2 Related Works

In the early stages of the Visual Question Answering
problem, previous architectures are often built by
two independent networks in CV and NLP to under-
stand image and text features combined by the ex-
ternal components such as vector operations (Le et
al., 2021b) and stacked attention (Le et al., 2021a).
In particular, typical approaches in traditional VQA
systems used Convolution Neural Networks (CNNs)
for image embedding while a question was embed-
ded by Recurrent Neural Networks (RNNs) (Goyal
et al., 2017). Then, visual and textual features are
combined by an attention mechanism.

In recent years, transfer learning has arisen the
community’s interest in many works to take ad-
vantage of huge datasets via self-supervised learn-
ing. There are more and more pre-trained mod-
els, which are the cornerstone for many areas
such as BERT (Devlin et al., 2018), Vision Trans-

former (Dosovitskiy et al., 2021), and Speech-
BERT (Chuang et al., 2020), etc. In recent VQA
approaches, pre-trained models are also applied in
many feature extraction modules to inherit the de-
velopment of the CV and NLP domain. By us-
ing pre-trained models that have been trained on
huge datasets, the feature extraction components are
more efficient thereby improving the efficiency of
the model.

Together with the necessity of feature extrac-
tion, the combination of RNNs and CNNs is con-
sidered one of the most important components in
VQA systems. In understanding signals from im-
ages and texts, in recent years, with the develop-
ment of deep learning, the Transformer model has
been introduced and achieved many admirable re-
sults in both Natural Language Processing and Com-
puter Vision fields. Transformer’s Attention Ar-
chitecture was applied to many VQA systems and
achieved promising results. LXMERT (Tan and
Bansal, 2019), one of the best models for the VQA
problem, uses the self-attention and multi-head at-
tachment architecture of Transformer to propose a
cross-modality encoder architecture in combining
visual and textual features. In addition, another fa-
mous model, SIMVLM (Wang et al., 2021), applied
Transformer encoder architecture in feature extrac-
tion and achieved superior results against previous
models in the VQA problem.

However, the Visual Question Answering prob-
lem for the Vietnamese language (ViVQA) devel-
oped at a modest rate due to the lack of resources.
Among many previous works in ViVQA, Tran et
al. (Tran et al., 2021) use PhoW2Vec (Nguyen and
Nguyen, 2020) to address Vietnamese questions and
Hierarchical Co-Attention (Lu et al., 2016) to com-
bine visual and textual features. This model cur-
rently achieves the best performance in the ViVQA
dataset. However, the performance of the model
is still very limited against VQA systems in other
languages. In addition, due to specific language
characteristics, recent approaches in English also
meet the difficulties as being applied to the Viet-
namese dataset. This issue inspired us to build a
VQA model specifically for Vietnamese. By using
pre-trained models and the proposed bi-directional
cross-attention architecture, our model improves the
efficiency compared to previous models by deploy-
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ing a feature understanding module compatible with
the Vietnamese language.

3 Model Architecture

3.1 Visual and Textual Feature Extraction

Our model leverages the power of pre-trained mod-
els in the feature extraction of both images and
texts. Using pre-trained models makes feature ex-
traction more effective with prior knowledge from
huge datasets in both CV and NLP domains. De-
tails of our feature extraction modules are shown in
Figure 1.

Transformer Encoder

1 2 3 17...

fQfI

Transformer Encoder

1 2 11...

[CLS] có bao nhiêu con
hươu cao cổ đứng trong

bụi [SEP]
(how many giraffes stand

in the bush)

[CLS] có bao [SEP]bụi

3 12

...

Token Embedding + Position Embedding 
+ Segment Embedding 

[CLS] ...

Patch Embedding + Position Embedding 
+ Linear Projection 

Figure 1: Detail of Feature Extraction Modules: Im-
ages are embedded by the pre-trained Vision Transformer
model (left) and Questions are embedded by the pre-
trained PhoBERT model (right)

In particular, images are embedded by the pre-
trained Vision Transformer model (Dosovitskiy et
al., 2021). With the success of the Transformer
model in the field of Natural Language Processing
(NLP), Alexey Dosovitskiy et al. (Dosovitskiy et
al., 2021) applied this architecture to Computer Vi-
sion and achieved better results than the state-of-
the-art models in image classification. The Vision
Transformer model divides an image into a sequence
of regions called patches and treats them as words in
a sentence. In our image embedding, a special patch
[CLS] is added to the first position of the visual
patches to represent the aggregated information of
an image. After being processed by Transformer ar-
chitecture, visual features fI are extracted from the
[CLS] representation vector.

For question embedding, a pre-trained PhoBERT
model (Nguyen and Nguyen, 2020) is used to ex-
tract question features in our model. Although the

pre-trained model BERT (Devlin et al., 2018) is con-
sidered the best performing model in many NLP
tasks, it has not achieved good results when ap-
plied to Vietnamese datasets. Therefore, based on
BERT, PhoBert is built and trained on the Viet-
namese dataset to address the typical characteristics
of this language. In particular, for extracting textual
features, we put two special characters [CLS] and
[SEP ] in the first and last positions respectively. Af-
ter going through pre-trained PhoBERT, we utilize
the outputs of [CLS] vector as question features fQ.

3.2 Bi-directional Cross-Attention Network

Multihead

Multihead

Add +
Norm

Fully
Connected

Add +
Norm

Add +
Norm

Fully
Connected

Add +
Norm

fI

fQ

Figure 2: Bi-directional Cross-Attention

To understand visual and linguistic combina-
tions and relationships, we propose a Bi-directional
Cross-Attention architecture for simultaneous learn-
ing of textual and visual features. Bi-directional
Cross-Attention is inspired by Transformer’s Atten-
tion with some adjustments. While Transformer’s
Attention is only suitable for paying attention to in-
dividual features, our proposed architecture is ca-
pable of learning simultaneous and mutual relation-
ships between images and languages. Our proposed
component is visualized in Figure 2. Our architec-
ture is divided into 2 sub-modules. In the first part,
visual and textual features are computed through a
separate multi-head layer. This phase is effective
enough to mingle the visual and textual features to-
gether.

In particular, with each head h in a multi-head at-
tention block, the attentive process is similar to self-
attention(SA) calculated by Equation 1 and Equa-
tion 2.

fhR = SA(fR, fR, fR) (1)
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SA(q,K, V ) = softmax(
qWQ(KWK)T√

d
)VW v

(2)
With a stack of many self-attention layers, the visual
and textual features are activated by observing the
in-context components and created more powerful
representation in Equation 3 and 4.

f ′I =Multihead(fI) (3)

f ′Q =Multihead(fQ) (4)

Then, the image and language signals are com-
bined with their original features and the other’s
original features by a vector operation. The final sig-
nal is normalized to produce intensified visual and
textual features. Although this change seems a little
small, its effect is highly valuable in performance.
The whole process is calculated via Equation 5 and
Equation 6:

fIQ = Norm(G(f ′I , fI , fQ)) (5)

fQI = Norm(G(f ′Q, fI , fQ)) (6)

Where G(., ., .) is the feature combination opera-
tion. In our model,G() function is chosen to achieve
the best performance in Vietnamese VQA. Through
our proposed combination, the features of each com-
ponent are bi-directionally enhanced by the origi-
nal information of the image and language. There-
fore, our architecture can simultaneously and mutu-
ally learn textual and visual features.

In the second part, enhanced visual and textual
features are handled by a fully connected and nor-
malization layer similar to Transformer’s Attention
architecture. The final image and text signal is cal-
culated by the Equation 7- 10.

f ′IQ =W T fIQ + b (7)

f ′QI =W T fQI + b (8)

f̂I = Norm(G(f ′IQ, fIQ)) (9)

f̂Q = Norm(G(f ′QI , fQI)) (10)

ViT

PhoBERT Multihead

Multihead

Add +
Norm

Fully
Connected

Add +
Norm

Add +
Norm

Fully
Connected

Add +
Norm

Fully
Connected

Fully
Connected 
+ Softmax

Answer
Distribution

Bi-directional Cross-Attention

có bao nhiêu con
hươu cao cổ đứng

trong bụi 
(how many

giraffes stand
in the bush)

Figure 3: VQA Model System

3.3 Our model
After extracting and combining the features in
the previous steps, we integrate the Bi-directional
Cross-attention module into our completed system.
The details of our models are presented in Figure 3.
After visual and textual features are mutually aug-
mented through the Bi-directional Cross-attention
module, we only utilize simple vector operation to
combine visual and textual features. Similar to most
VQA approaches, we consider VQA as a classifica-
tion task. So the answer distribution is calculated by
the Softmax function via Equation 11.

y = Softmax(W T
a .K(f̂I , f̂Q) + ba) (11)

Where K(., .) is the feature fusion operation. In
our model, we consider K(., .) as the vector oper-
ations including addition, multiplication, and con-
catenation.

Corresponding to the classification approach, we
use Cross-Entropy Loss as the loss function. The
cross-Entropy function is calculated as follows:

L(y, p) = −(y log(p) + (1− y) log(1− p)) (12)

p = Probability(y = 1) (13)

4 Experiments

4.1 Dataset
To solve the problem of Visual Question Answer-
ing for Vietnamese, our model is evaluated on the
ViVQA dataset. The ViVQA dataset is extracted
and translated from the MS COCO dataset. Partic-
ularly, to avoid ambiguity when translating directly
from other languages, the question-answer pairs are
selected and adjusted based on the unique charac-
teristics of the Vietnamese language. Therefore, the
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dataset is more accurate and realistic than using the
translated data sets from English. Thus, this dataset
is considered a benchmark in the VQA task for Viet-
namese. The detail of the dataset is shown in Ta-
ble 1.

Train Test
No. Samples 11999 3001
Longest Question Length 26 24
Longest Answer Length 4.0 4.0
Average Question Length 9.49 9.59
Average Answer Length 1.78 1.78

Table 1: Detail of ViVQA dataset

4.2 Experimental Setting
In our model, we leverage the power of pre-trained
models in extracting visual and textual features.
Besides, we also propose a Bi-directional Cross-
Attention architecture to effectively improve signal
learning from images and languages. Details of the
configurations of each module are presented in Ta-
ble 2 to facilitate the future reproduction process.
Due to limited infrastructures in the experimental
environment, we use some default parameters for
configuration. However, through experimental re-
sults, these parameters are effective enough to im-
plement a compact and high-performance VQA sys-
tem.

4.3 Evaluation
Similar to previous VQA works, we use an accu-
racy score for model evaluation. With the ViVQA
dataset, each question only corresponds to one an-
swer, so the accuracy score is calculated based on
the number of questions correctly answered on the
entire number of questions. Let N be the number of
samples, the accuracy score is calculated via Equa-
tion 14.

Acc =
1

N

N∑

i=1

1{ŷi == yi} (14)

4.4 Result
Because the model built for the Visual Question
Answering problem is specifically for Vietnamese,
there are no published works to solve this prob-
lem. Therefore, we evaluate and compare our

Component Value
Vision

Transformer google/vit-base-
patch16-224-in21k

PhoBERT vinai/phobert-base
No.
Cross-Attention Layer 1
No. Head 12
Dropout 0.1
Fully-connected layers 768 - 512 - 353

Optimizer AdamW(lr = 3e-5,
eps = 1e-8)

Table 2: Detail of Component Setting

model with the 3 best models proposed by the au-
thor in the ViVQA dataset paper. All three mod-
els use Resnet (He et al., 2016) for visual rep-
resentations and PhoW2Vec for textual features.
First, we compare the model using Long Short
Memory(LSTM) (Antol et al., 2015) for associa-
tive attribute learning between images and ques-
tions. Besides, we also compare the model with the
model using Bidirectional Long Short Memory(Bi-
LSTM) (Schuster and Paliwal, 1997) architecture
for learning textual and visual features. Finally, the
results of our model are compared with the model
using the Hierarchical Co-Attention (Lu et al., 2016)
. Details of the result are shown in Table 4.4. Obvi-
ously, our model obtains remarkable results against
the existing approaches. First, our model outper-
forms others by using pre-trained transformers for
both visual and textual representation. Second, the
performance of bi-directional cross-attention archi-
tecture in concurrent learning between images and
questions is more effective than LSTM, Bi-LSTM,
or Hierarchical Co-Attention. This demonstrates the
strength of the bi-directional cross-attention com-
pared to previous models.

5 Discussion

To demonstrate the effectiveness of each compo-
nent in our proposed model, we have analyzed them
through some experiments.

First, we evaluate the strength of the Bi-
directional Cross Attention module compared to
Transformer Attention. Besides, we also clarify the
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Accuracy
Hierarchical Co-Attention
+ PhoW2Vec

34.96

LTSM + PhoW2Vec 33.85
Bi-LTSM + PhoW2Vec 33.97
Our model 51.3

Table 3: Detail our model results against other competi-
tive baselines

contribution of our proposed attention and its mod-
ified variants. Details of the results are shown in
Table 4. Obviously, our module outperforms the
original Transformer Attention through its simulta-
neous and mutual learning between visual and tex-
tual features. Among the different configurations,
our model achieves the most promising performs
when G() function in Equation 5, 6, 9, and 10 is
equal to the addition operation. In most variants,
our proposed attention also outperforms the system
without Bi-directional Cross-Attention.

Accuracy
No Bi-directional Cross-Attention 38.5
Transformer Attention 48.6
Bi-directional Cross-Attention
+ Equation 5, 6: G() = Add
+ Equation 9, 10: G() = Add

51.3

Bi-directional Cross-Attention
+ Equation 5, 6: G() = Multiply
+ Equation 9, 10: G() = Add

38.7

Bi-directional Cross-Attention
+ Equation 5, 6: G() = Add
+ Equation 9, 10: G() = Multiply

50.2

Bi-directional Cross-Attention
+ Equation 5, 6: G() = Multiply
+ Equation 9, 10: G() = Multiply

35.8

Table 4: The effect of bi-directional cross-attention in our
architecture

Besides, we also compare the effect of vector
operations: multiplication, concatenation, and ad-
dition in combining image and question features
(Equation11). The choice of multi-model fusion
function makes an important contribution to improv-
ing system efficiency. Despite the simplicity of vec-
tor operation, its effect is impressive in the whole
system. The results of this comparison are shown

in Table 5. Obviously, the multiplication operation
gives the most promising results than other opera-
tions in our model.

Operation Accuracy
Equation 11: K() = Add 46.9
Equation 11: K() = Concatenate 37.8
Equation 11: K() = Multiply 51.3

Table 5: The effect of fusion operation in our architecture

Finally, we conduct experiments in selecting the
number of Bi-directional Cross-Attention blocks.
In our system, this module plays a critical role
in the model’s performance. The effect of the
Bi-directional Cross-Attention block is visualized
in Figure 4. The change in the model’s accu-
racy reflects the dependency of our system on the
Bi-directional Cross-Attention Block. In this ex-
periment, our model performed best with one Bi-
directional Cross-Attention block. Because of the
small number of samples, It is less effective to opti-
mize the stacked structure of attention blocks.

30

35

40

45

50

55

1 2 3 4 5

A
cc

u
ra

cy

No. Bi-directional Cross Attention

Figure 4: The effect of the number of Bi-directional
Cross-Attention in our model

6 Conclusion

In this work, we propose a Bi-directional Cross-
Attention Network that was fine-tuned specifically
for the Vietnamese language. Our model leverages
the power of pre-trained models in both Vision and
Language to optimize the model’s feature extraction.
In particular, we adjusted the architecture of Trans-
former’s Attention in the fusion of visual and tex-
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tual features. This attention allows the image and
question features to be learned simultaneously in the
Transformer block. Through experiments and abla-
tion studies, our model is proved to be more effec-
tive than other competitive baselines in Visual Ques-
tion Answering for the Vietnamese language. Be-
sides the contributions in Visual Question Answer-
ing, we also consider the extension in scientific doc-
uments where the images and figures are surrounded
by many contexts in the near future works.
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Abstract
“The Filipino Sign Language Act” of RA
11106 states the declaration of Filipino Sign
Language (FSL) as the National Sign
Language of Filipino deaf citizens. However,
the lack of awareness prevails as with the
cyberbullying case of Mininio Buhat. This
paper takes an initial step into raising
awareness with Zee, with the analysis of
three different pattern-searching algorithms -
Knuth-Morris Pratt, Boyer-Moore, and Robin
Karp to determine which suits the application
best.By implementing three different
algorithms, an efficient algorithm that is
consistent in all test cases was determined to
be used in pattern matching. The search
functionality of the application was tested
with one algorithm at a time where users
input an English word and the application
searches the database returning the
corresponding FSL gesture of that particular
English word in gif format. From there, the
execution time of each algorithm was
recorded and the overall criteria for the
analysis of the algorithms: time complexity,
space complexity and overall performance
was compared among the three algorithms. It
was determined that the Boyer Moore
algorithm gave consistent results and was
generally fast and efficient in any test case,
be it patterns of shorter length and patterns of
longer length.

1 Introduction
According to a survey, the term disability

refers to “any restriction or lack of ability
(resulting from impairment) to perform an
activity in the manner or within the range
considered normal for a human being” (NSO,
2014). Focusing on those belonging to the deaf
community, Center for Hearing and
Communication statistics show that around 90%
of deaf children are born to hearing parents.

In the Republic Act 7277 [1], otherwise
known as Magna Carta for Disabled Persons, it is

stated that people who are deaf, mute, or
hearing-imapired belong to 1.23% of the entire
Philippine population. Furthermore, the 2009
projected population of the deaf consists of
241,624 totally deaf citizens as well as 275, 912
partially deaf. In the aforementioned Act, Persons
with Disabilities (PWD’s) are given special
privileges and self-development programs for
them to be a part of the mainstream of society.
Despite having these laws made to alleviate the
burden PWD’s carry, it is eminent in society that
people lack awareness towards PWDs and would
often regard them as “weird”, “abnormal” and in
most cases “special” in a negative nuance. One of
the major factors contributing to these
preconceived ideas is the lack of communication
and understanding between the hearing and the
non-hearing community.

In addition, a 2014 Philippine News
article presented Mininio Buhat - a Filipina born
profoundly deaf - who became a victim of
cyberbullying shortly after posting on the social
platform Facebook with faulty written English. It
was later revealed by experts that deaf people are
taught proper English grammar in the latter part
of their college education, as well as the fact that
her sentence construction was based upon their
sign language. This further proves the lack of
awareness and knowledge the hearing majority
has regarding the deaf and how their language
works for them to communicate. According to
the list by the National Council on Disability
Affairs (NCDA), there exists a number of
organizations and schools offering Special
Education (SpEd) that share the advocacy of
inclusivity - giving education to the SpEd
individuals as well as providing FSL training to
both the deaf and the hearing. Mandaue City
Central Special Education School (MCCSpEd),
FSL National Network, Philippine Accessible
Disability Services Inc.(PADS) are just a few of
those that are actively expanding their advocacies
to society. However, people don’t seem to be
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aware of such efforts and still disregard the
importance of their Advocacy.

With that in mind, this study proposes
Zee. It is an application that promotes interactive
learning of FSL for the hearing, as well as
English grammar to the deaf. Through Zee, the
advocacy of inclusivity is shared between the
application and its users, in hopes of closing the
communication gap between the deaf and the
hearing community as well as raising awareness
regarding the importance of FSL in our society.
In lieu of this, an assessment of the
aforementioned pattern-searching algorithms is
proposed to determine which suits best for the
type of dataset Zee has.

This research aims to assess the
efficiency of the aforementioned
pattern-searching algorithms to be used in the
development of Zee: A Filipino Sign Language
(FSL) Dictionary and English Learning App.

The objectives of the study are as follows:
1. Gather information on the current situation of
the deaf community, their education, and their
relationship with the mainstream society
as well as evaluating the current applications
available for learning FSL.
2. Design and develop an FSL and english
learning application using pattern matching
algorithms.
3. Assess the pattern matching algorithms used in
developing the application.
4. Test and evaluate the performance of the
application.

The following will benefit from the results of this
study:
Deaf Community. This study would be of help to
the said community as it will teach them to
construct basic English sentences in the proper
grammar as early as their high school years, as
proper grammar is said to be taught only in the
later part of their college education. This study
would also raise awareness of the community’s
advocacy for inclusivity.

Families with deaf-mute relatives and
friends.Similarly, families will benefit from this
study as they will now be able to learn the
language used by their deaf-mute relatives and
acquaintances and would be able to start
communicating with them and gain a bit more
knowledge and understanding towards the
deaf-mute community.

Teachers of SpEd Schools. These teachers have
been the pioneers of the advocacy of inclusivity
by giving them the education they need and
deserve, as they prepare the students for living in
society. Through this study, it would support and
act as gratitude for the efforts of these teachers by
providing the students a platform to learn,
especially in this time of pandemic and online
learning.

Schools offering SpEd.Similar to the teachers, it
is through the schools that deaf students are given
a comfortable learning environment wherein
SpEd and non-SpEd students can interact with
each other and can lessen the 3 language barrier
that exists between them. This study would
benefit these institutions as it reflects their
advocacy as it allows the deaf and the hearing
community an opportunity to minimize the
language barrier that exists.

Hearing Community. As sign language resources
are a challenge to find, this study would provide
the hearing community an opportunity to learn
sign language - the official language of the
deaf-mute community. Through this, they would
be able to understand those that are deaf-mute
and would be able to communicate with them
even through basic conversations.

Researchers. The researchers will benefit from
this study because this allows them to gain more
knowledge and experience in creating an
application, as well as knowing the best suited
algorithm for this type of application.

Future Researchers. The study will benefit future
researchers on their research on similar topics.

This study is for the assessment of
different pattern-matching algorithms
(Boyer-Moore, Rabin-Karp, and Knuth-Morris
Pratt algorithm) for the development of a web,
mobile-responsive application for learning FSL
and English. This teaches the deaf community in
their high school years to construct basic English
sentences according to the correct grammar rules.
In addition, this application brings forth
awareness of the deaf community and serves as
an opportunity for us - the hearing community -
to learn the different signs and to be able to
conjure a conversation with a deaf or hard of
hearing individual. Sign Languages consist of
manual (hand movements) and non manual
signals (head nod, eye blink, etc.). In this study,
only the manual signals are considered, with
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slight inclusion of non manual signals concerning
signs about questions.

The different signs will be in a form of
Graphics Interchange Format (GIF). Each sign
will be demonstrated by Elizabeth Ann Daculan,
a high school deaf student. The demonstration
clips will then be sent to the contacted advisers of
Mandaue City Central Special Education School
to validate the GIF clips. The 4 proposed study is
primarily a web application, accessible through
either Google Chrome, Microsoft Edge, and
Mozilla Firefox. Furthermore, Zee will also be
mobile responsive; hence, can be accessed
through a mobile browser.

The Dictionary module consists of the
different FSL signs in different categories, along
with their corresponding meaning and guidelines
on how to do the sign. In addition, users would
also be able to search certain words (if available).
The content is taken from a scanned reference
book owned by the researchers in 2019;
furthermore, the ones included in this study will
be limited to the Preparatory level English signs
which consists of the basic signs (ordinal and
cardinal numbers, color, family, common phrases
and vocabulary), the Filipino alphabet.

The application tracks the progress of its
users - both the deaf and hearing - through
different categories wherein each category has
several levels of difficulty and with assessment
tests after every level in the grammar module. On
one hand, the categories for the hearing users run
from the Filipino alphabet to basic vocabulary
pertaining to color, numbers, family and relatives,
days of the week and months, common phrases,
and ultimately the Philippine National Anthem.
Assessments are done through matching-type
and/or fill in the blank type of questions.

On the other hand, categories for the deaf
users cover the four basic sentences - Declarative,
Interrogative, Imperative, and Exclamatory
sentences. All sentences will be in the active
voice for simplicity and ease of understanding.
When relating the signs to the sentence, each pair
of signs and its corresponding word in the
sentence will be color-coded for identification.
Similar to how the hearing users are assessed,
matching type and fill in the blanks are the
questions that will be used for assessment.

A review quiz will be given to the users
after every level. Should the user not be able to
get everything correct, he/she is not allowed to
move to the next level and must restart the level.
A successful attempt on the review quiz rewards
the user with a star, and the total number of stars

to collect per category is equal to the number of
levels it has. The assessment tests will be given
after every category - containing jumbled
questions from the different levels the category
contains. Similar to the review quiz, a user is not
able to continue to the next category until he/she
has passed the assessment test.

2 Related Works
2.1 The Deaf Community

In a research by Calimpusan and
Silva-dela Cruz (2018), those belonging to the
Deaf community are defined as people with a
“hidden disability”, as they lack physical marks
and attendants (wheelchair, walking cane, black
eyeglasses, service dogs, etc.) as opposed to other
disabilities. The only recognition they get is
when they begin communicating using sign
language.

Cabreros (2020) studied on the English
proficiency level of 23 college Special Education
(SPED) students taking the Associate in
Computer Technology program under the
Bachelor of Science (BS) in the Information
Technology department. Results showed that a
large percentage of the respondents scored below
the mean score, given an interpretation of Needs
Improvement. The average result determined that
most of the respondents portrayed below average
skills on their English proficiency in terms of
their vocabulary. Respondents gained a
significant improvement on their English
grammar, but portrayed low comprehension
skills.

2.2 Filipino Sign Language (FSL)
Several studies, including one by Rinaldi,

Caselli, Lucioli, Lamano, and Volterra (2018),
have emphasized the difference between Signed
Languages (SLs) and spoken languages. One of
which being the difference between their basic
linguistic units. Spoken languages sequentially
produce phonemes - the smallest unit of sound in
a word that makes a difference in its
pronunciation, as well as its meaning
(LiteraryDevices) - and morphemes - the smallest
syntactical 7 and meaningful linguistic unit that
contains a word (LiteraryDevices) - whereas
signed languages produce them simultaneously.
Signed languages are also divided into two
parameters, the manual parameters (movement,
hand location, orientation) as well as the
non-manual parameters (facial expression,
mouthing, body movements) which gives a
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different meaning to every sign used when
communicating.

The aforementioned study also did an
experiment with three different deaf age groups
(younger children, older children, adults) and
tasked them to reproduce the sign language
shown on the computer. Results showed that
younger children tend to omit a larger number of
signs then the other groups, while the remaining
groups did not show any significant differences.
Younger children presented a pattern of
reproducing the signs different from the older
children and adult groups.

Signed by President Duterte on the 30th
of October 2020, the Republic Act 11106 -
otherwise known as The Filipino Sign Language
Act - officially recognizes FSL as the National
Sign Language and be officially used in all types
of transactions with the Deaf community. Section
11 of said Act states the promotion of FSL by the
appropriate agencies towards propagating the
hearing people’s competency in learning FSL by
offering it as an elective in the mainstream
curriculum, particularly of the State Universities
and Colleges (SUCs) or schools that are
government-funded. However, a section that talks
about family members learning FSL in
conjunction with their deaf child/children’s
learning is not present.

Uploaded on Google Playstore in
February of 2018, Filipino Sign Language is a
simple informative program that teaches
sign-language gestures or “fingerspell” of the
basics (letters, numbers, special characters) and
offers an FSL translation of the Philippine
National Anthem. Considered as the first of its
kind due to similar apps only up to its first
release and has never been updated.

Another application named FSL Buddy
was uploaded last July 2018. The goal of the app
- as well as other apps similar to them - have a
goal of teaching people the national sign
language. The FSL vocabulary featured in this
app is 8 part of a course taught at De La Salle –
College of Saint Benilde. This app was only up to
its first release. Recent applications lack the
feature of teaching users how to use the signs in a
sentence.

2.3 Sign Language Translation
In this study by Orbay and Akarun

(year), a pre-processing method called
tokenization was used as well as utilizing token
learning from sign language videos wherein
supervised data is at hand. As annotated data is

costly and scarce altogether, Transfer-Learning
from semi-supervised tokenization approach is
utilized. Three experimental setups were
determined; right hand keypoints, both hand
keypoints, as well as full body pose while
ignoring the non-manual signs (face keypoints).
The said study utilizes
RWTHPHOENIX-Weather 2014T which is a
Continuous Sign Language Benchmark dataset.
This study only focuses on the manual portion of
the signs and did not put into consideration the
non-manual portion as well as the context of the
sign that would help produce better results. This
study does not in any way discuss the linguistic
properties of sign language. Another study by
Camgoz, Hadfield, et. al., utilizes the Neural
Machine Translation (NMT) framework inorder
to determine the spatial representations, its
language model, as well as the mapping in
between the sign and spoken language.

In this study by Orbay and Akarun
(year), a pre-processing method called
tokenization was used as well as utilizing token
learning from sign language videos wherein
supervised data is at hand. As annotated data is
costly and scarce altogether, Transfer-Learning
from semi-supervised tokenization approach is
utilized. Three experimental setups were
determined; right hand keypoints, both hand
keypoints, as well as full body pose while
ignoring the non-manual signs (face keypoints).
The said study utilizes
RWTHPHOENIX-Weather 2014T which is a
Continuous Sign Language Benchmark dataset.
This study only focuses on the manual portion of
the signs and did not put into consideration the
non-manual portion as well as the context of the
sign that would help produce better results. This
study does not in any way discuss the linguistic
properties of sign language. Another study by
Camgoz, Hadfield, et. al., utilizes the Neural
Machine Translation (NMT) framework inorder
to determine the spatial representations, its
language model, as well as the mapping in
between the sign and spoken language.

Lugman and Mahmoud (2018),
developed a semantic rule-based machine
translation system from Arabic into Arabic Sign
Language (ArSL). This system involves three
main translation stages (morphological analysis,
syntactic analysis, and ArSL generation. The user
inputs an Arabic sentence. The system then
outputs an ArSL sentence represented by the
gloss notation which is displayed as a sign
sequence of GIF images. The sentence is first
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morphologically analyzed using the
MADAMIRA toolkit to extract the structure of
each of its words. This output is then
syntactically analyzed using a dependency parser
to obtain the relation between the words in the
sentence. An Arabic parse tree is generated and
then transformed into its equivalent tree in ArSL
by applying some transformation rules. This
phase also involves lexically translating the
Arabic phrases and words into their equivalent
signs in ArSL. In the event of an out-of
vocabulary (OOV) problem, the synonym of the
word is used. A statistical language model in the
synonym selection is used to ensure that the
synonym preserves the meaning of the sentence.

3 Methodology
This study consists of two user categories

- deaf and hearing. In terms of the deaf
respondents, the researchers will be collaborating
with Ms. Dioscora Sollano, an adviser of the
Hearing Impaired (HI) department of Mandaue
City Central Special Education School.
Considering the current online setting, the exact
number of respondents for the deaf category
cannot be determined, as there exists the
challenge of contacting the parents of the
students as well as the availability of internet
connection in each household.

For the hearing respondents, the 155 BS
Computer Science (BSCS) students from the
Department of Computer, Information Sciences
and Mathematics of the University of San Carlos
- Talamban Campus is our chosen population.

Figure 1. Yamane Formula

Figure 1 shows how the sample size from
the 155 BSCS students are calculated. n
represents the sample size, N represents the total
population - in this case, 155 -, while e is the
margin of error which is set to 0.05 based on the
research conditions. These values would then
generate a sample size of 111 BSCS students.

For the initial information gathering, two
sets of researcher-made questionnaires; one for
the deaf respondents and the other for the hearing
respondents. The questions are structured in a
way to acquire qualitative data on their opinion
on the awareness of the deaf community in
society. Aforementioned questions are inspired
from the personal experiences of one of the
researchers, news articles, past interviews, and

conversations with people directly related to the
deaf community.

In the Knuth-Morris Pratt algorithm, let
w be the substring and s be the given string and is
the basis of comparison. A one-dimensional array
(variable arr) is utilized and initialized according
to the number of characters that can be skipped
after a mismatch is met in every iteration. For the
initialization of arr, a failure function f(i) is used.
Such function is basing its procedure on the fact
that all previous characters are correctly matched
once a mismatch occurs. Hence, when a w prefix
occurs in the set of matched characters, it is also
a w suffix. In the function proper, a string with a
length of 1 is given the value of 0 to arr.

For the Robin-Karp algorithm; let pattern
be the string to be searched, m be the length of
the pattern, text as which the pattern will be
searched from, as well as N to be the number of
characters. To start, the hash value of pattern is
calculated and utilized later for comparison in
pattern_hash. M characters from text are then
calculated of their own hash value in text_hash.
Both values of pattern_hash as well as text_hash
are then compared; if they are equal, a brute force
comparison is then executed wherein individual
characters are compared from pattern and text,
otherwise the next M characters of text are then
calculated for their hash value and comparison
begins. The process ends once the end of text is
reached or the brute force comparison results in a
TRUE.

In the case of the Boyer-Moore
algorithm; let text be the origin string, pattern be
the string to be searched, and N being the length
of the pattern . Beginning 16 from the rightmost
character of pattern (place variable i), compare
that character with its equivalent placement in
text (place variable j). If those initial characters
mismatch, and if the character from text is not
detected anywhere in pattern, pattern is then
shifted N characters to the right. But if that
character is detected, the pattern is shifted until
the occurrence of that character in the pattern is
aligned with the character in text. This process
continues until all characters have a match or if it
reaches the end of text.

Other sources such as websites, videos
are used for data gathering. For the in-application
assessment, a pre-test and post-test is done after
each category in the application. The same
questions are used in both tests to properly
compare the change of scores. Evaluation is then
done through the use of a T-Test.
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By having respondents in their high
school years involved, the researchers will apply
for a research ethics review. Any information
gathered from the respondents will be treated
confidential between the researchers and the
respondents themselves.

Both qualitative and quantitative
approaches are used in this study. A qualitative
approach is used in the initial data collection of
the study to demonstrate the current awareness of
the respondents regarding the deaf community in
society. Letters were sent to the respective school
heads to obtain permission on having a few of
their students as respondents to the study. Once
approval is received, contact information of the
respondents are then acquired, and questionnaires
will be transformed into Google Forms wherein
the links will be sent to each of the respondents.

For the quantitative approach, a pre-test
is administered before every category of the
application. Individual scores are then recorded
to be used in analysis. After which, respondents
will then undergo a series of lessons in the form
of levels and taking quizzes in between. Their
progress per test is also recorded. After each
category, a post-test is administered having the
same questions as the pre-test. Results of the
post-test are also recorded and will be analyzed
together with the pre-test results.

A t-test is a statistical test used to
compare the means of two groups, in this case,
between the deaf and hearing respondents. It is
often used to determine whether or not a process
or treatment is effective on the population of
interest. (Bevans, 2021)

Paired t-test is specifically used in this
study to determine the mean difference of the
English proficiency test scores taken by the
respondents before and after learning each lesson
category in the application. The results will then
be analyzed and presented through graphs. SPSS
software will be used for this purpose.
("LibGuides: SPSS Tutorials: Paired Samples t
Test", 2021)

Figure 2. Paired t-test Formula

Figure 2 shows the formula for the Paired
t-test. Sdiff represents the sample standard
deviation of the differences, sx¯ represents the
estimated standard error of the mean (s/sqrt(n))
and n represents the sample size (i.e., number of
observations).

Three different pattern-searching
algorithms are utilized in this study, namely the
Knuth-Morris Pratt, Boyer-Moore, as well as the
Robin-Karp algorithm. Each of these algorithms
will be implemented in the Dictionary module
and analyzed based on a number of factors. To
analyze each of the three algorithms, a variable O
is defined to represent the running time and
another variable n is defined to represent the
space complexity. Two other variables Sn,
representing the number of characters skipped
from the input string in the event of a mismatch
and Cn, are defined to represent the number of
comparisons done overall.

In evaluating algorithm performance, the
following factors need to be considered:
correctness, finiteness, and efficiency. An
algorithm is said to be correct if it produces the
desired output for any particular set of inputs. It
is vital that an algorithm should terminate after a
finite number of steps. Otherwise, should loops
be used, an infinite loop will occur and the
program cannot progress until the error is
resolved by the programmer. Lastly, an algorithm
should be efficient meaning it should take up as
less time and use less space, memory and
resources as possible. ("Time and Space
Complexity Analysis of Algorithm", 2019)

To further compare the three algorithms,
certain formulae will be used to determine their
respective efficiency and correctness. In
measuring algorithm efficiency, the Big-O
notation is used to determine its running time.
The general formula for getting the running time
is O(n)=cn, where c is some variable that
represents the number of statements executed by
the program. Using this formula, time complexity
is calculated depending on the number of
operations and the size of the input. Below shows
the running time for different types of operations
performed:

O(1) - when the algorithm performs a
constant number of operations regardless of the
size of the input.

O(log n) - when the algorithm takes as
many steps as it can by performing repeated
operations, for example division.

O(n) - for every loop executed
("Running Time and Big-O - Learneroo", n.d.)

An algorithm is considered to be correct
whenever the initial state fulfills the precondition
and the program terminates. Thus the formula for
total correctness is:
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Total Correctness = Partial correctness +
Termination (Tran, 2017)

Figure 3 Administrator Conceptual Framework

Zee is an English language learning web
and mobile-responsive application that aims to
improve the communication between the deaf
community and the hearing community. The
learning application consists of several modules:
an FSL Dictionary and a grammar module. The
grammar module is subdivided into two - an FSL
to sentence and a sentence to FSL submodule.
The users of this application are the
administrators, the deaf-mute community, and the
hearing community. The administrators handle
the database and updates whenever needed as
well as accessing other modules. Both
communities can access all modules but are
unable to access and update the database itself.

As shown in Figure 3, the administrator
can access all the modules, input and edit data
into the database. The dictionary module is used
in the learning module as a resource for lectures
and tests, as well as allowing users to view the
different signs. A Graphic Interchange Format
(GIF) is used to creatively display how each sign
is done as well as a textual description of how to
act the sign. Each category of signs is assigned a
color for ease of identification, which will be
useful on the second module.

On the other hand, the learning module -
separated into two submodules - aids deaf-mute
users in constructing sentences in the basic types
(declarative, interrogative, imperative,
exclamatory) in the English grammar system
through means of a game that assesses their
knowledge in between. The FSL equivalent word
in the sentence will be tagged according to the
sign’s category in the dictionary. This same
means is applied to the hearing users to

understand how the different signs are done and
used in a sentence.

Figure 4 User Conceptual Framework

Users can access all modules in the
application as shown above in Figure 4. When
accessing each module and submodule, users can
opt to add certain items - in the dictionary and
learning modules - into Favorites to save for
future access.

Figure 5 Boyer Moore algorithm

The Boyer-Moore Algorithm,
specifically the Bad-Character Rule shown
above, works this way. A given pattern is
checked with the beginning of a certain
string/text. Checking is done from right to left to
see if any mismatched 22 characters exist
between the two strings. If a mismatched
character is found, the pattern moves one
character past an occurrence of the mismatched
character to the left. If no occurrence of the
mismatched character is found to the left, the
pattern moves one character to the right of the
mismatched character. From there, checking
continues until the end of the string is reached.
(Langmead, 2015)

Figure 6 Rabin Karp Algorithm

The Rabin-Karp algorithm in the figure
above makes use of hash functions and associates
each character with a value from these functions.
Pattern matching is done by adding the hash
values of each character from a given pattern and
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doing the same for the entire string to be
checked. If the sum of the hash values of both
patterns are not equal, a mismatch occurs and the
pattern moves one space to the right. The process
repeats until the end of the given string is
reached. (Bari, 2018)

The figure below shows how the
Knuth-Morris Pratt algorithm works. It starts by
initially setting traversal variables to the
beginning of both the pattern and given string.
When a mismatch is met, the pattern traversal
variable goes back to the beginning of the pattern
to restart comparison. The algorithm 23 continues
until the end of the given string is reached,
whether or not a match is found.

Figure 7 Knuth Morris Pratt Algorithm

According to Figure 8, the lexical table
entitled ‘entries’ is taken from the “MySQL
English Dictionary” which was parsed from the
OPTED database and does not have any relation
with the other tables. Every FSL sign
corresponds to only one word in the entries table.
In every favorite, there could be one or more FSL
signs, and can be marked by one or more users.
In terms of the progress, each entry of progress is
to only one user, while every user can have one
or more progress entries.

Figure 8. Entity Relationship Diagram

Figure 10. Top-Down Approach

This project utilizes the top-down
approach for the development of the application.
The approach allows a more defined state of
development in every step as undefined
submodules are defined after each step.

4 Results and Findings
The three pattern matching algorithms

were implemented in the Zee FSL to English
dictionary. Each algorithm was implemented one
at a time as the search feature was tested. Users
are to input a certain English word or pattern
where the algorithm searches for a match in the
database consisting of 201 entries and returns the
corresponding Filipino sign language gesture
with the corresponding gif format.

Each algorithm was analyzed based on
the following metrics: Time Complexity, Space
Complexity and Performance (Execution time).
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Table 1 Execution of all three Algorithms in
searching small partial patterns

Figure 7 Screenshot to compare the execution
time of the three Algorithms with searching small

partial patterns

Table 2 Execution of all three Algorithms in
searching full patterns

Figure 7 Screenshot to compare the execution
time of the three Algorithms with searching full

patterns

Table 3 Execution of all three Algorithms in
searching invalid patterns

Figure 8 Screenshot to compare the execution
time of the three Algorithms with searching

invalid patterns

5 Conclusion and Recommendations
After running some tests, it was

determined that the Knuth Morris Pratt
Algorithm executes the slowest. This is
considering that the words in the database are
mostly of shorter length, with an average of 5
characters. Since the Knuth Morris Pratt
Algorithm is designed to check for repeating
characters known as prefixes and suffixes, then it
behaves differently when all the characters in the
string are unique..
Overall, the Boyer Moore Algorithm seems to be
the most efficient. This is because the Boyer
Moore algorithm is consistent in skipping a
couple of characters when a mismatch is
encountered.
However, when both patterns have similar
subpatterns known as prefixes and suffixes, the
Knuth Morris Pratt Algorithm works faster as it
immediately goes to a common subpattern and
begins checking from there until the last index

In terms of space complexity, the Rabin
Karp Algorithm utilizes the least amount of space
compared to the two algorithms. However, this
low cost space is at the expense of a high time
complexity as it only shifts one character to the
right at a time.

While the algorithms analyzed in the
paper may have an old approach, it is encouraged
that future researchers who wish to study pattern
matching make their own algorithms that are
hopefully faster and more efficient in checking
and comparing the existence of patterns than
these existing algorithms. It will be even better if
the new future algorithm proposed by other
researchers will work smoothly as intended and
hopefully easy to comprehend. New pattern
matching algorithms will pave the way for faster
pattern comparisons to be used by professionals
not only in the field of Computer Science but also
other fields that utilize pattern matching
algorithms like Bioinformatics and DNA
sequencing.(Fainstein, 2005)
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Abstract

Warning: This paper contains examples
of the language that some people may find
offensive.

Transformer-based Language models have
achieved state-of-the-art performance on a
wide range of Natural Language Process-
ing (NLP) tasks. This work will examine
the effectiveness of transformer language
models like BERT, RoBERTa, ALBERT,
and DistilBERT on existing Indian hate
speech datasets such as HASOC-Hindi
(2019), HASOC-Marathi (2021) and Ben-
gali Hate Speech (BenHateSpeech) over
binary classification. Most deep learning
methods fail to recognize a hate sentence
if hate words are wrapped into sophis-
ticated words where transformers under-
stand the context of a hate word present
in a sentence. Here, Transformer-based
multilingual models such as MuRILBERT,
XLM-RoBERTa, etc. are compared with
monolingual models like NeuralSpace-
BERTHi (Hindi), MahaBERT (Marathi),
BanglaBERT (Bengali), etc. It is no-
ticed that the monolingual MahaBERT
model performs the best on HASOC-
Marathi, whereas the multilingual MuRIL-
BERT performs the best on HASOC-Hindi
and BenHateSpeech. Several other cross-
language evaluations over Marathi and
Hindi monolingual models and mixed ob-
servations are presented.

1 Introduction

According to the Cambridge Dictionary, hate
speech is defined as - “Hate speech is a public
speech that expresses hate or encourages vio-
lence towards a person or group based on race,
religion, sex, or sexual orientation”1. Statis-
tics reveal that half of the world’s population,
including print media, is now engaged in so-
cial media platforms2 and 12½ trillion hours
spent online by the users3. This trend shall
continue till obvious infinity. Sometimes ag-
gressive posts, misleading news, and harassing
comments can lead people to social violence,
even riots (Laub, 2019). Worldwide, Govern-
ments are introducing laws against hate speech.
So, digital media like Twitter, Facebook, etc.,
are also becoming more concerned about it and
endeavouring to filter hate, sexual abuse, harm-
ful acts, harassment, bullying, child abuse, etc.

Researchers explore this field, but most of
the experiment is based on European language
datasets4. Limited work is done on the In-
dian languages except for publishing datasets
or improving accuracy. India has 22 official
languages and about 1,000 living languages
from various language groups (Kalra and Dutt,
2019). People in India use their native lan-

1
https://dictionary.cambridge.org/dictionary/english/hate-speech

2
https://datareportal.com/reports/digital-2021-global-overview-report

3
https://datareportal.com/reports/digital-2022-global-overview-report

4
https://hatespeechdata.com/
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guages on social media platforms, and some-
times users don’t follow the proper structure
or grammar, making it more complicated to
detect hate speech in the computational aspect.
This situation motivated us to work on hate
speech on Twitter and other social media texts.
It is challenging for automatic approaches to
detect hate speech in text.

Researchers use state-of-the-art transformer
models more in language-related researchs like
NLP, Information Retrieval (IR), etc., to enrich
performance. Many works have already been
done in NLP like text classification (Sun et al.,
2019), question-answering (McCarley et al.,
2019), token classification (Ulčar and Robnik-
Šikonja, 2020), and Named Entity Recognition
(NER) (Luoma and Pyysalo, 2020). The pre-
trained BERT-based masked language models
have been used, and these language models’
multilingual and monolingual variants have
drawn attention to the low-resource languages.

This paper attempted to identify hate speech
content in Hindi, Marathi and Bengali com-
ments collected from social media. We
choose various publicly available datasets like
HASOC (Hate Speech and Offensive Con-
tent Identification)5 and Bangla Hate Speech
datasets (BenHateSpeech)6 with binary classi-
fication. Variation of BERT (Bidirectional En-
coder Representations from Transformers) (De-
vlin et al., 2018), RoBERTa (Robustly opti-
mized BERT) (Liu et al., 2019), ALBERT
(A Lite BERT) (Lan et al., 2019), Distil-
BERT (Distilled version of BERT) (Sanh
et al., 2019) and their pre-trained models such
as mBERT (Devlin et al., 2018), MuRIL-
BERT (Khanuja et al., 2021), NeuralSpace-
BERTHi (Jain et al., 2020), RoBERTa-Hindi,
Indic Bert (Kakwani et al., 2020), MahaBERT
(Joshi, 2022a), MahaRoBERTa (Joshi, 2022b),
XLM-RoBERTa (Conneau et al., 2019),

5
https://hasocfire.github.io/hasoc/2022/index.htm

6
https://www.kaggle.com/naurosromim/bengali-hate-speech-dataset

BanglaBert (Sarker, 2020) etc. is used for this
work.

Later, we compare different pre-trained
BERT architecture’s performance on publicly
available datasets in Hindi, Marathi and Ben-
gali languages. We also compare multilingual
and monolingual variants of these language
models. The monolingual models used here are
only pre-trained on Hindi, Bengali, or Marathi
data. Next, we follow a cross-language eval-
uation of these BERT models (Litake et al.,
2022) since both Hindi and Marathi share the
Devanagri script.

Our focus in this work is :

• To see how well pre-trained BERT mod-
els perform, utilize the mono and multilin-
gual pre-trained BERT models with their
variants.

• A detailed comparison between all the
models for Hindi, Marathi and Bengali
languages has been made. Almost thirty
experiments have been done, twelve for
Hindi, Marathi and six for Bengali.

• There is a cross-language experiment be-
tween Hindi and Marathi where mono-
lingual Marathi models, i.e. MahaBert,
MahaRoBERTa, RoBERTa-Base-Mr, and
MahaAlBERT performs well on the Hindi
dataset. NeuralspaceBERTHi, Roberta-
Hindi and DistilBERTHindi, which are
monolingual Hindi models, also perform
well in the case of the Marathi dataset.

The rest of the paper is structured as follows.
Section 2 is the work related to hate speech
detection in Indian languages. Section 3 de-
scribes the experimental setup like the dataset,
preprocessing steps, BERT variants and pre-
trained models. Section 4 summarizes the re-
sults and findings from all of the experiments.
Finally, it is concluded in Section 5.
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2 Related Work

There is very little research on the Indian hate
speech dataset as less data is available publicly.
Creating labelled datasets of hate speech in the
Indian language is tedious and challenging. It
needs lots of groundwork and preprocessing,
like cleaning, annotators’ agreements, etc., to
create valuable data from social media. In this
section, language-wise, we shall discuss some
existing datasets and the work done on those
datasets.

Hindi: HASOC (Hate Speech and Offensive
Content Identification), a shared task organized
by FIRE (Forum for Information Retrieval
Evaluation)7, which published hate datasets in
Indian languages such as Hindi, Marathi, etc.
HASOC offers four subtracks, one of which is
relevant to us: HASOC - English and Indo-
Aryan Languages. Datasets are distributed
in tab-separated format. HASOC and most
other collections require mechanisms to detect
hateful content from the text of a post.

In 2019, the HASOC-Hindi dataset offered
three tasks (Mandl et al., 2019). The first task
is binary classification, i.e. subtask A. The sec-
ond task is to find whether the hate comment
was profane or abusive (multiclass), i.e. sub-
task B. The third is to predict whether the hate
comment is targeted or untargeted (multiclass),
i.e. subtask C. In the Hindi language, ninety-
three runs were submitted across three sub-
tasks. Regarding the Hindi subtask A, the win-
ner team, QutNocturnal (Bashar and Nayak,
2020), employed a CNN base technique with
Word2vec embedding and got better Marco F1
and Weighted F1 values, 0.8149 and 0.8202,
respectively. The second team LGI2P (Men-
sonides et al., 2019), trained a fastText model
for the proposed Hindi language and later used
BERT for classification. The system achieved
0.8111 Marco-F1 and 0.8116 Weighted-F1 val-

7
http://fire.irsi.res.in/fire/2022/home

ues. For sub-task B on Hindi Dataset, 3Id-
iots (Mishra and Mishra, 2019) scores 0.5812
and 0.7147 in Marco-F1 and Weighted-F1 uti-
lizing BERT. Team A3-108 (Mujadia et al.,
2019) achieves a high Marco-F1 score on sub-
task C Hindi Dataset, which is 0.5754. Accord-
ing to them, Adaboost (Freund and Schapire,
1997) was the best performing classifier among
the three classifiers, i.e., Adaboost or Adaptive
Boosting (AB), Random Forest (RF), Linear
Support Vector Machine (SVM). They merge
multiple weak classifiers to construct a robust
prediction model, but an ensemble of SVM,
Random Forest, and Adaboost with hard vot-
ing performed even better. This classifier used
TF-IDF features of word unigrams and char-
acters 2, 3, 4, and 5 grams with an additional
feature of the length of every tweet.

In HASOC 2020, two Hate Speech detec-
tion tasks (Mandl et al., 2020), sub-task A (bi-
nary class) and sub-task B (multiclass), are
proposed with another Hindi dataset in the
research area. NSIT ML Geeks (Raj et al.,
2020) outperforms other teams in the compe-
tition scoring Marco-F1 0.5337 and 0.2667 in
sub-task A and sub-task B, respectively uti-
lizing CNN and BiLSTM. Nohate (Kumari)
team achieved Marco-F1 0.3345 in sub-task B,
fine-tuning BERT model for the classification.

In 2021, HASOC published a Hindi
dataset (Modha et al., 2021) with sub-task
A and B again. Total Sixty-five teams sub-
mitted a total of six thousand and fifty-two
runs. The best submission was achieved Macro
F1 0.7825 in sub-task A with a fine-tuned
Multilingual-BERT (20 epochs) with a classi-
fier layer added at the final phase. The second
team also fine-tuned Multilingual-BERT and
scored Macro F1 0.7797. NeuralSpace (Bhatia
et al., 2021) got Macro F1 0.5603 in sub-task
B. They use an XLM-R transformer, vector
representations for emojis using the system
Emoji2Vec, and sentence embeddings for hash-
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tags. After that, three resulting representations
were concatenated before classification.

In the paper (Bhardwaj et al., 2020) they
used the pre-trained multilingual BERT (m-
BERT) model for computing the input embed-
ding on the Hostility Detection Dataset (Hindi)
later SVM, Random-Forest, Multilayer percep-
tron (MLP), Logistic Regression models are
used as classifiers. In coarse-grained evalua-
tion, SVM reported the best weighted-F1 score
of 84%, whereas they obtained 84%, 83%, and
80% weighted-F1 scores for LR, MLP, and
RF. In fine-grained evaluation, SVM has the
most excellent F1 score for evaluating three
hostile dimensions, namely Hate (47%), Offen-
sive (42%), and Defamation (43%). Logistic
Regression beats the others in the Fake dimen-
sion with an F1 score of 68%.

Marathi: In HASOC-Marathi (Modha et al.,
2021), the best-performing team WLV-RIT
fine-tuned XLM-R Large model with a sim-
ple softmax layer. Later executed transfer
learning from English data released for Of-
fensEval 2019 (Zampieri et al., 2019) and
Hindi data released for HASOC 2019 (Mandl
et al., 2019) and show that executing trans-
fer learning from Hindi is better than exe-
cuting transfer learning from English. They
Scored an F1 score of 0.9144 (Nene et al.,
2021). The second team applied a fine-
tuned LaBSE transformer (Feng et al., 2020)
on the Marathi data set and the Hindi data
set and achieved an F1 score of 0.8808.
Their experiments show that the LaBSE trans-
former (Glazkova et al., 2021) outperforms
XLM-R in the monolingual settings, but XLM-
R performs better when Hindi and Marathi
data are merged. L3CubeMahaHate (Velankar
et al., 2022) presents the first major Marathi
hate speech dataset with 25,000 distinct tweets
from Twitter, later annotated manually, and la-
belled them into four major classes, i.e. hate,
offensive, profane, and not. Finally, they use

CNN, LSTM, and Transformers. Next, they ex-
plore monolingual and multilingual variants of
BERT like MahaBERT, IndicBERT, mBERT,
and xlm-RoBERTa and show that monolingual
models perform better than their multilingual
counterparts. Their MahaBERT (Joshi, 2022a)
model provides the best results on L3Cube-
MahaHate Corpus.

Bengali: Karim et al. (Karim et al., 2020)
published a Bengali dataset with 35,000 hate
statements (political, personal, geopolitical,
and religious) and applied a multichannel CNN
and LSTM-based approach. Later DeepHate-
Explainer (Karim et al., 2021) added more than
5,000 labelled examples with it and used an
ensemble method of transformer-based neu-
ral architectures to classify them into political,
personal, geopolitical, and religious hates and
achieved F1-scores of 78%, 91%, 89%, and
84%, for political, personal, geopolitical, and
religious hates. In the paper (Romim et al.,
2021), They published a Bengali Hate Speech
corpus with 30,000 comments labelled with
“1” for hate comments; otherwise, “0”. This
paper (Mandal et al., 2022) created a political
news corpus and then developed a keyword
or phrase-based hate-speech identifier using a
semi-automated approach.

Most of the top results are delivered by the
systems based on Deep neural models and
transformers.

3 Experimental Setup

3.1 Dataset Selection

The experiment uses the HASOC-Hindi
(2019), HASOC-Marathi (2021) and BenHate-
Speech (Romim et al., 2021) datasets. Statis-
tics and class distribution for the training set
of HASOC-Hindi, HASOC-Marathi and Ben-
HateSpeech datasets are in table 1 and for the
test set in table 2. Figure 1 shows samples of
datasets, and we chose only binary classifica-
tion task for our work, i.e., to detect whether

856



a sentence or text conveys hate or not. For
HASOC-Hindi and HASOC-Marathi, classes
are “HOF” and “NOT” whereas in BenHate-
Speech, classes are “1” (hate) and “0” (not).

Figure 1: Samples of HASOC-Hindi, HASOC-
Marathi and BenHateSpeech datasets respectively

3.2 Preprocessing

Before employing data to the transformers, text
data need to be cleaned and noise-free to en-
rich the performance. India’s low-resourced
languages share several characteristics. De-
spite being written in different languages, re-
searchers employed nearly identical prepro-
cessing approaches for all datasets. Text pre-
processing procedures can be slightly different
depending on the task and the dataset used.
Some datasets had raw comments with emojis,
punctuation, and unwanted characters. In most
cases, the following steps are used:

Normalization: It defines the removal of ex-
isting emojis, unwanted characters and stop-
words from the sentences.

Removing punctuation and number: Punctu-
ation and numbers often don’t add extra mean-
ing to the text hence being removed from the
text.

Word tokenization : Here converting a sen-
tence into an individual word is called a token.

Stemming: Stemming removes the inflections
from each word to convert that word to its root
word.

Label encoding: In HASOC-Hindi and
HASOC-Marathi, task 1 is tagged as “NOT”
and “HOF”. We encode them into a unique
number. Like, “NOT” to “0” and “HOF” to
“1”, where we leave BenHateSpeech dataset as
it is.

In the case of HASOC-Marathi and Ben-
HateSpeech datasets, we followed above men-
tioned simple steps. In case of HASOC-
hindi, we followed preprocessing techniques
as mentioned in paper (Bashar and Nayak,
2020) like replacing person occurrence (e.g.
@someone) with xxatp, URL occurrence
with xxurl, source of modified retweet with
xxrtm, source of not modified retweet with
xxrtu, fixing the repeating characters (e.g.
goooood), removed common invalid charac-
ters (e.g. < br =>, < unk >, @−@,etc) and
a lightweight stemmer for Hindi language (Ra-
manathan and Rao, 2003) for stemming the
words.

3.3 Transformer Language Models

Figure 2 shows a general transformer-based
BERT model structure, and the input text is in
the Bengali language. After the above steps
of preprocessing, we employ the p number of
texts of the training set (D) is indicated as

D = {T1, T2, T3, .., Ti, ....Tp},

where Ti is the ith number of texts and p is
equal to the total number of texts present in a
training set. Given a text Ti, the text having m
words, i.e., length of the text, is denoted as

Ti = {wi,1, wi,2, wi,3, ..., wi,k, .., wi,m},

where wi,k denotes the kth word in the ith

text.
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Datasets HOF/Hate NOT Total
HASOC-Hindi (2019) 2,469 2,196 4,665

HASOC-Marathi (2021) 669 1,205 1,874
BenHateSpeech 8,000 16,000 24,000

Table 1: Class distribution analysis for training set

Datasets HOF/Hate NOT Total
HASOC-Hindi (2019) 605 713 1318

HASOC-Marathi (2021) 207 418 625
BenHateSpeech 2,000 4,000 6,000

Table 2: Class distribution analysis for test set

Figure 2: A general transformer-based BERT
model architecture

3.3.1 BERT

BERT is developed by Google, a transformer-
based technique for NLP. BERT can gener-
ate contextualized embeddings. It produces
almost similar vectors for synonyms and dif-
ferent vectors if the use of words is different.
During training, it learns the details from both
sides of the word’s context. So, it is called a
bidirectional model. We evaluated mono and
multilingual BERT on Hindi, Marathi and Ben-
gali datasets. Due to memory and GPU issues,
we did several experiments but with the same
hyperparameter combination (Table 3).

mBERT8: It is pre-trained with the largest
Wikipedia over 104 top languages worldwide,
including Hindi, Bengali and Marathi, using a
masked language modelling (MLM) objective.

MuRILBERT9: Multilingual Representations
for Indian Languages (MuRIL) is a BERT
model pre-trained on 17 Indian languages and
their transliterated counterparts, i.e. monolin-
gual segments and parallel segments.

NeuralspaceBERTHi10: This BERT model
is pre-trained on approx. 3 GB of monolin-
gual training corpus, i.e., OSCAR corpus re-
leased by neuralspace-reverie. It fine-tuned
downstream tasks like text classification, POS-
tagging, question-answering, etc.

MahaBERT11: MahaBERT is a multilin-
gual BERT (bert-base-multilingual-cased)
model finetuned on L3Cube-MahaCorpus and
other publicly available Marathi monolingual
datasets.

BanglaBERT12: Using mask language mod-
elling, bangla-Bert-Base was pre-trained on
data downloaded from OSCAR and Bengali
Wikipedia Dump Dataset.

8
https://huggingface.co/bert-base-multilingual-cased

9
https://huggingface.co/google/muril-base-cased

10
https://huggingface.co/neuralspace-reverie/indic-transformers-hi-bert

11
https://huggingface.co/l3cube-pune/marathi-bert

12
https://huggingface.co/sagorsarker/bangla-bert-base
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Hyperparameter BERT variants
Learning-rate 1e-5

Epochs 5
Max seq length 512

Batch size 8

Table 3: Combination of hyperparameters for training BERT variants

3.3.2 RoBERTa
More extended time training on a large dataset
can increase BERT’s performance. This model,
called RoBERTa, a self-supervised transformer
model trained on raw texts, outperforms BERT
by 4%-5% on natural language inference and
utilizes a character-level BPE (Byte Pair En-
coding) tokenizer. Still, RoBERTa uses a byte-
level BPE tokenizer, which benefits from a
universal encoding scheme.

XLM-RoBERTa (base-sized model)13: The
XLM-RoBERTa model is a multilingual ver-
sion of the RoBERTa model pre-trained on
2.5 TB of filtered CommonCrawl data contain-
ing 100 languages. It does not require lang
tensors like XLM multilingual models to de-
termine which language is utilized and choose
the correct language based on the input ids.

Roberta-Hindi14: This RoBERTa transformer
base model was pre-trained on a large Hindi
corpus (a combination of MC4, OSCAR,
and indic-nlp datasets) released by flax-
community.

MahaRoBERTa15: A Multilingual RoBERTa
(xlm-roberta-base) model fine-tuned on pub-
licly available Marathi monolingual datasets
and L3Cube-MahaCorpus.

RoBERTa-Base-Mr16: The RoBERTa
Marathi model was pre-trained on mr
dataset of C4 (Colossal Clean Crawled
Corpus) (Raffel et al., 2019) multilingual
dataset.

13
https://huggingface.co/xlm-roberta-base

14
https://huggingface.co/flax-community/roberta-hindi

15
https://huggingface.co/l3cube-pune/marathi-roberta

16
https://huggingface.co/flax-community/roberta-base-mr

3.3.3 ALBERT:

A lite BERT for self-supervised learning,
Google AI open-sourced ALBERT uses fewer
parameters than BERT.

IndicBERT17: IndicBERT trained on large-
scale datasets is a multilingual ALBERT model
covering 12 major Indian languages (such as
Hindi, Marathi, Bengali, Assamese, English,
Gujarati, Oriya, Punjabi, Tamil, Telugu, Kan-
nada and Malayalam) released by Ai4Bharat.

MahaALBERT18:A Marathi ALBERT model
trained on publicly available Marathi monolin-
gual datasets and L3Cube-MahaCorpus.

3.3.4 DistilBERT:

DistilBERT is a small, quick, inexpensive, and
light transformer model trained by distilling
the BERT base. More than 95% of BERT’s
performance on the GLUE language under-
standing benchmark is preserved in this ver-
sion, which has 40% fewer parameters and
runs 60% faster.

mDistilBERT19: The model is trained on the
concatenation of 104 different languages of
Wikipedia.

DistilBERTHindi20: A DistilBERT language
model pre-trained on approx. 10 GB of mono-
lingual training corpus, which is taken from
OSCAR.

17
https://huggingface.co/ai4bharat/indic-bert

18
https://huggingface.co/l3cube-pune/marathi-albert-v2

19
https://huggingface.co/distilbert-base-multilingual-cased

20
https://huggingface.co/neuralspace-reverie/indic-transformers-hi-distilbert
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4 Result and Analysis

In this section, we discuss the precision, recall
and weighted F1 score obtained by training
all the variants of BERT on Hindi, Marathi
and Bengali datasets. Table 4 represents the
results of transformer models trained on the
HASOC-Hindi, HASOC-Marathi, and Ben-
HateSpeech datasets, where blue, purple, and
teal colours indicate multilingual, monolingual,
and cross-language models correspondingly.
We intentionally prefer a weighted F1 score
over an accuracy score to evaluate the models
because imbalanced class distribution exists
in most classification problems. So, weighted
F1 score is a better metric to consider in this
scenario. In the training set, the number of
sentences for Bengali is double that of Hindi
and Marathi. The models trained on the Ben-
gali dataset have better results than Marathi
and Hindi. To evaluate our models, we use
two class precisions (PNOT , PHOF ), recalls
(RNOT ,RHOF ), F1 scores (F1NOT , F1HOF )
then calculate weighted precision (WP ), recall
(WR), and F1 score (WF1) here. At last we
calculate Accuracy.

PNOT =
TrueNOT

TrueNOT + FalseHOF
(1)

PHOF =
TrueHOF

TrueHOF + FalseHOF
(2)

RNOT =
TrueNOT

TrueNOT + FalseNOT
(3)

RHOF =
TrueHOF

TrueHOF + FalseNOT
(4)

F1NOT = 2 ∗ PNOT ∗RNOT

PNOT +RNOT
(5)

F1HOF = 2 ∗ PHOF ∗RHOF

PHOF +RHOF
(6)

WP =
PNOT ∗ TNOT + PHOF ∗ THOF

TNOT + THOF
(7)

WR =
RNOT ∗ TNOT +RHOF ∗ THOF

TNOT + THOF
(8)

WF1 =
F1NOT ∗ TNOT + F1HOF ∗ THOF

TNOT + THOF
(9)

Accuracy =
TrueNOT + TrueHOF

TNOT + THOF
(10)

Where TrueNOT = True-negative (model pre-
dicted the texts as NOT, and the actual value
of the same is also NOT), TrueHOF = True-
positive (model predicted the texts as HOF,
and the actual value of the same is also HOF),
FalseNOT = False-negative (model predicted
the texts as NOT, but the true value of the same
is HOF), FalseHOF = False-positive (model
predicted the texts as HOF, but the true value
of the same is NOT), PNOT = Precision of
NOT class, PHOF = Precision of HOF class,
RNOT = Recall of NOT class, RHOF = Re-
call of HOF class, F1NOT = F1 score of NOT
class, F1HOF = F1 score of HOF class, TNOT

= The total number of NOT class text present
in test set, THOF = The total number of HOF
class text present in test set
Best models per datasets: The weighted F1
score for the top four models like MuRIL-
BERT, MahaRoBERTa, NeuralSpaceBERTHi,
and XLM-RoBERTa are very close for the
Hindi dataset. MahaBERT, MahaRoBERTa,
mBERT, and Roberta-Hindi score top for the
Marathi dataset. MuRILBERT, BanglaBert,
and XLM-RoBERTa models are most suitable
for the Bengali dataset. Figure 3 shows the
confusion matrix of the best models on three
datasets separately.
Monolingual models vs multilingual mod-
els: On the Hindi dataset, multilingual models
like MuRILBERT and XLM-RoBERTa per-
form better, but the monolingual model Neu-
ralSpaceBERTHi also gives tough competition.
We can conclude that multilingual models per-
form well, but the difference in performance
between monolingual and multilingual models
is negligible. MahaBERT and MahaRoBERTa
models provide the highest weighted F1 score
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Models on Precision Recall F1 score AccuracyHASOC (Hindi) 0 1 w.avg. 0 1 w.avg. 0 1 w.avg.

mBERT 0.8078 0.7797 0.7949 0.8275 0.8016 0.8156 0.8175 0.7904 0.8050 0.8050
MuRILBERT 0.8695 0.8362 0.8542 0.8266 0.7851 0.8075 0.8475 0.8098 0.8301 0.8308

NeuralSpaceBERTHi 0.8611 0.8278 0.8458 0.8263 0.7867 0.8081 0.8433 0.8067 0.8264 0.8270
MahaBERT 0.8681 0.8297 0.8504 0.8080 0.7570 0.7845 0.8369 0.7916 0.8161 0.8171

XLM-RoBERTa 0.8218 0.7977 0.8107 0.8492 0.8280 0.8394 0.8352 0.8125 0.8247 0.8247
Roberta-Hindi 0.8485 0.8147 0.8329 0.8231 0.7851 0.8056 0.8356 0.7996 0.8190 0.8194

MahaRoBERTa 0.8892 0.8534 0.8727 0.8138 0.7603 0.7892 0.8498 0.8041 0.8288 0.8300
RoBERTa-Base-Mr 0.8246 0.7906 0.8089 0.8155 0.7801 0.7992 0.8200 0.7853 0.8040 0.8042

IndicBERT 0.7489 0.7198 0.7355 0.7864 0.7603 0.7744 0.7671 0.7394 0.7543 0.7541
MahaAlBERT 0.8232 0.7913 0.8085 0.8221 0.7900 0.8073 0.8226 0.7906 0.8079 0.8080
mDistilBERT 0.7812 0.7487 0.7662 0.7991 0.7685 0.7800 0.7900 0.7584 0.7754 0.7754

DistilBERTHindi 0.8064 0.7781 0.7934 0.8261 0.8000 0.8141 0.8161 0.7888 0.8035 0.8034

Models on
HASOC (Marathi)

mBERT 0.9019 0.8110 0.8717 0.9240 0.8502 0.8995 0.9128 0.8301 0.8854 0.8848
MuRILBERT 0.8995 0.7878 0.8625 0.8805 0.7536 0.8384 0.8898 0.7703 0.8502 0.8512

NeuralSpaceBERTHi 0.9066 0.8115 0.8751 0.9066 0.8115 0.8751 0.9066 0.8115 0.8751 0.8752
MahaBERT 0.9234 0.8415 0.8962 0.9125 0.8212 0.8822 0.9179 0.8312 0.8891 0.8896

XLM-RoBERTa 0.8588 0.7242 0.8142 0.8734 0.7487 0.8320 0.8660 0.7336 0.8221 0.8224
Roberta-Hindi 0.9354 0.8540 0.9084 0.8886 0.7632 0.8470 0.9113 0.8060 0.8764 0.8784

MahaRoBERTa 0.9306 0.8520 0.9045 0.9067 0.8067 0.8735 0.9184 0.8287 0.8886 0.8896
RoBERTa-Base-Mr 0.9688 0.8960 0.9446 0.8100 0.5410 0.7209 0.8823 0.6746 0.8135 0.8272

IndicBERT 0.8708 0.6785 0.8071 0.7964 0.5507 0.7150 0.8319 0.6079 0.7577 0.7648
MahaAlBERT 0.9138 0.8095 0.8792 0.8761 0.7391 0.8307 0.8945 0.7726 0.8541 0.8560
mDistilBERT 0.8588 0.6878 0.8021 0.8233 0.6280 0.7586 0.8406 0.6565 0.7796 0.7824

DistilBERTHindi 0.9066 0.7989 0.8709 0.8793 0.7487 0.8360 0.8927 0.7729 0.8530 0.8544

Models on
BenHateSpeech

mBERT 0.9303 0.8630 0.9078 0.9155 0.8362 0.8890 0.9228 0.8493 0.8983 0.8980
MuRILBERT 0.9225 0.8507 0.8985 0.9406 0.8835 0.9215 0.9314 0.8667 0.9098 0.9095

XLM-RoBERTa 0.9463 0.8975 0.9300 0.9047 0.8249 0.8781 0.9250 0.8596 0.9032 0.9023
IndicBERT 0.9042 0.8030 0.8704 0.9300 0.8515 0.9038 0.9169 0.8265 0.8867 0.8876

BanglaBERT 0.9333 0.8685 0.9117 0.9207 0.8456 0.8956 0.9269 0.8568 0.9035 0.9033
mDistilBERT 0.8698 0.7290 0.8228 0.9055 0.7941 0.8683 0.8872 0.7601 0.8448 0.8466

Table 4: Precision, Recall, F1 score, and Accuracy of various transformer models on HASOC-Hindi,
HASOC-Marathi and BenHateSpeech datasets, respectively
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for the Marathi dataset, and mBERT also per-
forms well, whereas MuRILBERT scores a
little less. For Bengali, we use only one mono-
lingual pre-trained model, i.e., BanglaBERT;
it performs very well, but the MuRILBERT
wins marginally. IndicBERT and mDistilBERT
models’ performance is significantly less on all
datasets than in other models. Therefore, devel-
oping better resources for the Hindi and Ben-
gali language is necessary as language-specific
fine-tuning does not necessarily guarantee the
best performance.
Cross-language experiments: During the
cross-language experiments, we consider the
Marathi models on the Hindi dataset and vice-
versa, as both languages share the Devanagari
script. MahaRoBERTa performs pretty well on
the Hindi dataset, and MahaBERT, RoBERTa-
Base-Mr, and MahaALBERT also score suf-
ficiently. NeuralSpaceBERTHi and Roberta-
Hindi perform well on the Marathi dataset,
but surprisingly, DistilBERTHindi performs
poorly on the Hindi dataset rather well on the
Marathi dataset.

Figure 3: Confusion matrix of Best models such
as MuRILBERT for Hindi (a), MahaBERT for
Marathi (b) and MuRILBERT for Bengali (c)

5 Conclusion and Future Scope

Significant works are done in English or other
major speaking languages. In Indian lan-
guages, a very little work has been done, like
on Hindi, Bengali, Marathi, Tamil, Malayalam
etc. In brief, we conclude this work by: (i) Ex-
ploring variants of transformer-based models
in Indic languages. (ii) Comparing monolin-
gual and multilingual transformer-based mod-
els for hate speech detection data like HASOC-
Hindi, HASOC-Marathi and BenHateSpeech.
(iii) Cross-language experiments on Hindi and
Marathi models. Results show that monolin-
gual training doesn’t necessarily ensure supe-
rior performance. Multilingual models stood
first on Bengali and Hindi datasets, whereas
Marathi monolingual models performed the
best on Marathi dataset. Our next concen-
tration will be to reduce false-positive and
false-negative errors. We also observe that
the “0” class precision, recall, and F1 score
is slightly higher than the “1” class, indicat-
ing the data imbalance. So, in future, tech-
niques like SMOTE (Bowyer et al., 2011),
ADASYN (He et al., 2008), or data augmen-
tation (techniques to increase the amount of
data) (Nozza, 2022) can be used, which can
handle data imbalance. Apart from the tech-
nical challenges, the research on hate speech
impacts other dimensions, including socio-
linguistic issues like freedom of speech and
legislation at the national and international lev-
els. Socio-linguistic implications of this re-
search are that some word is used to target
a few specific castes, community, colour, etc.
A sophisticated hate speech detection system
can identify such hated information, restrict
its propagation, and alert concerned authori-
ties. In a social context, freedom of speech is
related to this issue. So there must be some
trade-off between them to maintain peace and
harmony.
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