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Abstract

Lexical simplification — which aims to sim-
plify complex text through the replacement of
difficult words using simpler alternatives while
maintaining the meaning of the given text — is
popular as a way of improving text accessibility
for both people and computers. First, lexical
simplification through substitution can improve
the understandability of complex text for, for
example, non-native speakers, second language
learners, and people with low literacy. Second,
its usefulness has been demonstrated in many
natural language processing problems like data
augmentation, paraphrase generation, or word
sense induction. In this paper, we investigated
the applicability of existing unsupervised lexi-
cal substitution methods based on pre-trained
contextual embedding models and WordNet,
which incorporate Context Information, for
Lexical Simplification (CILS). Although the
performance of this CILS approach has been
outstanding in lexical substitution tasks, its use-
fulness was limited at the TSAR-2022 shared
task on lexical simplification. Consequently,
a minimally supervised approach with careful
tuning to a given simplification task may work
better than unsupervised methods. Our investi-
gation also encouraged further work on evalu-
ating the simplicity of potential candidates and
incorporating them into the lexical simplifica-
tion methods.

1 Introduction

Lexical simplification — which aims to simplify
complex words and phrases in text while main-
taining the meaning of the original text — is an
important natural language processing (NLP) prob-
lem to improve the understandability of text for,
for example, non-native speakers, second language
learners, and people with low literacy skills (Good-
ing and Kochmar, 2019). Due to its importance in
achieving complete text simplification with simpler
and easier-to-read content, lexical simplification
has received rising interest over the years.

Shardlow (2014) has introduced a lexical sim-
plification pipeline, which consists of several sub-
problems, including, for instance, complex word
identification, simpler substitution generation, sub-
stitution selection, and substitution ranking. Out
of these four sub-problems, the latter three entirely
focus on the generation of relevant and simpler
substitutes for better understandability.

Underpinned by Shardlow (2014) among oth-
ers, over the years researchers have introduced a
wide range of methods for simpler substitution
generation for the complex words identified in
text. Earlier approaches to substitution generation
have relied on rule-based methods and lexical re-
sources like WordNet (Miller, 1995) or paraphrase
databases (Pavlick and Callison-Burch, 2016). Lex-
ical substitution research has advanced to the use of
word embedding models (e.g., word2vec (Mikolov
et al., 2013), Glove (Pennington et al., 2014), Em-
beddings from Language Models (ELMo) (Peters
et al., 2018)) to remove the requirement of lexical
resources and obtain potential candidates through
the cosine similarity of word embeddings.

The introduction of Transformers (Vaswani et al.,
2017) has resulted in advanced contextual word and
sentence embedding models like Bidirectional En-
coder Representations from Transformers (BERT)
(Devlin et al., 2019), robustly optimised BERT
(RoBERTa) (Liu et al., 2019), and XLNet (Yang
et al., 2019) which have been extensively used for
NLP, including, but not limited to, lexical sim-
plification and lexical substitution. These mod-
els have been useful in generating potential can-
didates for simplification given a target word and
the context, taking the meaning preservation aspect
into account; researchers have introduced methods
and frameworks for lexical simplification, some
of which rely entirely on contextual embeddings
(Qiang et al., 2021) whereas some others incorpo-
rate lexical resources alongside contextual embed-
ding models (Gooding and Kochmar, 2019).
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Lexical substitution can be identified as a
broader problem, which aims to generate alter-
native substitutes for a target word (McCarthy
and Navigli, 2007) whereas lexical simplification
specifically focuses on generating simpler substi-
tutes (Shardlow, 2014). Although not identical, the
two problems are coupled; both aim to generate
substitutes for an identified target word. Hence,
also the proposed, studied, and adopted solution
techniques have similarities.

In our work, we investigated the applicability
of lexical substitution methods for simpler sub-
stitution generation in lexical simplification. We
applied the CILex solution proposed in our pre-
vious work (Seneviratne et al., 2022) on Context
Information for Lexical substitution to lexical sim-
plification1. The objective of the research was
to evaluate the usefulness of existing substitution
methods in a given text simplification task and to
identify how these methods can be improved.

2 Related Work

Researchers have used different techniques to
achieve lexical simplification; this problem aims to
simplify complex content in text while maintaining
the meaning, for better understandability.

Earliest lexical simplification approaches relied
on rule-based methods and lexical resources (De-
vlin, 1998) where a set of rules was defined to
extract simpler substitutes from lexical resources
like WordNet (Miller, 1995) and rank them based
on a simplicity metric. Extending beyond these
linguistic databases, researchers also used parallel
corpora that consisted of complex and simpler sen-
tences to identify simpler substitutes for a target
word (Biran et al., 2011; Yatskar et al., 2010). How-
ever, given both these approaches were dependent
on linguistic databases and parallel corpora, they
had limitations with respect to the availability and
coverage of simpler alternatives.

To address the limitations of lexical resources, re-
searchers adopted word embedding models for lex-
ical simplification (Glavaš and Štajner, 2015). Fur-
ther improving on the word embedding models, re-
searchers introduced context-aware lexical simplifi-
cation methods (Paetzold and Specia, 2016; Good-
ing and Kochmar, 2019) which also incorporated
linguistic features and information from lexical re-
sources. The introduction of Transformer-based

1The implementation is available at https://github.
com/sandaruSen/CILex under the MIT license.

language models like BERT, RoBERTa, and XLNet
resulted in widely adopting them for downstream
NLP problems. To illustrate, Qiang et al. (2020)
introduced a recursive simplification method called
LSBert based on BERT.

Similar techniques have been used for lexical
substitution, which is a broader problem aiming to
generate alternative words for a given target word.
Early methods, which relied on rule-based systems
and lexical resources, have evolved to the meth-
ods that use word embeddings (Melamud et al.,
2016), contextual embeddings (Zhou et al., 2019;
Arefyev et al., 2020) and methods that incorpo-
rate additional information from lexical resources
(Michalopoulos et al., 2022).

Given the similarities in lexical substitution and
simplification problems, we investigated the appli-
cability of the CILex lexical substitution solution
also for lexical simplification. This investigation
was part of the Text Simplification, Accessibility,
and Readability (TSAR) shared task on lexical sim-
plification in 2022 (Saggion et al., 2022).

3 Experiments

3.1 Method
We used the CILex solution proposed in our pre-
vious work (Seneviratne et al., 2022) for our ex-
periments, which focused on lexical substitution
methods. We based our experiments on pre-trained
contextual word embedding models, contextual sen-
tence embedding models, and WordNet. We then
defined several metrics to obtain the final set of
relevant substitutes and rank them to filter out the
most suitable substitutes.

The initial set of substitutes was obtained us-
ing the combination of i) a model prediction score
P (w|c) computed using the XLNet model given
the context c and target word x with any word
w in the vocabulary of XLNet and ii) an em-
bedding similarity score P (w|x) by computing
the inner product of the embedding of the target
word and the embedding of the respective word
(embeddingx · embedding⊤w ). This followed the
approach by Arefyev et al. (2020).

For each word in the XLNet vocabulary, these
scores were combined to obtain SXLNet score with
α and β being parameters that can be fine-tuned:

SXLNet = αP (w|c) + βP (w|x). (1)

The scoring was then used to rank all the words to
filter out the top 20 words.
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For the filtered-out set of potential candidates,
we computed a sentence similarity score

Ssent = cos(s, s′) (2)

using the cosine similarity between the original
and updated sentences (s, s′) obtained by replac-
ing the target word using each potential candidate
(Michalopoulos et al., 2022).

We also used the gloss sentence similarity score
Sgloss proposed by Michalopoulos et al. (2022)
which integrated additional context information
from WordNet and BERT (bert-large-uncased).
We computed the score as follows: first, we ob-
tained lists of potential definitions for target words
and possible substitutes from WordNet. Second,
for each target word and substitute, we formulated
the most suitable definition by computing the co-
sine similarity between the given sentence and the
definition. Third, for each substitute, we calculated
the gloss sentence similarity score

Sgloss = cos(dt, dw) (3)

using the cosine similarity between the most suit-
able definition embedding of the target word dt
and the most suitable definition embedding of the
substitute dw.

Similarly to Sgloss, we computed

Swordnet = cos(dt, s
′) (4)

where lists of potential definitions were obtained
only for the possible candidates and the cosine sim-
ilarity was computed using the updated sentence
and the most suitable definition of each substitute.

Additionally, we computed the validation score
Sval (Zhou et al., 2019) using the cosine similar-
ities of the BERT-based contextual embeddings
(bert-large-uncased) of the top four layers of ev-
ery token in the original sentence and the modified
sentence was used.

Using these scores, we defined three CILex solu-
tions as

CILex_1 = γSXLNet + δSsent, (5)

CILex_2 = γSXLNet + δSsent

+ θSwordnet + ωSval, and (6)

CILex_3 = γSXLNet + δSsent

+ θSgloss + ωSval (7)

by interpolating them together using γ and δ as the
weights for SXLNet and Ssent scores, respectively,
for all three CILex solutions. For CILex_2 and
CILex_3, ω was used as the weight for Sval while
θ was used as the weight for Swordnet and Sgloss

in CILex_2 and CILex_3, respectively. The CILex
solutions were specifically proposed for lexical sub-
stitution which is a broader problem compared to
lexical simplification.

3.2 Datasets
We tested the CILex solution on the trial and test-
ing datasets of the English dataset provided at the
TSAR-2022 shared task (Štajner et al., 2022). The
English dataset was created by manually selecting
400 instances from the 2018 Complex Word Identi-
fication Shared task dataset. This set of instances
was further filtered based on the quality of the an-
notations provided by the annotators to obtain the
final set of 386 instances with their average number
of unique simpler substitutes per instance provided
by the annotators being 10.55. The dataset con-
sisted of 10 trial instances and 373 instances in the
testing dataset.

3.3 Evaluation metrics
We based our evaluation on the metrics used in
the TSAR-2022 shared task (Saggion et al., 2022).
MeanAveragePrecision@K (MAP@K) score
with K ∈ {1, 3, 5, 10} evaluated if the predicted
substitutes by the system were relevant and if they
were ranked in the top positions. Potential@K
and Accuracy@K metrics evaluated the percent-
age of instances for which at least one of the sub-
stitutions predicted was present in the set of gold
annotations and the ratio of instances where at least
one of the K top predicted candidates matched the
most frequently suggested synonym(s) in the gold
list of annotated candidates, respectively.

3.4 Experimental Setup
Following Arefyev et al. (2020), we used the XL-
Net model (Yang et al., 2019) to obtain the initial
set of substitutes, RoBERTa (stsb-roberta-large)
model (Reimers et al., 2019) to obtain the sen-
tence similarity score, and BERT model (bert-
large-uncased) to obtain the WordNet similarity,
gloss sentence similarity, and validation scores. We
used the same hyper-parameters introduced in our
previous work (Seneviratne et al., 2022) for our
experiments without further tuning to the TSAR-
2022 shared task. We conducted our experiments
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Method ACC@1 ACC@1@Top1 ACC@3@Top1 MAP@3 MAP@10 Potential@3 Potential@10
LSBert 0.5978 0.3029 0.5308 0.4079 0.1755 0.823 0.9463
CILex_3 0.386 0.1957 0.3083 0.2603 0.1267 0.5656 0.638
CILex_2 0.3806 0.1903 0.3083 0.2597 0.1262 0.563 0.6434
CILex_1 0.3753 0.201 0.3109 0.2555 0.1235 0.5361 0.63
TUNER 0.3404 0.142 0.1823 0.1706 0.0546 0.4343 0.445

Table 1: Results of our proposed three CILex solutions and the LSBert and TUNER baselines for the test subset of
the English dataset provided at the TSAR-2022 shared task.

on a RTX 3090 graphics card with 24 GB memory
and CUDA 11.4.

3.5 Results

The proposed three solutions outperformed the
TUNER-baseline (Table 1). However, they did
not perform as well as the LSBert baseline.

Although the performance of our CILex ap-
proach has been outstanding in lexical substitution
tasks, its usefulness was limited at the TSAR-2022
shared task on lexical simplification. Remember-
ing that lexical substitution and simplification prob-
lems are not identical and that also text datasets
and their respective annotations have their unique
characteristics, a minimally supervised approach
with some careful tuning to this specific simplifica-
tion task could have worked better at TSAR-2022
than our unsupervised lexical substitution methods
with pre-trained models.

4 Discussion

In this paper, we have adopted our previous work
on lexical substitution for the TSAR-2022 shared
task on lexical simplification and experimented
with the use of different methods that provide con-
text information. The three methods used for our
experiments have not performed as well as the LS-
Bert baseline. However, they have outperformed
TUNER-baseline at TSAR-2022 (Štajner et al.,
2022) and our approach has excelled in lexical
substitution as evidenced by its evaluation using
two annotated lexical substitution datasets that are
widely used for the broader problem (Seneviratne
et al., 2022).

The observed performance difference for lexical
simplification and lexical substitution can be ex-
plained by the problem differences. The methods
used in our experiments were developed to target
lexical substitution, which can be identified as a
substantially broader problem than lexical simpli-
fication. Lexical substitution generally focuses on
generating similar rather than simpler substitutes
— the narrower focus of lexical simplification. In

order to tackle this issue of our lexical substitu-
tion approach for lexical simplification, identifying
metrics, which can evaluate the simplicity of the
potential candidates and using them to rank the
potential candidates can be done.

5 Conclusion

We have applied our previous work on lexical sub-
stitution for lexical simplification, focusing on the
added value of context information for the lexi-
cal simplification problem. The results from our
methods indicate, that even though the proposed
approach has performed well in lexical substitu-
tion more broadly, their usefulness in the narrower
lexical simplification problem at the TSAR-2022
shared task was limited; a minimally supervised
approach with some careful tuning to a given sim-
plification task may have worked better at TSAR-
2022 than unsupervised lexical substitution meth-
ods with pre-trained models.

Our investigation encourages further work on
evaluating the simplicity of potential substitution
candidates and incorporating them into lexical sub-
stitution methods. This approach should extend
these broader methods to lexical simplification by
targeting the more specific constraints for substi-
tutes in the narrower text simplification problem.
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