
Proceedings of the Seventh Conference on Machine Translation (WMT), pages 397 - 402
December 7-8, 2022 ©2022 Association for Computational Linguistics

DUTNLP Machine Translation System for WMT22 General MT Task

Ting Wang Huan Liu Junpeng Liu Degen Huang∗

School of Computer Science, Dalian University of Technology
{Wting_1513577,liuhuan4221,liujunpeng_nlp}@mail.dlut.edu.cn

huangdg@dlut.edu.cn

Abstract

This paper describes DUTNLP Lab’s submis-
sion to the WMT22 General MT Task on four
translation directions: English to/from Chinese
and English to/from Japanese under the con-
strained condition. Our primary system are
built on several Transformer variants which
employ wider FFN layer or deeper encoder
layer. The bilingual data are filtered by de-
tailed data pre-processing strategies and four
data augmentation methods are combined to en-
large the training data with the provided mono-
lingual data. Several common methods are also
employed to further improve the model perfor-
mance, such as fine-tuning, model ensemble
and post-editing. As a result, our constrained
systems achieve 29.01, 63.87, 41.84, and 24.82
BLEU scores on Chinese → English, English
→ Chinese, English → Japanese, and Japanese
→ English, respectively.

1 Introduction

DUTNLP Lab participates in the WMT22 General
MT Task on four translation directions: English ↔
Chinese and English ↔ Japanese. Our translation
system is trained on the officially provided bilin-
gual and monolingual data under the constrained
condition. Several strategies such as fine-grained
data pre-processing, large-scale synthetic data aug-
mentation, diverse model architectures and domain
fine-tuning are utilized to enhance the performance
of the final ensemble model.

Since the quality of the training data is crucial
to the translation performance, all the training sets
are filtered by the off-the-shelf toolkits and some
manual rules. Details will be discussed in Section
2. Those data pre-processing strategies are also
employed to filter out the synthetic data generated
by different data augmentation methods.

To generate synthetic parallel data, four data
augmentation methods including back-translation
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(Sennrich et al., 2016), forward-translation (Wu
et al., 2019), knowledge distillation (Freitag et al.,
2017) and R2L training (Liu et al., 2016) are
employed in our experiments. Specifically, we
leverage source-side monolingual data by explor-
ing forward-translation, knowledge distillation and
R2L training, while target-side monolingual data
by back-translation. These strategies increase the
data size to a large extent. The generated data
and the original parallel data are combined to train
NMT models.

For model architectures, starting from
Transformer-Big (Vaswani et al., 2017) settings,
several Transformer variants are used to improve
the model capacity and diversity. Previous
studies (Bapna et al., 2018; Li et al., 2020) have
shown that the translation performance can be
significantly improved by increasing the model
capacity. Therefore, we build different model
architectures with either wider FFN layers (Ng
et al., 2019) or deeper transformer encoder (Sun
et al., 2019). Moreover, the Pre-Norm (Wang et al.,
2019) is also adopted in all our experiments as its
performance and training stability are better than
the Post-Norm counterpart.

Domain fine-tuning is the most effective method
in our experiments, which greatly improves the
translation performance. We first employ previous
WMT test sets as the domain data to fine-tune sev-
eral models with different architectures. Then we
ensemble those fine-tuned models and translate the
test sets to construct pseudo parallel data. Finally,
the original and the pseudo test sets are merged for
further domain fine-tuning.

This paper is structured as follows: Section 2
describes the data pre-processing strategies. We
present the details of our systems in Section 3 and
show the experiment settings and results in Sec-
tion 4. We draw the conclusion in Section 5.
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2 Data Pre-processing

For each language pair, we follow the constrained
data requirements and make full use of the provided
bilingual and monolingual data. Table 1 lists the
data we used in our experiments.

Language Pair Filtered Bilingual Monolingual

En-Zh 34.5M En:15M Zh:15M
En-Ja 20.1M En:20M Ja:20M

Table 1: Statistics of the training dataset.

As the quality of the parallel training data is
crucial to the final translation performance, we per-
form fine-grained data filtering with the off-the-
shelf toolkits and some manual rules. For both
language pairs, the pre-processing strategies are as
follows:

• Normalize punctuation with Moses scripts
(Koehn et al., 2007) for English. Chinese
and Japanese text are separately segmented
by jieba1 and MeCab2 toolkits.

• Filter out the duplicated sentence pairs.

• Filter out sentences containing html tags, ille-
gal characters and invisible characters.

• Filter out sentences with the character-to-
word ratio higher than 12 or lower than 1.5
following (Wei et al., 2021).

• Filter out sentences with the source-to-target
token ratio higher than 3 or lower than 0.3
following (Wei et al., 2021).

• Filter out sentences in other languages by ap-
plying language identification (Joulin et al.,
2016).

• Filter out sentence pairs with low alignment
score by using fast-align (Dyer et al., 2013).

• For Chinese, we convert full-width format to
half-width format and convert traditional Chi-
nese characters to simplified ones.

3 System Overview

3.1 Model Architectures
Previous studies (Bapna et al., 2018; Li et al., 2020;
Wei et al., 2021; Li et al., 2021) have shown that

1https://github.com/fxsjy/jieba
2http://taku910.github.io/mecab/

the translation performance can be significantly im-
proved by increasing the model capacity. Consid-
ering the model performance, we adopt the Deep
Encoder and Shallow Decoder architecture with
wider FFN layer. For En-Zh pair, we adopt the
Deep 35-6 big model as baseline model following
(Wei et al., 2021). For En-Ja pair, in view of the
training cost we choose the Deep 24-6 big model
as baseline model following (Subramanian et al.,
2021; Zhou et al., 2021). The details about the
models are as follows:

• Deep 24-6 model: This model features 24-
layer encoder, 6-layer decoder, 512 dimen-
sions of word vector, 4096 dimensions of
FFN, 16-head self-attention and uses Pre-
Norm strategy(Wang et al., 2019).

• Deep 35-6 big model: This model features
35-layer encoder, 6-layer decoder, 768 di-
mensions of word vector, 3076 dimensions
of FFN, 16-head self-attention and uses Pre-
Norm strategy(Wang et al., 2019).

3.2 Data Augmentation

In this task, four data augmentation strategies are
utilized to generate synthetic data, which have
shown their effectiveness on improving the per-
formance of NMT model in previous works (Wei
et al., 2021; Zhou et al., 2021; Wang et al., 2021;
Zeng et al., 2021).

Back-Translation (Sennrich et al., 2016) is the
most commonly used data augmentation technique
which generates pseudo parallel data by translat-
ing the target monolingual sentences into source
language with a pre-trained target-to-source NMT
model. Our back-translation is divided into three
stages:

• Training an ensemble target-to-source NMT
model with the provided bilingual parallel
data.

• Translating the target monolingual sentences
to source language with the pre-trained target-
to-source NMT model to generate synthetic
parallel data.

• Training models with the bilingual and syn-
thetic parallel data in a ratio of 1:1.
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Forward-Translation (Wu et al., 2019) is an-
other data generation technique. Different from
back-translation, forward-translation translating
the source monolingual corpus into target corpus
with a pre-trained source-to-target NMT model.
Here, the forward-translation is only applied to Ja
→ En direction.

Knowledge Distillation (Freitag et al., 2017) is
a powerful technique to improve a student model
by distilling knowledge from a group of teacher
models. In our experiments, we first train several
teacher models on the original bilingual data and
generate synthetic training corpus with the ensem-
ble teacher models. Then the student model is
trained on the combination of the original and syn-
thetic training set.

R2L Training Previous work (Liu et al., 2016)
has shown that R2L training is an effective way
to boost translation quality by addressing the er-
ror propagation problem in auto-regressive gener-
ation tasks. Following this strategy, we train an
R2L model with the original source sentences and
inverse target sentences and translate the source
monolingual sentences into target sentences. In our
experiment, we mix the synthetic data generated
by both R2L and L2R models to for iterative joint
training.

3.3 Domain Fine-tuning
Domain fine-tuning plays a key role in improv-
ing the model performance. Following Sun et al.
(2019), we take previous development and test sets
as in-domain data and fine-tune the models. For
En ↔ Ja task, since previous development and
test sets are too small to use, we search for ad-
ditional in-domain data which are similar to the
development sets. Specifically, we obtain the low-
frequency domain-specific words in the develop-
ment/test sets by employing the TF-IDF algorithm
and filter sentences in the training set which contain
those words.

3.4 Model Ensemble
Model ensemble is a widely used method in previ-
ous WMT shared tasks (Garmash and Monz, 2016),
which can enhance the translation performance by
combining the predictions of several models at each
decoding step. In our work, we employ two kinds
of ensemble methods, namely, checkpoint average
and voting based ensemble. For checkpoint av-
erage, we average the top-5 checkpoints of each

model according to their BLEU performance on
the development set. While for model ensemble,
we train several models with different architectures
to increase the model diversity.

3.5 Post-editing
We apply post-editing to obtain the final translation
outputs. For En → {Zh, Ja}, the post-editing in-
cludes removing the redundant spaces, converting
punctuation to the language-specific format and re-
placing some of the English in the translation (such
as the person name) with the English in the source
sentence. For {Ja, Zh} → English, we de-tokenize
the sentences with the Moses toolkit.

4 Experiments and Results

4.1 Settings
The implementation of our models is based on
open-source fairseq (Ott et al., 2019) and we use
sacreBLEU (Post, 2018) to measure system per-
formances which is officially recommended. We
select Transformer-big as the baseline for all tasks.
The Zh ↔ En models are carried out on single
NVIDIA 3090 GPU which has 24GB of mem-
ory and the Ja ↔ En models are carried out on
8 RTXA6000 GPUs each of which has 48GB of
memory. For all tasks, the dropout probabilities
are set to 0.1. We use the Adam optimizer with
β1 = 0.9 and β2 = 0.997 (Zhou et al., 2021) during
training. Table 2 lists the fairseq parameter setting
in training.

Parameter Zh ↔ En Ja ↔ En

batch size 4096 8192
update-freq 4 2
learning rate 0.0005 0.002
warmup steps 4000 8000
save-interval-updates 4000 2000

Table 2: Fairseq parameter setting in training.

4.2 Zh ↔ En
For Zh ↔ En tasks, the training data consists of
ParaCrawl v9, News Commentary v16, Wiki Titles
v3, WikiMatrix, UN Parallel Corpus V1.0 (Ziemski
et al., 2016) and CCMT Corpus. We take news-
dev2017 as the development set and newstest2021
as the test set to tune the hyper-parameters. The
training data is filtered by aforementioned methods
and obtain the training data of 34.5M. The joint
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System En → Zh Zh → En

Baseline 32.1 23.4
+ Back Translation 32.3(+0.2) 23.5(+0.1)
+ Checkpoint Average 32.8(+0.5) 24.2(+0.7)
+ Domain Fine-tuning 34.1(+1.3) 26.9(+2.7)
+ Ensemble 34.5(+0.4) 27.4(+0.5)
+ Post-edit 37.9(+3.4) 27.4

Table 3: The experimental result of En ↔ Zh task.

vocabulary with 32K words is generated by using
sentencepiece(Kudo and Richardson, 2018). The
officially provided back-translation data are not
used in our experiments since no obvious improve-
ments are obtained when adding it to the training
set. The results of En ↔ Zh on newstest2021 are
shown in Table 3.

We perform back-translation with the deep 35-6
big model in the target-to-source direction to gen-
erate the synthetic parallel data. Comparing with
the baseline model, the back-translation technique
leads to an improvement of 0.2 and 0.1 BLEU in En
→ Zh and Zh → En directions, respectively. The
checkpoint average method brings another BLEU
improvements of 0.5 and 0.7.

In the fine-tuning stage, we use previous WMT
test sets as the in-domain data. We first perform
fine-tuning on several different models with the
combination of newstest2017-2019. Then we trans-
late the in-domain data by the ensemble model to
obtain pseudo parallel data and perform further
fine-tuning on both the original and pseudo data.
In our final submission, we add the newstest2020
and newstest2021 test set to the in-domain data.
Domain fine-tuning is the most effective method in
our experiment, which achieve an improvement of
1.3 and 2.7 BLEU scores in En → Zh and Zh →
En directions, respectively.

We ensemble several models with better perfor-
mance on the test set, in order to obtain more robust
translation system. In our work, model ensemble
further lead to a 0.4 and 0.5 BLEU improvement,
respectively. Moreover, we apply post-editing to
the translation outputs. It should be noted that post-
editing can mainly improve the BLEU of En →
Zh, which is about 3.4 BLEU. The punctuation for-
mat of Chinese translation has a great impact on
BLEU. Finally, we obtain 37.9 BLEU scores in En
→ Zh direction and 27.4 BLEU scores in Zh → En
direction.

4.3 Ja ↔ En

For Ja ↔ En tasks, we choose ParaCrawl v9, News
Commentary v16, Japanese-English Subtitle Cor-
pus (Pryzant et al., 2018), The Kyoto Free Trans-
lation Task Corpus (Neubig, 2011) and TED Talks
as the training bilingual corpus. The final train-
ing bilingual corpus we used to train the model is
about 20.1M. The source and target side each has
a vocabulary with 32K words. We use the combi-
nation of newsdev2020 and newstest2020 as the
development set and newstest2021 as the test set,
respectively. Table 4 summarizes our results on
newstest2021.

As shown in Table 4, all the four data aug-
mentation methods improve the translation perfor-
mance in both translation directions. We apply the
deep 24-6 model to implement four data augmen-
tation methods and We find that back-translation
contributes the largest BLEU improvements (+4.1
BLEU) of the four data augmentation methods
on En → Ja direction, while knowledge distilla-
tion performs best in the opposite direction (+2.1
BLEU). Moreover, we also evaluate the combina-
tion of the four data augmentation methods. In En
→ Ja direction, we combine the synthetic data from
back-translation and R2L model with the original
parallel data in a ratio of 0.5:0.5:1. By contrast, in
Ja → En direction, we mix the synthetic data from
back-translation, forward-translation and knowl-
edge distillation with the original parallel data in
a ratio of 0.5:0.5:0.5:1. The combination of multi-
ple data augmentation methods brings 4.5 and 2.0
BLEU gains in En → Ja and Ja → En directions.

We further use newsdev2020, newstest2020 and
selected in-domain data to fine-tune the model and
achieve another 3.6 and 1.8 BLEU improvement
in En → Ja and Ja → En directions, respectively.
Then, the model ensemble further bring 1.1 and
0.6 BLEU improvement. Finally, we apply post-
editing to the translation outputs and it further bring
0.2 and 0.1 BLEU improvement in En → Ja and Ja
→ En directions.

5 Conclusion

This paper presents the DUTNLP Translation sys-
tems for WMT22 General MT Task. Our main
exploration is to improve the translation perfor-
mance with the fine-grained data filtering, diverse
model architectures, large-scale data augmentation
and domain fine-tuning. The effectiveness of each
method is demonstrated in our experiments. Model
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System En → Ja Ja → En

Baseline 36.8 22.3
+ Back Translation 40.9 23.8
+ Forward Translation 39.5 24.2
+ Knowledge Distillation 38.9 24.3
+ R2L Training 39.7 23.4
+ BT+R2L 41.3(+4.5) -
+ BT+FT+KD - 24.3(+2.0)
+ Domain Fine-tuning 44.9(+3.6) 26.1(+1.8)
+ Ensemble 46.0(+1.1) 26.7(+0.6)
+ Post-edit 46.2(+0.2) 26.8(+0.1)

Table 4: The experimental result of En ↔ Ja task.

ensemble and post-editing are also used to further
improve the performance of our system. Our con-
strained systems achieve 29.01, 63.87, 41.84, and
24.82 BLEU scores on Chinese → English, English
→ Chinese, English → Japanese, and Japanese →
English, respectively.
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