
Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 3: System Demonstrations, pages 348–356

July 10-12, 2023 ©2023 Association for Computational Linguistics

UINAUIL: A Unified Benchmark for Italian Natural Language
Understanding

Valerio Basile*, Livio Bioglio*, Alessio Bosca**, Cristina Bosco*, and Viviana Patti*

*University of Turin, Italy, email: name.surname@unito.it
*H-FARM, email: alessio.bosca@h-farm.com

Abstract
This paper introduces the Unified Interactive
Natural Understanding of the Italian Language
(UINAUIL), a benchmark of six tasks for Ital-
ian Natural Language Understanding. We
present a description of the tasks and software
library that collects the data from the Euro-
pean Language Grid, harmonizes the data for-
mat, and exposes functionalities to facilitates
data manipulation and the evaluation of custom
models. We also present the results of tests con-
ducted with available Italian and multilingual
language models on UINAUIL, providing an
updated picture of the current state of the art in
Italian NLU.
Video: https://www.youtube.com/watch?
v=rZWKl9cPTbk

1 Introduction

Large Language Models (LLM) have revolution-
ized the field of Natural Language Processing. In
the span of a few years, the common practice
for most NLP tasks shifted from building ad-hoc
models trained on task-specific data to fine-tuning
general-purpose language models trained in a self-
supervised fashion. The focus of the evaluation
practices shifted accordingly, from measuring the
impact of different features and neural architec-
tures on the prediction performance, to assessing
the predictive power of LLMs applied to a variety
of NLP tasks. This has been possible, at least in
part, due to the standardization proposed in De-
vlin et al. (2019), where four general task formats
are claimed to represent the structure of most NLP
tasks: text classification, sentence pair classifica-
tion, sequence labeling, and question answering.

In this scenario, benchmarks have emerged that
collect a number of tasks falling into the four men-
tioned categories, with the purpose of evaluating
LLMs in a fair and reproducible environment. Per-
haps the best known of such benchmarks is GLUE
(Wang et al., 2018, Language Understanding Eval-
uation), a set of nine sentence classification and

sentence pair classification Natural Language Un-
derstanding tasks. SuperGLUE (Wang et al., 2019)
was presented not long after GLUE with the goal
of proposing a harder set of NLU tasks, given the
high performance reached by LLMs on GLUE not
long after its release.

While English is covered by benchmarks such as
GLUE and SuperGLUE, the situation differs sen-
sibly when we turn to other languages, with only
a few NLU benchmarks available for non-English
languages (Shavrina et al., 2020; Kakwani et al.,
2020; Xu et al., 2020; Wilie et al., 2020; Adesam
et al., 2020). These are useful resources for the
international NLP community, and a great example
of language equality (Rehm et al., 2021). How-
ever, these benchmarks are mostly static collec-
tion of datasets with no additional tool to facilitate
data gathering and management, evaluation, and au-
tomation in general (except for leaderboards, which
are usually maintained by the respective authors).

In this paper, we present UINAUIL (Unified In-
teractive Natural Understanding of the Italian Lan-
guage), an integrated benchmark for Italian NLU,
with three main goals:

G1 Filling the gap in Italian NLU evaluation in
the era of LLMs by proposing one integrated
benchmark as opposed to a myriad of individ-
ual shared task datasets.

G2 Raising the bar on the automation level of
NLU benchmarks, in order to create more ac-
cessible and user-friendly benchmarks.

G3 Set the example via a use case to encour-
age scholars and NLP practitioners to pub-
lish modern, integrated benchmarks for under-
represented languages.

2 A Unified Benchmark for Italian NLP

UINAUIL is a set of six tasks originally proposed
as shared tasks for evaluation of Italian NLP. In this
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section, we describe the background of the tasks
and how they are integrated into UINAUIL.

2.1 EVALITA

In order to select a set of NLU tasks to include into
UINAUIL, we analysed the archives of EVALITA.
Started in 2007, the “Evaluation campaign for Lan-
guage Technology in Italian” has been organized
every two or three years, with the latest edition
currently ongoing in 20231. EVALITA provides a
common framework of shared tasks, where partici-
pating systems are evaluated on a wide variety of
NLP tasks. The number of tasks of EVALITA has
grown over time, from 5 tasks in the first edition
in 2007, to the 14 tasks of the 2020 edition (Pas-
saro et al., 2020). At the same time, the nature
of the proposed tasks has evolved, progressively
including a larger variety of exercises oriented to
semantics and pragmatics, but without neglecting
more classical tasks like part-of-speech tagging
and parsing. Since the 2016 edition, EVALITA
registered an increased focus on social media data,
especially Twitter, and the use of shared data across
tasks (Basile et al., 2017).

2.2 EVALITA4ELG

The European Language Grid (ELG) is an Euro-
pean project2 whose aim is to establish a platform
and marketplace for the European industrial and
academic research community around language
Technologies (Rehm et al., 2020). ELG is an evolu-
tion of META-NET3 and its sistem projects T4ME,
CESAR, METANET4U, and META-NORD. Ac-
cording to the META-NET Strategic Research
Agenda for Multilingual Europe 2020 (Rehm and
Uszkoreit, 2013), ELG will represent the “Euro-
pean Service Platform for Language Technologies”.
At the time of this writing, ELG counts 7,200 cor-
pora, 3,707 tools and services, plus a large num-
ber of other language resources such as lexicons,
models, and grammars,4 for both EU official and
EU candidate languages, as well as a number of
non-EU languages, such as languages spoken by
EU immigrants or languages of political and trade
partners. The platform has an interactive web user
interface and APIs. Crucially for the benchmark
presented in this paper, a Python library is main-

1http://www.evalita.it/
2https://cordis.europa.eu/project/id/825627
3http://www.meta-net.eu/
4https://live.european-language-grid.eu/

tained by ELG, which greatly facilitates the pro-
grammatic acces to its resources.

In 2020, the project EVALITA4ELG “Italian
EVALITA Benchmark Linguistic Resources, NLP
Services and Tools for the ELG platform”5 started,
with the aim of collecting all the language re-
sources developed during the several past editions
of EVALITA, and integrate them into the ELG. The
project succeeded to collect, harmonize and upload
43 corpora and 1 lexical/conceptual resource from
all editions of EVALITA from 2007 to 2020 (Basile
et al., 2022), among which are found the ones we
selected for UINAUIL, described in the next sec-
tion.

2.3 Tasks

For the first version of UINAUIL, we selected six
tasks from EVALITA. We aimed at selecting a rep-
resentative sample of tasks in terms of their level of
language analysis and target phenomenon. More-
over, we selected tasks with different formats, and
proposed at different editions of EVALITA. Table 1
summarized the six tasks of UINAUIL, described
in detail in the rest of this section.

2.3.1 Textual Entailment
In the textual entailment task of EVALITA
2009 (Bos et al., 2009), participants are asked to
submit systems that classify ordered pairs of sen-
tences according to the logical relation holding
between them. In particular, a text (T), with re-
spect to an hypothesis (H), can be labeled as either
ENTAILED or NOT ENTAILED.

2.3.2 EVENTI
EVENTI, from EVALITA 2014 (Tommaso et al.,
2014) is a shared task on Temporal Process-
ing for Italian. The task is built around Ita-
TimeBank (Caselli et al., 2011), a large manually
annotated dataset of events and temporal expres-
sions. The dataset follows the TimeML tagging
standard, where events and time expressions are
labeled as spans of single or multiple tokens, and
they may be associated with attributes. The shared
task is articulated into four subtasks related to the
prediction of the extent of events and timex, their
classification, and the relations insisting between
event/event or event/timex pairs.

In UINAUIL, we include the subtask B, which in-
volves the tagging of events and their classification

5http://evalita4elg.di.unito.it/

349

http://www.evalita.it/
https://cordis.europa.eu/project/id/825627
http://www.meta-net.eu/
https://live.european-language-grid.eu/
http://evalita4elg.di.unito.it/


Acronym Full name Task type Size
(training/test)

Textual Entailment Textual Entailment Sentence pair classification 400/400
EVENTI Event detection & classification Sequence labeling 5,889/917
FactA Factuality classification Sequence labeling 2,723/1,816
SENTIPOLC Sentiment Polarity Classification Sentence classification 7,410/2,000
IronITA Irony Detection Sentence classification 3,777/872
HaSpeeDe Hate Speech Detection Sentence classification 6,839/1,263

Table 1: Summary of the tasks included in UINAUIL.

according to one of the following classes: ASPEC-
TUAL (phase or aspect in the description of another
event); I_ACTION (intensional action); I_STATE

(event that denotes stative situations which intro-
duce another event); PERCEPTION (event involving
the physical perception of another event); REPORT-
ING (action of declaring something, narrating an
event, informing about an event); STATE (circum-
stance in which something obtains or holds true);
OCCURRENCE (other type of event describing situ-
ations that happen or occur in the world).

The task is a sequence labeling problem, there-
fore the classes are associated at the token level,
prefixed with a B (beginning of a labelled span)
or a I (inside a labelled span), while O (outside)
denotes the tokens that do not belong to any event.

2.3.3 FactA
The Event Factuality Annotation (FactA) task was
part of EVALITA 2016 (Minard et al., 2016). In
this task, the participant systems are challenged to
profile the factuality of events in the text by means
of three attributes, namely: certainty, time, and po-
larity. In UINAUIL, we included the first subtask
of FactA, that is, the labeling of certainty, whereas
spans of tokens from the input text associated with
an event are labeled with one of three classes: CER-
TAIN (the source is certain about the mentioned
event); NON_CERTAIN (the source is not certain
about the mentioned event); UNDERSPECIFIED (the
certainty about the mentioned event is not speci-
fied). Like EVENTI, FactA is a sequence labeling
task and therefore the annotation is at the token
level following the BIO standard.

2.3.4 SENTIPOLC
The SENTIment POLarity Classification (SEN-
TIPOLC) shared task was proposed for the first
time at EVALITA 2014 (Basile et al., 2014) and
then re-run in 2016 (Basile et al., 2014). SEN-
TIPOLC is divided into three subtasks, two of

which are binary classification tasks where systems
are challenged to predict subjectivity and irony in
Italian tweets. The other task is polarity prediction,
where systems have to predict two independent bi-
nary labels for positivity and negativity, with all
four possible combinations of values allowed. The
polarity prediction task is included in UINAUIL,
with a slight change of format: instead of two in-
dependent binary labels, the task in UINAUIL is
cast as a four-value multiclass classification task
with labels POSITIVE, NEGATIVE, NEUTRAL, and
MIXED.

2.3.5 IronITA
The shared task on Irony Detection in Italian
Tweets (Cignarella et al., 2018, IronITA) is a shared
task focused on the automatic detection of irony
in Italian tweets, from EVALITA 2018. The task
comprises two subtasks with differing by their level
of granularity. The first subtask is a binary classi-
fication of tweets into ironic vs. non-ironic. The
second task adds the level of sarcasm to the clas-
sification, conditioned on the presence of irony in
the tweets. In UINAUIL, we included the first task,
as a sentence-level binary classification task with
the labels IRONIC and NOT IRONIC.

2.3.6 HaSpeeDe
Hate Speech Detection (HaSpeeDe) from
EVALITA is a classification task from EVALITA
2020 (Sanguinetti et al., 2020), updated re-run of
the same task from EVALITA 2018 (Bosco et al.,
2018). The task invites participants to classify
social media data from Twitter and Facebook as
hateful, aggressive, and offensive. The complete
shared task comprises binary classification (HATE

vs. NOT HATE), a cross-domain subtask, stereotype
detection and the identification of nominal
utterances linked to hateful content. In UINAUIL,
we included the training and test data for the main
classification task only.
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3 The UINAUIL library

In addition to defining the benchmark, we created
a software library to access the data and function-
alities of UINAUIL. We developed a Python mod-
ule for downloading the task data and metadata,
represented in a structurally consistent way. Fur-
thermore, the library provides an implementation
of evaluation metrics. The UINAUIL package is
available on pip / PyPI, and can be installed with
the command:

1 $ pip install uinauil

Listing 1: How to install the UINAUIL package.

The package depends only on two non-standard
packages: elg, the library maintained by the
ELG project for accessing to the resources of
the European platform 6 (see Section 2.2), and
scikit-learn, a well known library for Machine
Learning and Data Analysis 7. Otherwise, since the
UINAUIL library is fully contained into a single
file, developers can directly download the source
file and save it in the working folder.

Once installed, the library can be used to down-
load the resources of the tasks described in Sec-
tion 2.3, and to evaluate the predictions of a per-
sonal model through standard performance metrics
selected by us for each task. The data are contained
in Python standard structures (lists and dictionaries)
and are divided into training and test sets, accord-
ing to the original split for each task represented in
the ELG repository. The list of available tasks is
stored into a proper attribute:

1 >>> import uinauil as ul
2 >>> ul.tasks
3

4 {
5 'haspeede ': {
6 'id': 7498,
7 'task': 'classification '
8 },
9 'textualentailment ': {

10 'id': 8121,
11 'task': 'pairs '
12 },
13 'eventi ': {
14 'id': 7376,
15 'task': 'sequence '
16 },
17 'sentipolc ': {
18 'id': 7479,
19 'task': 'classification '
20 },
21 'facta ': {
22 'id': 8045,

6https://pypi.org/project/elg/
7scikit-learn.org/

23 'task': 'sequence '
24 },
25 'ironita ': {
26 'id': 7372,
27 'task': 'classification '}
28 }

Listing 2: List of available tasks.

The tasks variable contains information in a
dictionary format, where each key is the name of
a task (used to acces the task data in UINAUIL),
while the value contains its identifier on the ELG
platform and the type of task. An example of usage
of the library for a learning and evaluation pipeline
is the following:

1 import uinauil as ul
2

3 # load a task , for example 'facta '
4 task = ul.Task('facta ')
5

6 # get training and test set of the task
7 train = task.data.training_set # train
8 test = task.data.test_set # test
9

10 # train the model on the training set
and make prediction on test set

11 ...
12 pred = <make predictions on test set >
13

14 # evaluate model on standard metrics
15 scores = task.evaluate(pred)
16 print(scores)

Listing 3: Quickstart for UINAUIL package.

Line 1 imports the UINAUIL library, while Line
4 downloads the resources of a task, in the exam-
ple the FactA task described in Section 2.3.3. The
authentication on ELG is handled by the elg library
and is equipped with a caching mechanism in order
to minimize the requests for logins on the plat-
form. The UINAUIL library also checks whether
the data was previously downloaded before con-
necting to ELG. Lines 7 and 8 store the training and
test sets in local variables. These are represented
as lists of instances for classification tasks, or lists
of lists of tokens for sequence labeling tasks. In
turn, instances and tokens are dictionaries pairing
text and labels. At this point of the code exam-
ple, a model can be trained on the training data, or
the labels can be predicted otherwise, depending
on the implemented approach — the library is ag-
nostic to specific classification models. On Line
15 the predictions are used to evaluate the model
with the evaluate method of UINAUIL, that calcu-
lates several standard performance metrics chosen
specifically for each task as follows:

• For sequence labeling tasks, the performance
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is evaluated only with accuracy, calculated as
the ratio of hits over all the tokens.

• For all the remaining tasks, the performance
metrics are accuracy on all classes, then pre-
cision, recall and F1 for each single class and
their macro average.

In addition to these core functionalities, the UIN-
AUIL library contains several metadata that helps
programmers to understand the resources of each
task, including the list of key names of features
and target, a brief description of the meaning of
each feature, the list of possible values of the target
and their meaning, and others. The complete list
of variables and methods of UINAUIL library is
available on the Github repository of the project 8.
Also present on the repository are several examples
of use of the library on several common Machine
Learning models in form of Python notebooks, and
the complete leaderboards by task.

4 Evaluation

In order to test the library, and to offer the commu-
nity a first set of results on Italian NLU tasks, we
conducted a series of experiments with the aim of
setting a baseline for all the tasks of the benchmark.
The experiments consist in fine-tuning pre-trained
language models for Italian (plus a multilingual
one) on the training data of each task, and testing
their prediction against the corresponding test data,
computing the appropriate evaluation metrics.

4.1 Experimental setting

We implemented this series of experiments with
simpletransformers9, a Python library that facil-
itates LLM fine-tuning and prediction. Simple-
transformers automatically downloads pre-trained
models from the Huggingface repository10, and
provides functions for training and classification.
We built scripts that collect data through the UIN-
AUIL library, fine-tune LLMs, produce the pre-
dictions with simpletransformers, and finally use
UINAUIL again to compute the relevant evaluation
metrics. We kept the hyperparameter optimization
at a minimum, on purpose, since the goal of these
experiments is not that of achieving a high perfor-
mance, as much as producing a fair (while still
high) baseline, and a comparison between models

8https://github.com/valeriobasile/uinauil
9https://simpletransformers.ai/

10https://huggingface.co/models

across tasks. All models are fine-tuned for exactly
2 epochs, with a fixed learning rate of 10−4. All
experimental results are averages of five runs.

4.2 Models
Here we briefly describe the LLMs used in the
baseline experiments. The string in brackets is the
identifier of the model in Huggingface.

• ALBERTO

(m-polignano-uniba/bert_uncased_L-12_H-
768_A-12_italian_alb3rt0) is the first LLM
that has been proposed for the Italian
language (Polignano et al., 2019). This model
is based on BERT and it is trained on a
collection of 200 million posts from Twitter
from TWITA (Basile et al., 2018).

• ITALIAN BERT
(dbmdz/bert-base-italian-uncased,
dbmdz/bert-base-italian-xxl-uncased) is
a LLM maintained by the MDZ Digital
Library at Bavarian State, based on ELEC-
TRA (Clark et al., 2020) and trained on a
Wikipedia dump, the OPUS corpora collec-
tion (Tiedemann and Nygaard, 2004), and
the Italian part of the OSCAR corpus (Abadji
et al., 2021) for a total of about 13 million
tokens. The model comes in two variants, the
regular one and a larger one (XXL).

• MULTILINGUAL BERT
(bert-base-multilingual-uncased) is one of the
first models released together with the BERT
architecture itself (Devlin et al., 2019). It
is trained on text in 102 languages from
Wikipedia with a masked language model
goal. Although it has been surpassed in per-
formance for many NLP tasks, Multilingual
BERT has been widely adopted, also because
pre-trained language models for languages
other than English are often unavailable or
smaller than their English counterparts.

4.3 Results
Table 2 shows the results of the baseline systems
on the UINAUIL tasks. Focusing on the sequence
labeling tasks EVENTI and FactA, we notice how
the model does not make substantial difference
for the latter (factuality classification), while there
is a 0.02 point difference in performance for the
former (event classification). The larger model
(Italian BERT XXL) is the one obtaining the best
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Textual Entailment SENTIPOLC EVENTI
Model P R F1 Acc. P R F1 Acc. Acc.

ITALIAN BERT .441 .497 .404 .538 .741 .721 .716 .646 .916
ITALIAN BERT XXL .391 .495 .379 .541 .764 .741 .740 .675 .936
ALBERTO .427 .500 .391 .529 .727 .688 .691 .621 .925
MULTILINGUAL BERT .445 .524 .430 .544 .660 .653 .645 .559 .925

IronITA HaSpeeDe FactA
Model P R F1 Acc. P R F1 Acc. Acc.

ITALIAN BERT .737 .736 .735 .736 .786 .785 .785 .785 .907
ITALIAN BERT XXL .769 .765 .764 .765 .792 .791 .791 .791 .908
ALBERTO .744 .743 .742 .742 .744 .742 .741 .741 .909
MULTILINGUAL BERT .710 .709 .709 .709 .743 .740 .739 .739 .909

Table 2: Baseline results on all task of UINAUIL project: Textual Entailment, SENTIPOLC, IronITA and HaSpeeDe
in terms of macro-averaged precision (P), recall (R), and F1-score (F1), and accuracy; EVENTI and FactA in terms
of token-level accuracy.

performance on EVENTI, as well as on all the sen-
tence classification tasks SENTIPOLC, IronITA,
and HaSpeeDe.

Interestingly, for Textual Entailment, Multilin-
gual BERT is the best model. This is also the only
sentence pair classification task of the benchmark,
indicating how the pre-training strategy of LLMs
(e.g., stronger emphasis on single text vs. sentence
pair) has an impact on its performance on different
tasks.

In absolute terms, the performances of all base-
lines on Textual Entailment are quite poor, with an
accuracy slightly higher than 0.5 and a very low F1
score, around 0.4. This shows how even if this task
has been published over a decade ago, there is still
ample room for improvement.

The performance on the baselines on the classi-
fication tasks are all in line with the reported state
of the art, validating the standardization proposed
with our benchmark.

5 Conclusions

In this paper we presented UINAUIL (Unified In-
teractive Natural Understanding of the Italian Lan-
guage), an integrated benchmark for Italian NLU.
Its purposes are manifold: to fill the gap in Italian
NLU evaluation by proposing one integrated bench-
mark; to create more accessible and user-friendly
benchmarks for Italian NLU; to encourage schol-
ars to publish modern, integrated benchmarks for
under-represented languages.

UINAUIL is implemented in Python library, pub-
licly available via pip/PyPI, that permits to easily

download resources in Italian Language for six
different NLU tasks, that can be used by program-
mers and researchers to train and evaluate their
NLP models. UINAUIL is built with automation
as principle, with the main goal of minimizing the
overhead for a user who wants to evaluate a NLU
model for Italian. In effect, only a few lines of code
are sufficient before and after the main logic of a
model, in order to retrieve the data and evaluate the
model.

In this paper, we presented in details each task in-
cluded into UINAUIL and the main features of the
Python library, including a sample quickstart code
for its most common functionalities. Furthermore,
we evaluated the performances of several common
NLP models for Italian Language on each task of
UINAUIL. The results show that current models
represent a high-performing baseline, especially
for sentence classification tasks, while there is still
room for improvement for Italian NLU, as shown
by the performance on the textual entailment task.
However, it should be noted that the goal of this pa-
per is mainly to present the UINAUIL benchmark.
A thorough analysis of the results of all available
models, while out of our present scope, is a natural
next development of this work.

As further developments, we plan to add other
tasks to the project, accordingly to the future devel-
opments in the field of NLP for Italian Language.
We also plan to implement the leaderboard as a
service in ELG, besides the Github repository, so
that users can submit their results autonomously,
leveraging the provided authentication.
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6 Ethical and legal statement

This work uses data that have been previously re-
viewed and published. As such, we find no partic-
ular ethical issue to be discussed beyond what is
already discussed by the original articles presenting
the datasets. One particular dataset, however, con-
tains sensitive data: the HaSpeeDe shared task data
made of tweets annotated for hate speech. While
the user mentions in these tweets were anonymized
by the authors of the dataset to protect the men-
tioned people’s privacy, the texts still contain ex-
plicit and implicit expressions of hatred that may
result hurtful to some readers.

The download of the datasets is managed
through the European Language Grid. As part
of the procedure, the user is informed about the
terms and conditions of each individual dataset and
must accept the licence before downloading the
data. Furthermore, the ELG platform tracks the
data exchange in order to comply with the Euro-
pean General Data Protection Regulation (GDPR).

7 Limitations

In this paper, in addition to a benchmark for Ital-
ian NLU and a Python library implementing it, we
presented the results of pre-trained language mod-
els fine-tuned for the six tasks in the benchmark.
The models we selected are widely used for the
Italian language, but they are not the only avail-
able ones. Moreover, the scenario moves fast, with
newer and larger language models being published
regularly. The evaluation conducted in this paper,
therefore, can only be a partial snapshot of the cur-
rent panorama, while the UINAUIL library stands
as an easy tool to evaluate new models as they are
published with minimal overhead.
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