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Abstract

Monetary policy pronouncements by Federal
Open Market Committee (FOMC) are a major
driver of financial market returns. We construct
the largest tokenized and annotated dataset of
FOMC speeches, meeting minutes, and press
conference transcripts in order to understand
how monetary policy influences financial mar-
kets. In this study, we develop a novel task of
hawkish-dovish classification and benchmark
various pre-trained language models on the
proposed dataset. Using the best-performing
model (RoBERTa-large), we construct a mea-
sure of monetary policy stance for the FOMC
document release days. To evaluate the con-
structed measure, we study its impact on the
treasury market, stock market, and macroeco-
nomic indicators. Our dataset, models, and
code are publicly available on Huggingface and
GitHub under CC BY-NC 4.0 license1.

1 Introduction

On August 26th, 2022, FOMC Chair Jerome H.
Powell gave an 8-minute long speech at Jackson
Hole which immediately resulted in an almost $3
Trillion USD decline in U.S. equity market value
that day. The speech was followed by more than
$6 Trillion USD loss in equity valuation over the
next 3 days. Drastic market shifts to the Fed’s
pronouncements indicate just how important the
FOMC communications have become and high-
light the need for a model which can capture the
policy stance from Fed-related text.

The Federal Open Market Committee (FOMC)
is a federal organization responsible for controlling
U.S.’s open market operations and setting interest
rates. It tries to achieve its two main objectives
of price stability and maximum employment by
controlling the money supply in the market. Given
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1The fine-tuned model and data are available on the Hug-

gingface. The code is available on FinTech Lab GitHub.

the market condition (employment rate and infla-
tion), the Fed either increases (dovish), decreases
(hawkish), or maintains the money supply2 (neu-
tral). To understand the influence the FOMC has on
the different financial markets, we need to extract
its monetary policy stance and the corresponding
magnitude from official communications.

Utilizing the traditional sentiment analysis
model, which classifies text into positive vs neg-
ative, one can’t extract policy stance. A sentence
that has the word "increase" could either be dovish
or hawkish without a clear negative connotation.
For example, the word "increase" with the word
"employment" means the economy is doing well,
but the word "increase" with the word "inflation"
is negative for the economy. Current SOTA fi-
nance domain-specific language models (Araci,
2019; Shah et al., 2022) trained for sentiment anal-
ysis find both cases to be positive, which is inac-
curate. The performance analysis for FinBERT
(Araci, 2019) model is provided in Appendix A.
This problem creates a need to develop a new task
for hawkish vs dovish classification accompanied
by high-quality annotated data.

Given the lack of annotated data, computational
linguistic work related to FOMC text in the litera-
ture (Rozkrut et al., 2007; Zirn et al., 2015; Hansen
and McMahon, 2016; Rohlfs et al., 2016; Hansen
et al., 2018; Nakamura and Steinsson, 2018; Cies-
lak et al., 2019; Schmeling and Wagner, 2019;
Tsukioka and Yamasaki, 2020; Ehrmann and Talmi,
2020; Frunza, 2020; Gorodnichenko et al., 2021;
Matsui et al., 2021; Mathur et al., 2022) so far has
been limited to unsupervised and rule-based mod-
els. These rule-based models don’t perform well
on the hawkish-dovish classification task, which
we will use as a baseline in performance analysis.

2Fed increases the money supply by lowering interest rates
and decreases the money supply by increasing interest rates or
by other means necessary. More detail on this can be found in
the annotation guide.
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Additionally, we conduct a benchmark of the zero-
shot ChatGPT model using the annotated dataset
to gain insights into the significance of fine-tuning
on such data. In this work, we collect text data
(speech transcripts, press conference transcripts,
and meeting minutes) from the FOMC over the pe-
riod 1996-2022 and annotate a sample of each data
type.

We not only create new datasets and tackle the
task of building a hawkish-dovish classifier, but
also test the performance of various models start-
ing from rule-based to fine-tuned large PLMs. As
sentences presented in FOMC text sometimes have
two sub-sentences that have counterfactual informa-
tion to tone down the stance, we employ a simple
sentence-splitting scheme as well. We also con-
struct the aggregate monetary policy stance and
show its validity by looking at its performance in
predicting various financial market variables.

Through our work, we contribute to the literature
in the following way:

• We show that the traditional (rule-based) ap-
proach practiced in finance and economic lit-
erature is a rudimentary way to measure mon-
etary policy stance from the text document.

• We introduce a new task to classify sentences
into hawkish vs dovish as opposed to positive
vs negative sentence classification for mone-
tary policy text.

• We build comprehensive, clean, tokenized,
and annotated open-source datasets for FOMC
meeting minutes, press conferences, and
speeches with detailed meta information.

• We develop an aggregate monetary policy
stance measure and validate its performance
in predicting various economic and financial
indicators.

2 Related Work

NLP in Finance Over the last decade behind the
evolution of NLP, there has been a growing lit-
erature on the applications of NLP techniques in
Finance (Loughran and McDonald, 2011; Sohangir
et al., 2018; Xing et al., 2018; Chava et al., 2022).
The majority of the research takes advantage of
news articles (Vargas et al., 2017; Caldara and Ia-
coviello, 2022), SEC filings (Loughran and Mc-
Donald, 2011; Chava and Paradkar, 2016; Alanis
et al., 2022), or earnings conference calls (Bowen

et al., 2002; Bushee et al., 2003; Chava et al., 2019;
Li et al., 2020). Development of finance domain-
specific language models (Araci, 2019; Yang et al.,
2020; Liu et al., 2020) have pushed the current
benchmarks further. Recent work of Shah et al.
(2022) proposes a set of heterogeneous benchmarks
for the financial domain and shows SOTA perfor-
mance using their proposed language model, but it
doesn’t include macroeconomics-based tasks.

FOMC and Text Analysis A study on communi-
cations from the central banks of the Czech Re-
public, Hungary, and Poland by Rozkrut et al.
(2007) suggests that words from central banks af-
fect the market but the effect varies based on com-
munication style. Other various studies (Tobback
et al., 2017; Hansen et al., 2018; Nakamura and
Steinsson, 2018; Cieslak et al., 2019; Schmeling
and Wagner, 2019; Tsukioka and Yamasaki, 2020;
Ehrmann and Talmi, 2020; Bennani et al., 2020;
Gorodnichenko et al., 2021) also point to a similar
conclusion that the communication from the central
banks moves the market, but they don’t leverage
the power of the transformer-based model available
at their disposal.

Many articles in the literature use LDA to an-
alyze various texts released by Fed. Rohlfs et al.
(2016) uses LDA on the FOMC meeting statements
to predict the fed fund rate and long-term treasury
rate. Hansen and McMahon (2016) use an LDA-
based topic modeling on FOMC-released text to un-
derstand how forward guidance affects the market
and economic variables. In their study, they only
used statements released post-meeting and suggest
that the use of meeting minutes and speeches may
offer greater insight. Jegadeesh and Wu (2017) also
uses LDA to analyze meeting minutes. They sug-
gest that even though meeting minutes are released
a few weeks after the actual meeting, the minutes
still carry pertinent market-moving information.

In recent work by Mathur et al. (2022), they
created a multimodal dataset (MONOPOLY) from
video press conferences for multimodal financial
forecasting. The MONOPOLY dataset is compre-
hensive and not only covers text but also utilizes
audio and video features. Yet, it misses two critical
economic downturn periods of the last two decades:
The DotCom Bubble Burst of 2000-2002 and the
Global Financial Crises of 2007-2008. Matsui et al.
(2021) used word embedding to extract semantic
changes in the monetary policy documents. Zirn
et al. (2015) used the graph clustering method to
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generate the hawkish-dovish stance of monetary
policy due to the dearth of annotated data. Frunza
(2020) developed an unsupervised methodology
to extract various information from FOMC post-
meeting statements.

3 Dataset

3.1 FOMC Data

The datasets we build are composed of three differ-
ent types of data: meeting minutes, press confer-
ence transcripts, and speeches from the FOMC.
Meeting minutes are defined as reports derived
from the eight annually scheduled meetings of the
FOMC. Press conference transcripts, meanwhile,
are transcripts of the prepared remarks, followed
by the Q&A session between the Federal Reserve
chair and press reporters. Lastly, speeches were
defined as any talk given by a Federal Reserve of-
ficial. We limit our datasets to an end release date
of October 15th, 2022, and attempt to collect as
far back as possible for each category prior to this
date.

The meeting minutes and speeches spanned from
a release period of January 1st, 1996 to October
15th, 2022. Press conferences are a more recent
phenomenon and the data aggregated stretched
from April 27th, 2011 to October 15th, 2022. We
obtained the data by leveraging BeautifulSoup, Se-
lenium, and manual downloading from http://
www.federalreserve.gov/. Regex tools
were used to clean the data, which was stored in
CSV or Excel format for processing. Sentence
tokenization, using the library NLTK (Bird et al.,
2009) was done and datasets for each data category
were initialized.

FOMC Raw Text Data The overview of our ini-
tial raw text dataset is presented in Panel A of Ta-
ble 3. Initial observations show that meeting min-
utes and speeches composed the bulk of our data,
due to the recency of press conference transcripts.
In addition, we also isolated only sentences where
the speaker is designated as the Federal Reserve
chair and the sentence was not a question in press
conference transcripts, so this also served to reduce
the data size. Across all forms of data, we had
higher average words per sentence than the typical
English language sentence, which averages 15 to
20 words (Cutts, 2020).

Our initial raw text data encompassed decades
worth of crucial FOMC statements, however, a

plethora of noise persisted in the data. Unre-
lated sentences riddled the datasets and a filter was
needed to isolate key sentences relevant to changes
in the federal reserve’s monetary policy stance. In
addition, the number of sentences in the raw dataset
was too vast to manually label, so a sampling pro-
cedure was needed.

Data & Title Filtration As a result of data noise,
a dictionary filter was developed to isolate sen-
tences that would prove to be meaningful and allow
us to determine monetary policy stance. The crite-
ria for the filter was based on the dictionary devel-
oped by Gorodnichenko et al. (2021). Any sentence
that contained an instance of the words outlined in
panel A1 or B1 in Table 1 would be kept, while
anything else would be filtered out. The sentences
kept were considered "target" sentences or textual
data that we consider pertinent and later used to
sample from and annotate.

Panel A1 Panel B1
inflation expectation, inter-
est rate, bank rate, fund rate,
price, economic activity, in-
flation, employment

unemployment, growth,
exchange rate, productiv-
ity, deficit, demand, job
market, monetary policy

Panel A2 Panel B2
anchor, cut, subdue, de-
cline, decrease, reduce, low,
drop, fall, fell, decelerate,
slow, pause, pausing, sta-
ble, non-accelerating, down-
ward, tighten

ease, easing, rise, ris-
ing, increase, expand, im-
prove, strong, upward,
raise, high, rapid

Panel C
weren’t, were not, wasn’t,
was not, did not, didn’t, do
not, don’t, will not, won’t

Table 1: Rule-based dictionary used by Gorodnichenko
et al.

Our dictionary filter was also applied to speech
data. Speech data was the largest dataset derived
from web scraping, however, speeches contained
the most noise, owing to many non-monetary pol-
icy speeches. Unlike the meeting minutes and press
conference transcripts, speech data was accompa-
nied with a title, so to isolate only relevant FOMC
speeches to sample from, we applied the dictionary
filter discussed in Table 1 onto the title of each
speech. We justify this procedure in Table 2 as
this methodology results in the greatest "target"
sentence per file. Overall, the filtration process
isolated relevant files and "target" sentences in our
raw data and set the stage for later sampling. The
filter’s impact on the raw data is presented in Panel
B of Table 3.
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Type # Files # Sentences # Target Sentences # Target Sentences per File
All Speech Titles 1,026 108,463 27,221 26.53

Non-Filtered Speech Titles 825 84,833 14,756 17.89
Filtered Speech Titles 201 23,630 12,465 62.01

Table 2: Details on the speech title filter methodology

Event Years # Files # Sentences # Words Avg. Words in Sentence
Panel A: Pre-Filter

Meeting Minutes 1996 - 2022 214 44,923 1,346,674 29.98
Meeting Press Conferences 2011-2022 63 19,068 468,941 24.59

Speeches 1996-2022 1,026 108,463 3,222,285 29.71
Panel B: Post-Filter

Meeting Minutes 1996 - 2022 214 20,618 692,759 33.60
Meeting Press Conferences 2011-2022 63 5,086 160,574 31.57

Speeches 1996-2022 201 12,465 447,974 37.62

Table 3: Details on the text data covered from FOMC

Sampling and Manual Annotation As our data
was unlabeled, our analysis necessitated the usage
of manual labeling. To efficiently develop a man-
ually labeled dataset, sampling was required. Our
sampling procedure was to extract 5 random sen-
tences and compile a larger data set. If fewer than 5
sentences were present in the file, all sentences
were added. This sampling procedure resulted
in a 1,070-sentence Meeting Minutes dataset, a
315-sentence Press Conference dataset, and a 994-
sentence Speech dataset. For the labeling process,
sentences were categorized into three classes (0:
Dovish, 1: Hawkish, and 2: Neutral). We annotate
each category of the data as a model trained on
various categories as a model trained on the same
category of data does not perform optimally. We
provide evidence for this claim in Appendix B.

Dovish sentences were any sentence that indi-
cates future monetary policy easing. Hawkish sen-
tences were any sentence that would indicate a fu-
ture monetary policy tightening. Meanwhile, neu-
tral sentences were those with mixed sentiment,
indicating no change in the monetary policy, or
those that were not directly related to monetary
policy stance.

The labeling was conducted by two different an-
notators and done independently to reduce potential
labeling bias. Each annotator’s labeling was com-
pared against each other and validated to ensure
the consistency of the labeling results. The detail
on the annotation agreement is provided in Ap-
pendix C.1. The labeling was conducted according
to a predefined annotation guide, which is provided
in Appendix C.2. The guide is broken down into
key sections such as economic status, dollar value
change, energy/house prices, future expectations,

etc.

Sentence Splitting A common occurrence in the
labeling process was the existence of intentional
mixed tone. The Federal Reserve by purpose serves
to maintain financial/economic stability and any
statement they make is projected in a moderating
manner to reduce the chance of excess market re-
action. As a result, the Fed is known to project a
stance but often accompanies this with a moder-
ating statement that serves as a counterweight to
the original stance. This produces a greater occur-
rence of neutral sentences. To address this possi-
bility, we instituted sentence splitting to separate
the differing stances. Initially, we implemented the
lexicon-based package SentiBigNomics (Consoli
et al., 2022) for sentence splitting, but it resulted
in poor performance, causing us to pivot our ap-
proach. We developed a custom sentence-splitting
method based on keywords. In Fed statements, the
counter-statements are produced after a connective
contrasting word. We carried sentence splits at the
presence of the following keywords in a given state-
ment: "but", "however", "even though", "although",
"while", ";". A sentence split was valid if each split
segment contained a key word present in Table 1.
Statistics on the dataset before and after splitting
are provided in Table 4.

Event Before split After split
Meeting Minutes 1,070 1,132

Meeting Press Conferences 315 322
Speeches 994 1,026

Total 2,379 2,480

Table 4: Number of sentences in the labeled dataset
before and after splitting for each event.
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3.2 Economic Data

CPI and PPI We collect Consumer Price Index
(CPI) data, and Producer Price Index (PPI) data
from FRED3. The data is available at the monthly
frequency for the first day of each month. Through-
out the paper, we use percentage change from last
year as CPI and PPI inflation measures.

US Treasury We collect US treasury yield data
for different maturities from the U.S. Department
of the Treasury4. It provides a daily yield of bonds
for various maturities.

QQQ Index We collect the adjusted closing in-
dex price of QQQ from Yahoo Finance5. It contains
daily QQQ index data since March 9, 1999.

4 Models

4.1 Rule-Based

In financial literature, rule-based classification has
been the norm. Many of these rule-based systems
work by classifying based on the presence of a
combination of keywords. Gorodnichenko et al.
(2021) in particular highlighted the effectiveness
of this approach by classifying sentences as dovish
or hawkish based on the combination of financial-
related nouns and verbs in set panels in a given
sentence. We have applied Gorodnichenko et al.’s
financial word dictionary rule-based approach to
our developed datasets. In Table 1, a sentence is
considered dovish if it contains words present in
panels A1 and A2 or B1 and B2. Otherwise, if it
contains words present in A1 and B2 or A2 and
B1 are considered hawkish. If a given sentence
contains a word from panel C we reverse our initial
classification, so dovish becomes hawkish and vice
versa. We aim to capture and measure the effective-
ness of the rule-based approach against our dataset
to provide a benchmark against the deep learning
models we apply later. We apply this rule-based
approach on testing datasets that we derive from
each dataset on an 80:20 training-test split.

4.2 LSTM & Bi-LSTM

Long short-term memory (LSTM) is a recurrent
neural network structure utilized for classification
problems. The Bi-LSTM is a variation of an

3https://fred.stlouisfed.org
4https://home.treasury.gov
5https://finance.yahoo.com/quote/QQQ/

history?p=QQQ

LSTM, which takes input bidirectionally. We ap-
ply both an LSTM and a Bi-LSTM to our devel-
oped datasets to gauge the effectiveness of RNNs
in monetary stance classification. We instituted
an 80:20 training-validation split to derive our ini-
tial training and validation datasets. A vocabulary
was developed for both models against the training
dataset for the purpose of vectorization. The encod-
ing process worked by first initializing a tokenizer
that eliminated all punctuation, normalized all sen-
tences to lowercase, and splits sentences into word
tokens. We limit the vocabulary size to 2,000 and
any words outside the vocabulary were replaced
with a placeholder token. A vocabulary size of
2,000 covers more than 99% of words in MM and
PC text and covers around 91% in SP text. The
lower coverage for speeches is due to the wide va-
riety of miscellaneous topics outside of the scope
of monetary policy. Our vocabulary allowed us to
convert each sentence into a word vector by map-
ping each word to a corresponding numerical value
present in the dictionary. Each word vector size was
set to the length of the longest sentence present in
the training dataset, and padding was done to meet
the required vector size. We applied this encod-
ing process to the training, testing, and validation
datasets. Upon the complexion of vectorization,
the word vectors were passed into our single-layer
LSTM (32,379 parameters) and single-layer Bi-
LSTM (32,735 parameters) models. Masking was
also configured to true to ignored padded data and
dropout was added to reduce potential over-fitting.
We ran each model at varying epochs (10, 20, 30)
and batch sizes (4, 8, 16, 32). Implementation of
models was done using Tensorflow (Abadi et al.,
2016) on an NVIDIA RTX A6000 GPU.

4.3 PLMs

To set a benchmark, we include a range of small
and large transformer-based models in our study.
For small models, we use BERT (Devlin et al.,
2018), FinBERT (Yang et al., 2020), FLANG-
BERT (Shah et al., 2022), FLANG-RoBERTa
(Shah et al., 2022), and RoBERTa (Liu et al., 2019).
In the large model category, we include BERT-large
(Devlin et al., 2018) and RoBERTa-large (Liu et al.,
2019). We do not perform any pre-training on these
models before employing them for fine-tuning to
avoid overfitting on FOMC text. For each model,
we find best hyper-parameters by performing a grid
search on four different learning rates (1e-4, 1e-5,
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1e-6, 1e-7) and four different batch sizes (32, 16,
8, 4). We conduct all experiments using PyTorch
(Paszke et al., 2019) on NVIDIA RTX A6000 GPU.
Each model was initialized with the pre-trained
version on the Transformers library of Hugging-
face (Wolf et al., 2020).

4.4 ChatGPT

In order to provide the performance benchmark of
the current SOTA generative LLM, we measure
the zero-shot performance of ChatGPT. We use the
"gpt-3.5-turbo" model with 1000 max tokens for
output, and a 0.0 temperature value. All the API
calls were made on either May 3rd, 2023, or May
4th, 2023. We use the following zero-shot prompt:

"Discard all the previous instructions. Behave
like you are an expert sentence classifier. Classify
the following sentence from FOMC into ‘HAWK-
ISH’, ‘DOVISH’, or ‘NEUTRAL’ class. Label
‘HAWKISH’ if it is corresponding to tightening of
the monetary policy, ‘DOVISH’ if it is correspond-
ing to easing of the monetary policy, or ‘NEU-
TRAL’ if the stance is neutral. Provide the label in
the first line and provide a short explanation in the
second line. The sentence: {sentence}"

5 Results and Analysis

In this section, we evaluate and benchmark differ-
ent NLP models on the hawkish vs dovish classi-
fication task that we created. For all models and
datasets, we used training and testing data based
on an 80:20 split. Upon this split, we institute an-
other 80:20 split on the training data to generate
our final training and validation data. We use the
best-performing model (RoBERTa) to generate a
document (event) level measure of hawkish tone.
We then validate the generated measure by looking
at its relation with the inflation indicators and the
US treasury. We also look at the performance of
a simple trading strategy based on the generated
measure.

5.1 Model Performance

We ran all models listed in the previous section on
three different categories and combined data. For
each dataset, we train and test each model on both
the before-split and after-split versions of sentences.
For each model, we use three different seeds (5768,
78516, 944601) and calculate the average weighted
F1 scores. The results for best hyper-parameters
are listed in Table 5.

Rule-Based As expected the rule-based model
doesn’t perform very well. The rule-based ap-
proach optimizes the time needed for classification,
but sacrifices the nuance of complex sentences,
which necessitate context. It gives an F1 score of
around 0.5 for nearly all datasets. The method sets
a good baseline for the dataset as it’s still widely
used in econ literature.

LSTM & Bi-LSTM Although the LSTM and
Bi-LSTM models are able to utilize greater con-
text for classification, they did not perform signif-
icantly better than the initial rule-based approach.
As seen across all data categories, the RNN mod-
els performed marginally the same. The LSTM
and Bi-LSTM performances largely differed be-
tween the data categories. They performed worst
when applied to the press conference datasets, a
discrepancy caused by the small size of the dataset.
In fact, in the smaller press conference datasets,
the rule-based performed better than the expected
RNN approach. Unlike rule-based approaches, neu-
ral network classification requires a large database
to train from to improve accuracy. Concurrently,
the recurrent neural networks worked best when
applied to the meeting minutes and speech datasets.
When compared against all data categories, the Bi-
LSTM did not perform significantly better than the
LSTM itself. The RNNs are effective in sentence
classification, yet their limited success with FOMC
sentences demonstrates the need for a transformer-
based model.

PLMs Finetuned PLMs outperform rule-based
model and LSTM models by a significant mar-
gin. In base size, RoBERTa-base outperforms
all other models on all datasets except after-split
meeting minutes data (MM-S). On PC, FLANG-
RoBERTa performs best. A future study using abla-
tion states of models to understand why the finance
domain-specific language models don’t outperform
RoBERTa and how they can be improved could be
fruitful. In large category and overall, RoBERTa
large provide the best performance across all cate-
gories except PC-S.

We note that sentence splitting does help im-
prove performance for meeting minutes and press
conference data, but it doesn’t help with speech
data. Also, on average improvement from sentence
splitting is higher with the base models compared
to large models. The goal of sentence splitting is to
not improve the performance of the classification
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Model MM MM-S PC PC-S SP SP-S Combined Combined-S
Rule-Based 0.5216 0.5200 0.4927 0.5114 0.5449 0.5388 0.4966 0.5165

(0.0432) (0.0298) (0.0387) (0.0661) (0.0286) (0.0038) (0.0041) (0.0064)
LSTM 0.4982 0.5192 0.3373 0.2877 0.4828 0.5352 0.4917 0.5247

(0.0396) (0.0315) (0.0172) (0.1287) (0.0564) (0.045) (0.027) (0.0251)
Bi-LSTM 0.4906 0.5175 0.3321 0.3186 0.5296 0.5106 0.5387 0.5089

(0.0679 (0.0310) (0.0876) (0.0853) (0.0334) (0.0712) (0.0213) (0.0608)
BERT-base-uncased 0.5889 0.6115 0.4676 0.5227 0.6151 0.6007 0.6310 0.6360

(0.0525) (0.0419) (0.0883) (0.0472) (0.0201) (0.0524) (0.0086) (0.0225)
FinBERT-base 0.6173 0.6486 0.4631 0.5452 0.6595 0.6291 0.6325 0.6304
-uncased (0.0413) (0.0126) (0.0368) (0.0587) (0.0053) (0.0300) (0.0172) (0.0217)
FLANG-BERT-base 0.6334 0.6360 0.4647 0.5132 0.6412 0.6355 0.6307 0.6443
-uncased (0.0258) (0.0201) (0.0726) (0.0830) (0.0308) (0.0489) (0.0192) (0.0117)
FLANG-RoBERTa 0.6446 0.6854 0.4995 0.4666 0.6745 0.5561 0.6618 0.6348
-base (0.0185) (0.0035) (0.0413) (0.0732) (0.0141) (0.1559) (0.0065) (0.0021)
RoBERTa-base 0.6741 0.6752 0.5371 0.5527 0.6885 0.6725 0.6755 0.6981

(0.0096) (0.0119) (0.0102) (0.0589) (0.0261) (0.0147) (0.0267) (0.0097)
BERT-large-uncased 0.6843 0.6560 0.4013 0.5231 0.6208 0.6434 0.6579 0.6619

(0.0486) (0.0058) (0.0752) (0.0275) (0.0581) (0.0076) (0.0195) (0.0123)
RoBERTa-large 0.7150 0.7128 0.5517 0.5346 0.7169 0.7049 0.7171 0.7113

(0.0096) (0.0137) (0.0526) 0.0580 (0.0125) (0.0298) (0.0164) (0.0106)
ChatGPT-3.5-Turbo 0.5671 0.5997 0.4869 0.5222 0.6446 0.6120 0.5872 0.5868

(0.0359) (0.0186) (0.0370) (0.0882) (0.0377) (0.0153) (0.0199) (0.0131)

Table 5: Here MM indicates that the annotated dataset on meeting minutes is used for training and testing hawkish
vs dovish task. Similarly, PC stands for press conference data, SP stands for speech data, and Combined is combined
data of MM, SP, and PC. *-S indicates the version of the dataset after splitting sentences and reannotation. All
values are F1 scores. An average of 3 seeds was used for all models. The standard deviation of F1 scores is reported
in parentheses on the next line. ChatGPT and rule-based models are tested as zero-shot while all other models are
fine-tuned with training data.

Chair (Years) Correlation (CPI) Correlation (PPI) Avg. Delay (days)
Full Sample (1996-2022) 0.54(1.2e-17) 0.45(4.1e-12) 29.78
Greenspan (1996-2006) 0.46(2.0e-5) 0.42(8.4e-5) 44.15
Bernanke (2006-2014) 0.51(1.9e-5) 0.40(1.0e-3) 20.97

Yellen (2014-2018) 0.55(1.2e-3) 0.57(6.2e-4) 21.00
Powell (2018-2022) 0.81(8.4e-10) 0.71(9.9e-7) 21.13

Speeches (1996-2022) 0.58(2.6e-19) 0.39(1.2e-8) 0
Press Conferences (2011-2022) 0.78(6.3e-14) 0.68(8.6e-10) 0

Table 6: Correlation of immediate next CPI and PPI data with our measure. All values are statistically significant.
The value in parentheses represents the corresponding p-value. CPI and PPI are the percentage change from last
year.

task but to better measure, the document-level mon-
etary policy stance constructed in the next section.
In order to make sure that there is no look-ahead
bias in our performance, we perform a robustness
check in Appendix D.

ChatGPT Zero-shot ChatGPT outperforms both
rule-based and fine-tuned RNN-based (LSTM &
Bi-LSTM) models. We note that the ChatGPT can’t
be considered a good baseline as it has many is-
sues highlighted by Rogers et al. (2023). ChatGPT
model with zero-shot underperforms fine-tuned
PLMs across all datasets. The finding here is in
line with the survey done by Pikuliak (2023), which
finds that zero-shot ChatGPT fails to outperform
fine-tuned models on more than 77% of NLP tasks.

5.2 Hawkish Measure Construction
We use the RoBERTa-large model finetuned on the
combined data to label all the filtered sentences
in the meeting minutes, speeches, and press con-
ferences. We then use labeled sentences in each
document to generate a document-level measure
of hawkishness for document i using the following
formula:

Measurei =
#Hawkishi −#Dovishi

#Totali

where Measurei is document level measure,
#Hawkishi is number of hawkish sentences in
document i, #Dovishi is number of dovish sen-
tences in document i, and #Totali is the total num-
ber of filtered sentences.
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(a)

(b)

Figure 1: (a) Our measure on meeting release date and 1-year change in CPI data on the first day of each month (b)
Our measure on meeting release date and 1-year change in PPI data on the first day of each month

5.3 Market Analysis

Our Measure with CPI and PPI To understand
how quick the Fed is in reacting to inflation or
deflation we use monthly CPI and PPI data and
overlay our measure. As observed in Figure 1, our
measure based on meeting minutes captures both
the inflation and deflation period pretty well. It
also shows that when Fed reacts quickly (2001 and
2008) it controls inflation and deflation better.

We also look at the correlation of our measure
with the CPI and PPI percentage change. As re-
ported in Table 6, for all three data classes we find
a statistically significant positive correlation. We
also observe that the correlation increases over time
as Fed is communicating its policy stance better
to the public in recent years. As part of better
communication, the Fed has started hosting press
conferences at every alternate meeting starting in
2011 and every meeting starting in 2019. We re-
fer readers to Coibion et al. (2022) for a detailed

discussion on Fed communication shift over time.

Maturity Constant (α) Beta (β)
Panel A: Meeting Minutes (1996-2022)
3 Month 1.94*** 4.91***
1 Year 2.17*** 5.23***
10 Year 3.54*** 3.12***

Panel B: Speeches (1996-2022)
3 Month 2.64*** 1.69**
1 Year 2.82*** 2.21***
10 Year 3.81*** 1.79***

Panel C: Press Conf. (2011-2022)
3 Month 0.76*** 1.27**
1 Year 0.98*** 1.97***
10 Year 2.10*** 1.10**

Table 7: Regression of Treasury yield with different
maturity on our measure. All values are statistically
significant. *, **, and *** indicate significance at the
10%, 5%, and 1% levels, respectively.

US Treasury Market is highly sensitive to mon-
etary policy changes. We validate the power of
our measure in estimating treasury yield by run-
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ning the linear regression provided in the Eq 1. We
run the regression for three different maturities (3
months, 1 year, and 10 years) using three time-
series measures generated from meeting minutes,
speeches, and testimonies. We report the results
in Table 7. We observe that the yield of treasury
with 1-year maturity is most sensitive to monetary
policy changes. All the regression yields statisti-
cally significant results which further validate the
generated measure.

Y ieldt,T = αT + βT ∗Measuret + ϵt,T (1)

here T indicates maturity, and t indicates the
date on which the document was released.

Figure 2: Value of $100 portfolio over time for two
different strategies (Buy and Hold, and Our Strategy).

Equity Market For a reality check, we construct
a simple trading strategy based on the generated
measure and compare its performance against the
"Buy and Hold" strategy. In our strategy, we take
a short position of the QQQ index fund when the
measure is positive (hawkish) and a long QQQ po-
sition when the measure is negative (dovish). In
the "Buy and Hold" strategy, the portfolio is always
long QQQ. As shown in Figure 2, our strategy pro-
vides an excess return of 163.4% (673.29% our
strategy vs 509.89% buy and hold) compared to the
buy and hold strategy as of September 21st, 2022.
Not only did our strategy outperform at the end,
but it gives a better return during the majority of
the period. We analyze the strategy for the period
for which we have press conference data available.

We choose press conference data because it is avail-
able immediately after the meeting as opposed to
meeting minutes which are released after at least
21 days.

6 Conclusion

Our work contributes a new cleaned, tokenized, and
labeled open-source dataset for FOMC text anal-
ysis of various data categories (meeting minutes,
speeches, and press conferences). We also pro-
pose a new sequence classification task to classify
sentences into different monetary policy stances
(hawkish, dovish, and neutral). We show the appli-
cation of this task by generating a measure from the
trained model. We validate the measure by study-
ing its relation with CPI, PPI, and Treasury yield.
We also propose a simple trading strategy that out-
performs the high benchmark set by the QQQ index
over the last decade. We release our models, code,
and benchmark data on Hugging Face and GitHub.
We also note that the trained model for monetary
policy stance classification can be used on other
FOMC-related texts.

Limitations

In this article, we focus only on meeting minutes,
speech, and press conference data. Many other
text datasets such as transcripts from congressional
and senate testimonies, beige books, green books,
etc can be incorporated to understand pre-FOMC
drift better. We don’t use audio or video features
in constructing the measure, which might contain
additional information. It can be an interesting
future study to compare measures generated from
FOMC text with an alternate measure that can be
constructed from the news or social media data.
In dataset construction, while splitting sentences,
we use a simple rule-based approach. We leave it
as an open problem for future researchers to find
better methods for splitting sentences with opposite
tones.

In our trading strategy construction, we do not in-
clude transaction fees as it involves low-frequency
trading. In the future, one can use our model and
data to construct a high-frequency trading strategy
as well. In addition, a more comprehensive zero-
shot and few-shot generative LLM benchmark with
open-source models can be performed to provide a
better comparison.
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any ethical concerns as all the raw data is public
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A FinBERT Sentiment Analysis

In order to objectively understand the necessity of
the new task and the created dataset, we use the fine-
tuned model available on Hugging-face. The model
is fine-tuned for financial sentiment analysis using
the pre-trained FinBERT (Araci, 2019). We asso-
ciate the "positive" label of FinBERT with "dovish",
"negative" label with "hawkish", and "neutral" with
"neutral" to measure the zero-shot performance on
our dataset. The results in Table 8 show that the
model doesn’t perform well, thus reemphasizing
the need for a new dataset and task for hawkish-
dovish classification.

B Transfer Learning

To understand if there is a need to annotate all
three categories of data or whether the model
trained on two categories of data can do equally
well on the third category, we run an additional
experiment. Here we take our best-performing
(RoBERTa-large) model and train it on the train
split of meeting minutes and press conference com-
bined data and test it on a test sample of speech

Data Mean Standard Deviation
MM 0.3214 0.0060
MM-S 0.3868 0.0192
PC 0.3035 0.0253
PC-S 0.4357 0.0271
SP 0.5098 0.0186
SP-S 0.5014 0.0396
Combined 0.4254 0.0025
Combined-S 0.4304 0.0198

Table 8: Here MM indicates that the annotated dataset
on meeting minutes is used for training and testing hawk-
ish vs dovish tasks. Similarly, PC stands for press con-
ference data, SP stands for speech data, and Combined
is combined data of MM, SP, and PC. *-S indicates the
version of the dataset after splitting sentences and rean-
notation. All values are F1 scores. 3 seeds were used
for all datasets.

Data Agreement
MM-S 89.04%
PC-S 95.03%
SP-S 91.13
Combined-S 90.68

Table 9: Annotation agreement statistics for various
categories of datasets.

data. We additionally perform a grid search on four
different learning rates (1e-4, 1e-5, 1e-6, 1e-7) and
four different batch sizes (32, 16, 8, 4) to find the
best hyperparameters. The best average F1 score
for 3 seeds is 0.6625 which is lower compared to
0.7169 for the model trained on a training sample
of speech data.

C Manual Annotation

C.1 Annotation Agreement

Annotation agreement statistics for the split cate-
gories of the dataset are provided in Table 9. Any
disagreement between the two annotators was re-
solved using the annotation guide. If the annotation
guide did not cover a specific case of disagreement,
online resources were used and the missing case
was later added to the annotation guide.

C.2 Annotation Guide

Our annotation guide was built by dividing
each target sentence into eight defined cate-
gories: Economic Status, Dollar Value Change,
Energy/House Prices, Foreign Nations, Fed Expec-
tations/Actions/Assets, Money Supply.

• Economic Status: A sentence pertaining to the
state of the economy, relating to unemploy-
ment and inflation
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Table 10: Annotation Guide

Category Dovish Hawkish Neutral

Economic Status

when inflation
decreases, when
unemployment
increases, when
economic growth is
projected as low

when inflation
increases, when
unemployment
decreases when
economic growth is
projected high when
economic output is
higher than
potential
supply/actual output
when economic
slack falls

When
unemployment rate
or growth is
unchanged,
maintained, or
sustained

Dollar Value Change
when the dollar
appreciates

when the dollar
depreciates

N/A

Energy/House Prices

when oil/energy
prices decrease,
when house prices
decrease

when oil/energy
prices increase,
when house prices
increase

N/A

Foreign Nations
when the US trade
deficit decreases

when the US trade
deficit increases

when relating to a
foreign nation’s
economic or trade
policy

Fed Expectations/Actions/Assets

Fed expects subpar
inflation, Fed
expecting
disinflation,
narrowing spreads
of treasury bonds,
decreases in
treasury security
yields, and
reduction of bank
reserves

Fed expects high
inflation, widening
spreads of treasury
bonds, increase in
treasury security
yields, increase in
TIPS value, increase
bank reserves

N/A

Money Supply

money supply is
low, M2 increases,
increased demand
for loans

money supply is
high, increased
demand for goods,
low demand for
loans

N/A

Key Words/Phrases

when the stance is
"accommodative",
indicating a focus
on “maximum
employment” and
“price stability”

indicating a focus
on “price stability”
and “sustained
growth”

use of phrases
“mixed”,
“moderate”,
“reaffirmed”

Labor
when productivity
increases

when productivity
decreases

N/A
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• Dollar Value Change: A sentence pertaining
to changes such as appreciation or deprecia-
tion of value of the United States Dollar on
the Foreign Exchange Market

• Energy/House Prices: A sentence pertaining
to changes in prices of real estate, energy com-
modities, or energy sector as a whole.

• Foreign Nations: A sentence pertaining to
trade relations between the United States and
a foreign country. If not discussing United
States we label neutral.

• Fed Expectations/Actions/Assets: A sentence
that discusses changes in the Fed yields, bond
value, reserves, or any other financial asset
value.

• Money Supply: A sentence that overtly dis-
cusses impact to the money supply or changes
in demand.

• Key Words/Phrases: A sentence that contains
key word or phrase that would classify it
squarely into one of the three label classes,
based upon its frequent usage and meaning
among particular label classes.

• Labor: A sentence that relates to changes in
labor productivity

A label of "Dovish", "Hawkish", and "Neutral"
were assigned based on the contents of each sen-
tence by category. The annotation guide and cate-
gories were influenced by initial readings of FOMC
text and the need to maintain a consistent labeling
standard. The annotation guide was utilized during
the labeling procedure by two independent annota-
tors to classify each sentence.

Both annotators were male researchers, who
have taken finance-related coursework and under-
stood macroeconomics. One originated from the
United States, while the other was from India.

D Robustness check

As our dataset is a temporal dataset and the
RoBERTa model is trained on data available prior
to mid-2019, our model could have utilized fu-
ture knowledge to predict past sentences a phe-
nomenon deemed "look-ahead bias". Our train-test
split based on different seeds contains this bias, so

to ensure that it is not present in our model perfor-
mance, we perform a robustness check by gener-
ating a train-test split based on time and checking
the performance of the best-performing (RoBERTa-
large) model. We split the Combined-S data into
a training set spanning from 1996 to 2019 and a
test set from 2020 to 2022. For the experiment, we
averaged our model performance across 3 seeds
(5768, 78516, 944601) and generated an average
weighted F1 score of 0.7114, thus validating our
performance as not being driven by look-ahead
bias.
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We create a new dataset for which detail is provided in section 3 (Dataset). We use existing PLMs in

our study for which we have cited corresponding papers in section 4.3.

�3 B1. Did you cite the creators of artifacts you used?
We have cited the packages and authors of the models used in section 4.

�3 B2. Did you discuss the license or terms for use and / or distribution of any artifacts?
In the abstract, we write that our model and data will be publicly available for use. We use standard
PLMs in our study which is open-source. We collect data from Fed government websites which is
public data.

�3 B3. Did you discuss if your use of existing artifact(s) was consistent with their intended use, provided
that it was specified? For the artifacts you create, do you specify intended use and whether that is
compatible with the original access conditions (in particular, derivatives of data accessed for research
purposes should not be used outside of research contexts)?
We discuss this in the "Ethics Statement" section on page 10

�7 B4. Did you discuss the steps taken to check whether the data that was collected / used contains any
information that names or uniquely identifies individual people or offensive content, and the steps
taken to protect / anonymize it?
We discuss this in the "Ethics Statement" section on page 10. Our dataset doesn’t contain offensive
content as FOMC releases it after screening. Also, we don’t anonymize individuals as when they are
making a statement they are holding a public office and they are subject to public scrutiny.

�3 B5. Did you provide documentation of the artifacts, e.g., coverage of domains, languages, and
linguistic phenomena, demographic groups represented, etc.?
We provide details of Dataset in section 3 and also discuss demographic groups in the "Ethics
Statement" section on page 10

�3 B6. Did you report relevant statistics like the number of examples, details of train / test / dev splits,
etc. for the data that you used / created? Even for commonly-used benchmark datasets, include the
number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.
We provide the total data size and also provide % split for train/val/test splits.

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on AI writing
assistance.
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C �3 Did you run computational experiments?
Sections 4 and 5

�3 C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?
We provide a number of parameters where we have custom architecture but don’t discuss it when we
use existing PLMs are used as we cite them. We don’t discuss the computational budget as we don’t
do heavy pretraining and just do fine-tuning on GPU.

�3 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
We discuss what hyperparameter search we used. We store all the search results and they are
available on GitHub. The list is too large to be included in the paper. The link to GitHub is included
in the paper.

�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
In section 5 we report this information.

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
In sections 3 and 4

D �3 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Section 3 and Appendix C

�3 D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
Appendix C

�7 D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
All the annotation was done by the authors.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
Not applicable. Left blank.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
Not applicable. Left blank.

�3 D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
Appendix C
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