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Abstract
Dating Greek papyri accurately is crucial not
only to edit their texts but also to understand
numerous other aspects of ancient writing, doc-
ument and book production and circulation, as
well as various other aspects of administration,
everyday life and intellectual history of antiq-
uity. Although a substantial number of Greek
papyri documents bear a date or other conclu-
sive data as to their chronological placement,
an even larger number can only be dated tenta-
tively or in approximation, due to the lack of
decisive evidence. By creating a dataset of 389
transcriptions of documentary Greek papyri,
we train 389 regression models and we predict
a date for the papyri with an average MAE of
54 years and an MSE of 1.17, outperforming
image classifiers and other baselines. Last, we
release date estimations for 159 manuscripts,
for which only the upper limit is known.

1 Introduction

Ancient textual artefacts are arguably the richest
source of information on the ancient world. In the
Graeco-Roman world and particularly in its Greek-
speaking part, the most extensive coeval texts come
from inscriptions and papyri. The latter is a col-
lective term used for all ancient manuscripts, re-
gardless of their writing material which, apart from
papyrus, may be parchment, pottery, wood, and
others. To correctly evaluate and make good use of
these texts, we need to determine their date, prove-
nance and historical context of their production and
use. As far as dating is concerned, the value of the
relevant evidence provided by the artefacts them-
selves varies considerably, ranging from a direct
date in the text (following, of course, the calendar
and dating system of the respective historical pe-
riod) to no evidence at all. In between, there are

Figure 1: Papyrus ‘P. Basel 2 15’. Credit: University of
Basel. https://papyri.info/ddbdp/p.bas;2;15

texts containing references to known historical fig-
ures and events of a certain period, papyri which
have been found next to other objects that can be
dated, or other indirect evidence. The presence
or absence of a date depends on the type of text
preserved on the papyrus and its use through time,
as well as on its state of conservation. Just like in
modern times, it is much more likely to include a
date in an official letter than in a page torn from a
novel book. At the same time, it is more probable
to find a date in a fully surviving letter than in a
damaged one missing, for instance, the upper part
of the first page.

Greek papyri, which mostly survive in fragments,
are divided into two broad categories: books (lit-
erary and sub-literary papyri) and documents of
all kinds (documentary papyri). The former ones
never carry a date, whereas the latter often do, al-
beit not always unambiguously convertible by mod-
ern scholars. Most importantly for our study, liter-
ary papyri contain copies of works authored many
years (often centuries) before the production of the

10001

https://papyri.info/ddbdp/p.bas;2;15


actual manuscripts. On the other hand, documen-
tary texts were usually written down as they were
composed or shortly after that, making the content
of their texts contemporary to their writing style
or script. Therefore, any temporal indication in
the text is also dating evidence regarding the pro-
duction of the document. Even when there is no
direct date in the text (e.g. Figure 1), documentary
papyri can be dated securely sometimes within a
short time-frame, because they may refer to known
historical events or concern people known through
other sources to have lived at a particular time.

When neither direct or indirect dating is possi-
ble, papyrologists resort to palaeography, the study
of the script. In palaeography, particular writing
styles are associated with certain chronological pe-
riods. Therefore, similar writing styles point to
similar dates (Mazza, 2019). Securely dated speci-
mens are used as a guide to chronologically place
the undated ones. Growing criticism on the sub-
jectivity of palaeographical dating (Mazza, 2019;
Choat, 2019; Nongbri, 2019, 2014) highlights the
need for more reliable methods. Recent efforts
for computational dating of historical manuscripts
are based on the script rather than the text and,
although they consider various languages, they dis-
regard Greek (Omayio et al., 2022).

In this study we focus on computational dating
of Greek documentary papyri based on their tran-
scriptions, contributing in the following three ways:

1. We present and publicly release a machine-
actionable dataset of 389 documentary Greek
papyri, containing texts of various aspects of
daily life (e.g. contracts, receipts, letters).

2. We draw the baseline in text regression for
the tasks of dating experimenting with Monte
Carlo and leave one out cross validation.

3. We apply a committee of regressors to three
papyri, which present different types of dating
challenges, and on 159 manuscripts for which
only the upper date limit is known.

This approach does not apply to literary papyri
and our research involves solely documents. Apart
from their texts being contemporary with the actual
manuscripts (by dating the text, we date the pa-
pyrus), nonliterary papyri also include vastly more
numerous objectively dated specimens than liter-
ary ones. Specific dates on our training set also
allow for more accurate (narrower date-spans) pre-
dictions by our models.

2 Related Work

Dating historical documents with computational
means has been studied for many languages (Bale-
dent et al., 2020; Dhali et al., 2020; Li et al., 2015;
Hamid et al., 2019; Adam et al., 2018). However,
very limited work has been done for Greek and no
published work at all has focused on Greek papyri.
The only work to our knowledge is Ithaca, a Trans-
former trained on ancient Greek inscriptions per-
forming text restoration, geographical attribution,
and dating (Assael et al., 2022). Ithaca has achieved
an error of 0.29 centuries in dating epigraphs. This
result is by far better than an onomastic baseline us-
ing the known distribution of Greek personal names
to infer the date, which scored 1.44. Inscriptions
differ from papyri in many aspects (such as the
genre, the length, and their geographical distribu-
tion), but in principle, this system is applicable to
our data and was therefore used as a baseline. Be-
low, given the absence of dating studies for Greek,
we summarise work for other languages.

The studied languages are Latin (Baledent et al.,
2020; Wahlberg et al., 2016, 2015), Hebrew (Dhali
et al., 2020), Dutch (Hamid et al., 2019, 2018;
He et al., 2014, 2016b,a), Arabic (Adam et al.,
2018), Swedish (Wahlberg et al., 2016, 2015),
French (Baledent et al., 2020) and English (Li
et al., 2015; Rastas et al., 2022). A collection of
595 Dead Sea Scrolls, in Aramaic script, was the
dataset with the oldest manuscripts, dated from 250
to 135 BCE, and the only one so far concerning
texts written on papyri (Dhali et al., 2020). The
rest of the datasets comprised more data, ranging
from less than five (Adam et al., 2018) to more
than ten thousand manuscripts (Wahlberg et al.,
2015) or more (Rastas et al., 2022), while the one
with the most recent manuscripts comprises histor-
ical English-language documents (Li et al., 2015),
printed between the 15th and 19th CE.

The employed methods usually were standard
machine learning methods, such as KNN (Adam
et al., 2018), decision trees (Baledent et al., 2020),
random forests (Baledent et al., 2020) and support
vector machines (Hamid et al., 2019; Dhali et al.,
2020; He et al., 2014, 2016b,a). Textural features,
such as Gabor filters, Uniform Local Binary Pat-
terns and Histogram of Local Binary Patterns are
extracted and then fed to the classifiers (Hamid
et al., 2018). The writing style evolution, however,
has also been used as an intermediate step (Dhali
et al., 2020; Adam et al., 2018). In this case, the
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periods are first aligned with specific writing styles.
Then, any new manuscript is dated based on the
detected style.

Pre-trained convolutional neural networks have
been used to extract features, which are passed
to a classifier or regressor (Hamid et al., 2019;
Wahlberg et al., 2016), or used in combination with
text features extracted with optical character recog-
nition methods (Li et al., 2015). Transfer learning
has been reported to lead to human performance
(Wahlberg et al., 2016). This was deemed to be the
most promising direction for the present study on
Greek manuscripts, and was, hence, employed.

3 Data

Our dataset, which we release publicly,1 comprises
the transcriptions of 389 manuscripts, dated from
the 3rd century BCE to the 7th century CE, orig-
inating from Greco-Roman Egypt (with a few ex-
ceptions from the Near-East).

3.1 The source

The dataset was compiled mainly from PA-
PYRI.INFO.2 The documents in its collections set a
reliable point of reference for scholars who aspire
to study the evolution of ancient manuscripts in
time. These collections incorporate full transcrip-
tions and references to scholarly editions of the
papyri, as well as a set of metadata that can also
assist in dating (e.g. provenance).

3.2 The scripts and the language

Nonliterary papyri in Greek from the 3rd c. BCE
to the 7th c. CE are written in a great variety of
cursive hands (Harrauer, 2010), posing an extra
challenge for image classification methods and call-
ing for other approaches. The language of the pa-
pyri, Greek of the Ptolemaic, Roman and early
Byzantine periods, reflects the diversity and the
diachronic changes of the Greek-speaking commu-
nities in Egypt, which is the provenance of most of
our specimens.

3.3 The ground truth

The date of a manuscript may be found in different
forms. It can be an exact date, a range of years, a
starting date (not before that date), or an ending
date (not after that date), or two-three alternative
dates. Our dataset has been curated so that dating

1https://github.com/ipavlopoulos/padoc
2https://papyri.info/

applies at the level of the quarter of the century,
by considering manuscripts dated exactly or with
a period ranging within that quarter. We did not
consider manuscripts that were dated only before
or after a specific date.

3.4 Data collection
Our first dataset comprised 400 manuscripts, 40
samples per century. Our initial pool consisted of
77,040 items and we opted for ones that satisfy the
following conditions:

• The transcriptions must be available in ma-
chine actionable form.

• The papyri must contain documents (not
works of literature) to ensure that text and
papyrus are contemporary.3

• The papyri must be securely and accurately
dated. Many papyri do not carry a date and
are, therefore, dated with subjective criteria or
with a large date span (e.g. 1st-2ndCE).

• The image is available, to allow image-based
dating and potentially jointly from different
modalities: text and image.

Given these limitations, it was the 7thCE that
dictated the size per century of a balanced dataset,
since there are not more than 40 securely dated
papyri from 7thCE. For each of these records, the
text was retrieved afterwards from PAPYRI.INFO

by parsing the respective XML files. We discarded
records whose extracted text was less than ten char-
acters, which resulted in our final 389 records.
From these records, we extracted the entire text
from one side of the papyrus (the side that had
more text than the other). In the few cases of papyri
with more than one fragment, we only included the
first one. This decision was based on weighing
the benefit of avoiding a considerable amount of
noise during automatic parsing against eliminating
a portion of text, in a dataset whose nature is by
definition fragmentary.

3.5 Normalisation
The transcribed text comprises a variety of charac-
ters and symbols. We preprocessed the data by low-
ercasing and normalising the text (see Table 1). We

3Literary papyri are written on a certain date but may
transmit a work of literature composed centuries earlier and
there is no point in attempting to date the text (the date of
composition is already known in most cases).
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(o) ‘ὅ’, ‘ὃ’, ‘ό’, ‘ό’, ‘ὄ’, ‘ὁ’, ‘ὀ’, ‘ὸ’
(α) ‘ἂ’, ‘ᾴ’, ‘ἃ’, ‘ᾅ’, ‘ά’, ‘ἁ’, ‘ἄ’, ‘ᾶ’, ‘ἀ’, ‘ᾷ’, ‘ὰ’, ‘ά’, ‘ἅ’
(η) ‘ἤ’, ‘ἣ’, ‘ῃ’, ‘ἢ’, ‘ἠ’, ‘ή’, ‘ἦ’, ‘ἥ’, ‘ῆ’, ‘ἧ’, ‘ᾗ’, ‘ᾔ’, ‘ῇ’, ‘ἡ’, ‘ῄ’, ‘ᾑ’, ‘ὴ’, ‘ή’
(ι) ‘ί’, ‘ῖ’, ‘ἷ’, ‘ἱ’, ‘ἶ’, ‘ῒ’, ‘ί’, ‘ἰ’, ‘ὶ’, ‘ΐ’, ‘ἴ’, ‘ι’, ‘ϊ’, ‘ἳ’, ‘ἵ’
(ε) ‘έ’, ‘ὲ’, ‘έ’, ‘ἔ’, ‘ἐ’, ‘ἕ’, ‘ἑ’, ‘ε’
(υ) ‘ὗ’, ‘ύ’, ‘ῦ’, ‘ύ’, ‘ὕ’, ‘ὓ’, ‘ὺ’, ‘ὑ’, ‘ὔ’, ‘ὐ’, ‘ὖ’
(ρ) ‘ῥ’, ‘ῤ’
(ω) ‘ώ’, ‘ῶ’, ‘ὦ’, ‘ᾤ’, ‘ὠ’, ‘ὧ’, ‘ῳ’, ‘ῷ’, ‘ὢ’, ‘ὥ’, ‘ώ’, ‘ᾧ’, ‘ώ’, ‘ᾦ’, ‘ὤ’, ‘ᾠ’, ‘ὼ’, ‘ὡ’, ‘ῴ’
(σ) ‘σ’, ‘ς’

Table 1: Normalisation rules of characters in the dataset, all characters on the right have been replaced by the
character on the left.

also discarded any character besides the 24 Greek
letters, also removing white space and all punc-
tuation marks. We did not eliminate the editors’
corrections and supplements nor edit otherwise the
data, which often led to duplicate words with alter-
native orthography (original and normalisation).

The transcriptions available are not diplomatic
(reflecting exactly what is written) but normalised
according to modern conventions, for example as
far as punctuation and word separation (or some-
times spelling) are concerned. Therefore, we chose
to disregard these conventions, because they do not
represent data present in our sources, but normali-
sation on the papyrologists’ part for the purpose of
scholarly editions.

To provide some more concrete examples, there
is no capitalization of proper names or initial words
in sentences in papyri. Punctuation is very scarce
and sometimes completely absent. Diacritics are
not meaningless, but they are extremely rare in
documentary papyri (i.e., except diaresis which is
used in a different way than modern conventions, to
mark iota and upsilon as the first letter of a word).
Breathings and accents are marked inconsistently
(if at all) by different scribes. Hence, removing
diacritics leads to inclusion and can help avoid
multiple variations of what is in fact the same word.
Regarding spelling, we kept both the original and
the corrected form (if provided by the editors), be-
cause spelling mistakes reflect language evolution.

3.6 Exploratory analysis

The overall text length per quarter of century varies
over time, as can be seen in Figure 2. Although
we have selected an equal number of manuscripts
per century (§3.4), the number of lines within each
manuscript varies, and so does the line length. Fur-
thermore, within a century, manuscripts of a spe-
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Figure 2: Text length (total number of characters divided
by 1e3) in the manuscript transcriptions over time.

cific quarter of a century may be more frequent
due to random discoveries, as is the case of 7thCE,
where the first quarter holds most of the support, a
discrepancy deriving from the reduced number of
dated papyri in this century overall.

The most frequent character in our dataset is
‘α’ (35,101 occurrences), followed by ‘ο’ (33,176),
‘ι’ (30,151), and ‘ε’ (25,116). On the other hand,
the least common are ‘β’ (2520), ‘ξ’ (1210), ‘ζ’
(379), and ‘ψ’ (334). These figures are coherent
with general frequencies of letters in Ancient and
Modern Greek (Mikros et al., 2005).

In order to assess the quality of the ground truth,
we employed the Callimachus’ Conservation num-
ber (CCN),4 which provides an educated estimation
of the preservation and legibility of a papyrus. The
lowest score is 0 and the highest score (i.e., 1) indi-
cates readability and ‘perfect’ conservation of the
text. The status of the conservation of a papyrus
affects the quality of the transcription, indicating
the amount of text that has not been recorded in
the transcriptions (or recorded with some level of
uncertainty) because of the material state of preser-
vation of the manuscripts. Damage in papyri could
affect as little as one or two letters (or even none),
to as much as several lines and whole parts of the

4https://glg.csic.es/Callimachus/Concordancia_
Callimachus.html
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Figure 3: Callimachus’ number histogram on our data.

papyrus sheet. As is shown in Figure 3, our dataset
comprises mostly high-quality preservation scores.

4 Methodology

To estimate the date of production of manuscripts,
we opted for text regression, taking advantage of
the continuous target objective. Statistical valid-
ity was established with 5-fold Monte Carlo cross-
validation. The best regression method was used to
form a committee of models, which were applied
on unseen data in order to analyse the predictions.

4.1 Benchmarking

We performed Monte Carlo cross-validation, by
sampling 90% for training, 10% for validation, and
then re-sampling with replacement five times. We
report the mean absolute error (MAE), the mean
squared error (MSE), and the explained variance
(R2). Besides the average results across folds, we
also report the best score achieved per metric.

4.2 Regression methods

Fernández-Delgado et al. (2019) surveyed 77 re-
gression methods and undertook an experimental
analysis on 83 datasets. Regression with extremely
randomised trees achieved the best R2 in many
datasets but gradient boosting and random forests
were also found to have a promising performance.
Following these findings, we opted for extremely
randomised trees, random forests, gradient boost-
ing, and linear regression for our experiments.5

Extremely randomised trees (XTrees) is a tree-
based ensemble, created with the Extra-Trees al-
gorithm (Geurts et al., 2006). Although simple in

5For all evaluation measures and algorithms we used the
implementations of SCIKIT-LEARN.

nature, it is both accurate and efficient Fernández-
Delgado et al. (2019). Compared to other ensem-
bles that use decision trees, XTrees splits the nodes
of the tree by choosing randomly cut-off points and
the trees grow by using the whole sample to learn
instead of bootstrapping.

4.3 The Committee

Using the best-performing regression method out
of the ones examined, we performed leave one out
cross-validation, which allowed an evaluation using
the whole dataset. Furthermore, it yielded as many
regressors as the data points, which in our case is
389. We used these models to form a committee
and date unseen papyri (further discussed in §6).

5 Empirical analysis

This section presents our experimental results us-
ing regression on textual features to date Greek
manuscripts. First, we present preliminary experi-
ments and then we analyse the experimental find-
ings from our regression analysis.

5.1 Preliminary experiments

Preliminary experiments comprised image classifi-
cation (Hamid et al., 2018), text classification with
Transformers trained on another domain (Assael
et al., 2022), and transferring learning from large
language models (Koutsikakis et al., 2020).
Image classification was used prior to using tran-
scribed text as our input, experimenting with us-
ing the documents’ images (Hamid et al., 2018;
Wahlberg et al., 2016; Paparigopoulou et al., 2022).
Vanilla convolutional neural networks were outper-
formed by a pre-trained one (Tan and Le, 2019),
fine-tuned for our dating task. Our estimated MAE,
however, was consistently more than a hundred
years (Table 2), hence we opted for textual input.
Ithaca was presented by Assael et al. (2022), con-
sisting of a Transformer that is trained not only in
dating but also in text restoration and geographical
attribution. Ithaca has achieved an error of 0.29
centuries in dating inscriptions, which is by far bet-
ter than an onomastics baseline (error of 144 years).
By using the open-access web interface,6 we scored
all our preprocessed texts,7 registering a MAE of
approx. one century by using the maximum decade
predicted or the average of the distribution (Ta-
ble 2). The difference from the published result

6https://ithaca.deepmind.com
7We kept white space, to follow their standard.
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possibly stems from the fact that this is a model
trained and focused on inscriptions, not papyri.
Transfer learning was used with GreekBERT,
a Transformer that is pre-trained in masked lan-
guage modelling, among other tasks, in modern
Greek (Koutsikakis et al., 2020). GreekBERT has
been further pre-trained in ancient Greek (Singh
et al., 2021). We experimented with fine-tuning
both variants in predicting the date,8 but MAE was
approx. one century (Table 2).

5.2 Regression analysis

Experiments were undertaken with Google Colabo-
ratory, using a 12GB NVIDIA Tesla K80 GPU.
We extracted term-frequency-inverse-document-
frequency features using lower-cased text and char-
acter n-grams (from 1- to 5-grams).9 All other
parameters were set to default values.10

Monte Carlo cross validation
Linear regression achieved a MAE of 86 years on
average (Table 2) and a MSE of 1.33. R2 was
similar across folds, around 83. A random forest
had an even better MAE of 73 years on average
but a worse MSE (1.58). Its average R2 was lower
than that of linear regression, but the maximum one
achieved across folds was much better. Random
forest also outperformed both gradient boosting
methods in MAE but GBoost achieved a better
MSE and R2 on average. XTrees achieved the best
results in all metrics, with a MAE of 54 years and
the best R2 climbing up to 95.43.

Leave one out cross validation
Using the best performing XTrees, we performed
leave one out cross validation, by hiding one in-
stance, training the algorithm on the remaining
instances, and then using the model to predict the
hidden record.11 The MAE was found to be 55
years, MSE was 1.11, and R2 was 85.89, close
to the Monte Carlo evaluation scores. In order to
better understand the errors, we rounded the pre-
dictions and the ground truth, evaluating as if we
would in a classification setting. Predictions most
often fall on or close to the diagonal (Figure 4),
which explains the low error. The best result is

8We used white space, to allow subword computation.
9Preliminary experiments with centroid or trainable word

embeddings before recurrent or convolutional neural networks
deteriorated performance.

10Manual hyper-parameter tuning per regressor yielded in-
significant improvements.

11The experiment lasted 15 hours.
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Figure 4: Confusion matrix of the extremely randomised
trees (leave one out) when predictions and ground truth
are rounded to century labels, see Table 3.

achieved for the 1st and 2nd CE, followed by the
7th CE (see Table 3). The overall accuracy is 60%.

Error analysis
In very few cases, our leave-one-out regression
fell considerably out of its predictions (Figure 4).
Our analysis showed that these texts happen to
contain specific words typical of another period,
which confused the prediction. For instance among
the highest prediction error were two late texts (6-
7thCE) that exceptionally contain Σεραπίου and
Βασιλείου, usually found in Ptolemaic time (3rd-
1stBCE). In another case, we provided experimen-
tally the longer version of the text, initially parsed
only partially (§3.4). Using the full text led to an
accurate prediction, influenced by the word ‘indic-
tion’ in the additional text (§7.1).

6 Use cases

We applied our 389 regressors, produced upon
leave-one-out cross-validation, to three use cases,
which present different types of dating challenges.

6.1 PSI 8 934
This document12 preserves the ca. 15 last lines of a
land lease. The beginning of the text (the upper part
of the sheet), where dating formulas are usually lo-
cated, is thus missing. Nevertheless, the document
can be securely attributed to a well-known group of

12https://papyri.info/ddbdp/psi;8;934
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MAE↓ MSE↓ R2 ↑
min avg min avg max avg

Linear 0.73 0.86 (0.04) 0.92 1.33 (0.12) 85.34 82.72 (1.19)

Forest 0.65 0.73 (0.04) 0.93 1.58 (0.22) 89.53 79.12 (2.98)

GBoost 0.75 0.80 (0.02) 1.07 1.41 (0.12) 87.94 81.41 (1.99)

XGBoost 0.68 0.83 (0.06) 1.22 1.72 (0.23) 85.25 77.04 (3.40)

XTrees 0.45 0.54 (0.03) 0.41 1.17 (0.26) 95.43 84.64 (4.22)
Ithaca-max† 1.04 2.79 64.54
Ithaca-avg† 0.97 2.33 69.98

mGreekBERT† 1.11 1.91 76.59
aGreekBERT† 0.91 2.03 75.17

EfficientNet‡ 2.05 7.73 8.75
Vanilla CNN‡ 3.66 20.92 -1.48

Table 2: Minimum and average (st. error of the mean) MAE, MSE, and R2 per regressor, best results per column in
bold. The lower part of the table includes results from preliminary experiments with text (†) and image (‡) baselines.

Label Century Precision Recall F1
-3 3BCE 0.82 0.29 0.43
-2 2BCE 0.33 0.51 0.40
-1 1BCE 0.33 0.44 0.37
0 1CE 0.77 0.82 0.80
1 2CE 0.80 0.78 0.79
2 3CE 0.47 0.48 0.47
3 4CE 0.63 0.55 0.59
4 5CE 0.57 0.55 0.56
5 6CE 0.57 0.73 0.64
6 7CE 1.00 0.61 0.76

Table 3: Century-level classification evaluation.

texts from the 6th and early 7thCE c., the Dioscorus
archive (Fournet, 2008), because, among other con-
cordant elements, it contains microtoponyms from
the respective village countryside. The notary who
signed the contract, Abraam, is known from other
documents, which is crucial evidence for the dat-
ing of the papyrus. This notary’s period of activity
has been proven to span at least between 524 and
545 (Fournet, 2003). This papyrus, therefore, is
securely dated by indirect evidence, but no date
is explicitly mentioned in the text (Fournet, 2008).
Our average prediction is 310 CE, dated between
260 CE (min) and 352 CE (maximum prediction).

6.2 P. Basel 2 15

This papyrus, also shown in Figure 1, is a private
letter dated indirectly from the 1st CE. The letter
is almost complete, except for a damaged word
at the end of line 5. Private letters usually do not
bear a date. The dating, therefore, by the editor

is done on palaeographical grounds as well as on
the basis of scribal habits: "the hand [...] is more
at home in the first century CE than the second,
a dating that is supported by the writer’s use of
iota adscript..."(Huebner et al., 2020). Iota adscript
is an expected feature in the 3rd BCE, starting to
be irregularly written between the 2nd BCE and
the first CE to almost completely disappear from
the 2nd CE onwards (Clarysse, 1976). Onomas-
tics strengthen the editor’s dating hypothesis: of
the three personal names mentioned in the letter
(Pasis, Orsenouphis, and Tithoes), the first two are
attested from ca. 250 BCE to 250 CE while the last
one starts appearing in the papyri only in the 1st c.
CE.13 Our models date this to 140 BCE, from 165
BCE to 112 BCE.

6.3 P. Petra 1 5

The last manuscript14 contains a request for transfer
of taxation from 538 CE. It is a geographical out-
sider since it does not come from Egypt but from
Petra (Jordan). We tested this manuscript since
many of the words found in the text are infrequent
in Egyptian manuscripts, on which our models are
trained. The date mentioned in the papyrus is “sec-
ond indiction”. This refers to the second year of a
repeated fifteen-year cycle (indiction) and the year
538 is relative, since it could be the second year
of the previous or the next indiction (523 or 553).
538 is logically deduced by the editors in view of
the whole dossier of papyri from Petra. Our mod-
els date this manuscript to 555 CE (521-575 CE),

13https://www.trismegistos.org/namvar/5135
14http://papyri.info/ddbdp/p.petra;1;5
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overcoming the geographical variation.

7 Discussion

The computational, quantitative method suggested
in this work is intended to complement human ex-
pertise. Its main contribution lies in providing
an additional dating criterion for ancient Greek
documents, in addition to the ones usually em-
ployed by papyrologists (palaeography, onomas-
tics, prosopography, toponymy, archaeological evi-
dence, etc.). It can predict a date for those papyri
that do not include one, narrow down the possible
time-span of doubtful dating, or contribute to decid-
ing on one particular date when several alternatives
seem possible. Despite the fact that limitations
exist (discussed in §7.3), compared to traditional
approaches the models trained in this study are ex-
pected to reduce biases. Their value is not limited
to predicting dates for individual manuscripts, but
they can be applied to any attribute of a group of pa-
pyri, e.g. the place of provenance or the text’s type.
At the same time, easily accessible open-source
metadata exist for most published papyri (§3.1).

7.1 Rationale generation

The use of supervised learning, such as the work of
Assael et al. (2022) or ours, can yield accurate esti-
mations, which can at least help the human expert.
The assistance is greater, however, when explana-
tions are provided for the models’ decisions. In our
case, we used a committee of hundreds of regres-
sors in order to estimate the date of three use cases.
Therefore, we sampled models per case and gener-
ated rationales regarding their predictions, by using
their Shapley values (Lundberg and Lee, 2017).
In the case of PSI 8 934 (§6.1), our investigation
showed that the mention of the name ‘Aurelios Vic-
tor’ (‘Αὐρήλιος Βίκτωρ’) influenced the decision,
resulting to a more recent date than what would
have been predicted otherwise. Similarly, in the
case of P. Petra 1 5 (§6.3), the decision was influ-
enced by a reference to ‘indiction’ (‘ἰνδικτίωνος’),
a word that refers to a periodic reassessment of
taxation in the Late Roman Empire.

7.2 In the wild

Computational dating can facilitate a macroscopic
analysis of vaguely dated or undated manuscripts.
By generating estimated dates for hundreds of such
manuscripts, the expert can view from distance
the collection, potentially drawing useful conclu-

sions or making significant remarks. To test this
hypothesis, we collected 220 manuscripts dated
with an upper CE date limit (i.e., not after that
date). We formed a committee of regressors,15 and
we estimated the minimum, the maximum, and the
average chronology of each manuscript. In 28% of
them, the maximum prediction exceeded the upper
threshold and was discarded to avoid doubting the
expert. This process led to the date estimation for
159 manuscripts, which we release publicly in our
repository to assist other researchers. As can be
seen in Figure 5, some of our estimations fall far
away from the upper limit (in red) while others
fall close. The estimated date from our regressors’
committee should be read along with other informa-
tion, which is kept in the shared corpus, such as the
place settlement (Figure 6 shows frequent places).
We observe, for example, that in some places the
estimated dates fall closer to the upper limit (e.g.
in Oxyrhynchos and Tebtynis the distance is 132
years) compared to others (e.g. in Antinoopolis and
Hermopolis the distance is 283 and 384 years).

7.3 Challenges and limitations

Our experimental analysis proved that text regres-
sion is a considerably reliable and accurate tool
in dating nonliterary papyri. Limitations and chal-
lenges stem mainly from the composition of our
dataset, which is balanced as far as the dates of the
papyri included are concerned, both at the level of
the century (approx. 40 records per century) and at
the level of the quarter of the century (albeit less
strictly and with the exception of the 7th CE). Fur-
thermore, although we retained a substantial text
sample of each papyrus, in approximately 1/4 of
the records some text was eliminated.

Biases
Despite our effort to balance the dataset in terms of
dates, biases are present. Since our main concern
in collecting the data was for the date distribution,
no deliberate selection was made on the basis of the
document types. Some types are thus over or under-
represented (e.g. private letters that do not usually
bear a date; §6.2). Each type of document has how-
ever distinctive linguistic characteristics, such as
the level of formality or unusual constructions (e.g.
accounts). This uneven typological representation
probably affects the performance of the models.
Other possible biases in the dataset concern the

15We sampled randomly 100 regressors.
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Figure 6: The frequency of settlement places in the
corpus that was dated by our committee of regressors.

provenance of papyri, the length of their text, and
the state of conservation (sizeable portions of miss-
ing text or entirely missing parts of the documents).

Chronological analysis of words
Chronological analysis of word occurrence is pos-
sible if we detect and collect terms only attested in
the papyrological material during a limited period.
The word ‘denarius’ only appears after the 2nd CE
and before the 5th CE, its presence in a text thus
means that the text must have been written dur-
ing this timespan. Likewise a text containing the
word ‘indiction’ cannot have been written before
the 4th CE. The investigation should also regard the
possibility that the models make a prediction for a
papyrus based on typical dating formulas present
in the text like the name of the ruling emperor. Al-
though our investigation of explanations did not
yield any major concerns, a bigger sample of test
cases should be created and more explainability
methods should be employed (Ribeiro et al., 2016)
to make conclusive remarks on this front.

Transcription of papyri is not optional
Transcription of the papyri is required (at least par-
tial, but substantial) to reach this high degree of
accuracy with our method. Thus, while there are
transcriptions available for most already published

papyri, it is less practical for dating unpublished
papyri that have not been yet transcribed to a rel-
atively high standard. In that case, image classi-
fication on the scripts can provide a less accurate
prediction of the date as starting point.

8 Conclusion

We presented a machine-actionable dataset of 389
Greek documentary papyri of (mostly) Egyptian
provenance, dated and balanced in terms of chrono-
logical quarter-century distribution. We trained
extremely randomised trees on top of character
n-gram-based features, reaching a mean absolute
error of 54 years and 60% in century-level classi-
fication accuracy. We then formed a committee of
regressors, which we applied to three use cases: a
land lease, a private letter, and a geographical out-
sider (not from Egypt). To assist future research,
our committee dated 159 manuscripts, for which
only the upper limit is known. Future endeavours
for this research extend far beyond the dating of in-
dividual manuscripts. It can produce valuable data
for the study of the Greek language and its evolu-
tion through a millennium, help identify and trace
linguistic habits and trends, as well as the history
of document production, circulation, and use (e.g.
which period produces what kind of texts, which
administration relied on what type of documents,
etc.). It can also produce further data and resources
towards the typology of ancient Greek documents,
completing with computational methods the work
already underway and well-advanced of the gram-
mateus project. Last, it can in the future fruitfully
be combined with computational paleography to
analyse the script and content of a given text.
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