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Abstract

Modeling political actors is at the core of quan-
titative political science. Existing works have
incorporated contextual information to better
learn the representation of political actors for
specific tasks through graph models. However,
they are limited to the structure and objective
of training settings and can not be general-
ized to all politicians and other tasks. In this
paper, we propose a Unified Pre-training Ar-
chitecture for Political Actor Modeling based
on language (UPPAM). In UPPAM, we aggre-
gate statements to represent political actors and
learn the mapping from languages to represen-
tation, instead of learning the representation of
particular persons. We further design structure-
aware contrastive learning and behavior-driven
contrastive learning tasks, to inject multidimen-
sional information in the political context into
the mapping. In this framework, we can pro-
file political actors from different aspects and
solve various downstream tasks. Experimen-
tal results demonstrate the effectiveness and
capability of generalization of our method.

1 Introduction

Political actors are shaping our attitudes, opinions,
and decisions toward public issues. For instance,
on social platforms, politicians can select and em-
phasize certain aspects of content to bias the dis-
cussion, through which they can derive an opinion
climate from user engagement and acquire direct
feedback from potential voters and opinion lead-
ers (Bene, 2017; Heiss et al., 2019). Political actor
modeling is essential for quantitative political sci-
ence and has applications in various downstream
tasks such as roll call vote prediction (Yang et al.,
2020), frame detection (Johnson et al., 2017) and
bias detection (Baly et al., 2020).

Data-driven approaches utilize different kinds
of information to profile political actors, including
public statements, legislative behaviors and social
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• No church needs to provide contraception under ObamaCare. 

• Recovery package must provide state aid, hazard pay. 

• LGBT rights are in jeopardy from Supreme Court. 

• I oppose school busing because it fails, not for racism.

languages

social networkbehaviors

Voted NO on defining unborn 

child as eligible for SCHIP.

Voted NO on constitutional ban 

of same-sex marriage. 

Voted YES on Educational 

Savings Accounts. 

Joe Biden

Figure 1: An illustration of political actors. They not
only participate in legislative activities, but also form
relationships with others, and convey opinions through
tweets, speeches and etc. We propose to represent po-
litical actors based on their statements and learn the
mapping from language to their representations using
social networks and behaviors as self-constructed super-
vision.

networks (Figure 1). Early research analyzes roll
call data to estimate the ideology of political ac-
tors. Ideal point model (Clinton et al., 2004) is
one of the most widely used approaches for vote-
based analysis that reveals how cleavages between
legislators reflect partisan affiliation. Researchers
further incorporate texts of bills to enhance the
ideal point model (Gerrish and Blei, 2011, 2012;
Kraft et al., 2016) and develop multidimensional
vectors to replace one-dimension points. Recently,
more abundant information has been considered
to learn effective representations for political ac-
tors, such as co-sponsorship network (Yang et al.,
2020), relations of contributors (Davoodi et al.,
2020), stakeholders (Davoodi et al., 2022), men-
tion in documents (Pujari and Goldwasser, 2021),
and expert knowledge (Feng et al., 2021, 2022).

Generally speaking, previous research aims to
learn representations for a certain group of political
actors using supervision from specific downstream
tasks as objectives. Although they report positive
results on target tasks, their models lack general-
ization ability in two aspects. (1) Representations
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are learned on labeled data from specific tasks, e.g.,
state-level vote prediction, therefore they cannot be
easily transferred to other tasks or scenarios. (2)
The model is limited to the training setting and can
not be adapted to dynamic social contexts. In other
words, it’s hard for the model to estimate new leg-
islators, non-voting candidates and other political
actors unseen.

Recently, large-scale pre-trained language mod-
els (PLMs) (Devlin et al., 2019; Liu et al., 2019b;
Brown et al., 2020) have demonstrated a strong
generalization ability and achieved excellent per-
formance in many language modeling tasks. Mo-
tivated by PLMs, we explore representing politi-
cal actors based on their statements and propose
a Unified Pre-training Architecture for Political
Actor Modeling based on language (UPPAM) 1.
We employ a two-stage training procedure follow-
ing the fashion of PLMs. Firstly, we pre-train our
model to learn the mapping from statements to
actor representation. We propose a multigranu-
lar method to represent political actors based on
language, and information of political scenarios
is further injected into our model via proposed
structure-aware contrastive learning and behavior-
driven contrastive learning tasks. Secondly, we
fine-tune the model for downstream tasks using the
corresponding supervised objectives.

UPPAM is novel in three points. (1) We learn
the mapping from statements to the representation
of political actors, instead of directly learning actor
representations. By doing so, the mapping param-
eters can be transferred to any downstream tasks
easily, learning representations for unseen politi-
cal actors based on their statements. (2) We pro-
pose several self-training tasks to inject general
knowledge in the political scenarios into mapping
parameters in the pre-training stage. (3) We pro-
pose a multigranular actor representation model,
that can capture nuances of both general ideology
and specific preferences between different polit-
ical actors. We evaluate our approach on three
types of tasks in quantitative political science, i.e.,
profile of actors, prediction of behaviors and anal-
ysis of languages. UPPAM outperforms general
PLMs and other political domain-specific PLMs on
these tasks. Our task-agnostic model also achieved
competitive results compared to the task-specific
models that employ architectures crafted for the

1We have made our code publicly available at https://
github.com/xymou/UPPAM.

vote prediction task. Further analysis shows the ef-
fectiveness and robustness of UPPAM in few-shot
settings and different aggregation settings.

2 Political Actors Modeling based on
Language

2.1 Multigranular Actor Representation
Political actors manifest themselves in political
activities in multiple granularities. On the one
hand, they hold a general ideology or bias, which
is long-term and stable. On the other hand, when
discussing or taking action on different issues, they
hold specific positions (Gerrish and Blei, 2012),
which are the result of long-term bias and short-
time interests (Spell et al., 2020). Based on this,
we propose to represent political actors in two gran-
ularities to model both broad ideology and specific
preferences for various downstream scenarios.

General and Specific Statements Collection In
practice, we use all statements a political actor
has posted to get his general representation, char-
acterizing the broad political leaning. Further-
more, issue-related content is adopted to help cap-
ture specific attitudes. Concretely, we use a hand-
crafted information retriever (see more details in
Appendix A.2), to collect statements related to the
queried policy area as input to encode the specific
representation.

Statements Aggregator Since a political actor
can post thousands of statements, the first chal-
lenge is how to aggregate one’s statements to get
his representation. It is too expensive in time and
computation cost to combine full sentences. In-
stead, we identify indicator words from statements
for information aggregation. According to the fram-
ing theory (Entman, 1993), entities and subjective
content an author uses can implicitly reflect his po-
litical leaning. Following this, we identify entities,
frame and sentiment words as indicators. We sort
them by TFIDF (Jones, 1972) scores and keep indi-
cators with the highest values to form an indicator
sequence. In this case, for each political actor, we
can get two kinds of indicator sequences, given a
query about policy area j:

Sg
i = wg

1, w
g
2, ...w

g
N (1)

S
pj
i = w

pj
1 , w

pj
2 , ...w

pj
M (2)

where Sg
i is calculated from all the statements made

by political actor i, Spj
i is calculated from content
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Figure 2: The proposed framework architecture. a) Pre-training. Structural and behavioral information is injected
into the parameters of PLMs through the pre-training tasks. b) Fine-tuning. The same pre-trained model parameters
are used to initialize models for different downstream tasks. Different modules are activated according to the
downstream task type.

related to policy area j, and we reserve top N and
M indicators with highest TFIDF value, where N
and M are pre-defined hyper-parameters.

In subsequent pre-training and downstream
tasks, we use general sequences as input when the
goal is to profile the characters broadly, e.g., es-
timating ideology. And we input both sequences
and average the representation when specific atti-
tudes are required in tasks, as shown in Figure 2.
Note that even if the issue-related content can not
be retrieved, we can use the general sequence as a
substitute, to ensure input compatibility.

2.2 Multidimensional Pre-training for
Political Actor Modeling

To inject general knowledge of the political land-
scape into the mapping from statements to repre-
sentation, we construct self-supervised tasks based
on structural and behavioral information.

2.2.1 Structure-aware Contrastive Learning
(SCL)

In terms of structural information, we mainly focus
on the relationship formed between political actors.
Previous studies have revealed that homophily ex-
ists in political communities, where people with
similar ideologies form a link with each other (Bar-
berá, 2015). We use two parts of links, namely
party affiliation and co-sponsorship in voting. We

treat party affiliation as a coarse relationship and co-
sponsorship as a fine relationship respectively. By
doing this, the model can further capture nuances
across parties as well as inside the same party.

Party Affiliation Link We compare statements
of legislators from different parties. We choose a
legislator as the anchor, and then take another leg-
islator with the same party affiliation as the positive
sample, while those from the opposite party are re-
garded as negative samples. By comparing general
statement sequences of legislators from different
parties, the model can learn the differences in the
languages of different ideologies.

Co-sponsorship Link In the legislative process,
a bill is initialized by a sponsor and several co-
sponsors. We assume that the more two legislators
collaborate, the more they are alike since they reach
agreements on many occasions (Yang et al., 2020;
Mou et al., 2021). Given an anchor legislator, other
legislators are divided into three categories based
on the number of times they co-sponsored with the
anchor legislator: G1 (the co-sponsorship times are
above the average); G2 (the co-sponsorship times
are below the average); G3 (they have never co-
sponsored). And we further sample positive and
negative samples with the rule of G1 < G2 < G3.

Based on the triplets constructed in the above

11998



two ways, the structure-aware contrastive objective
is formulated as follows:

LSCL =
∑

t∈TSCL

[∥∥∥t(a) − t(p)
∥∥∥
2
−

∥∥∥t(a) − t(n)
∥∥∥
2
+ δSCL

]
+

(3)

where TSCL is the set of legislator triplets, t(a),
t(p) and t(n) are actor representation encoded by
general sequences of anchor, positive and negative
sample in triplet t, δSCL is a hyperparameter and
[·]+ is max(·, 0).

Notably, this task endows the model to capture
general ideology of speakers from their languages.

2.2.2 Behavior-driven Contrastive Learning
(BCL)

When it comes to behavioral information, we pay
attention to the most common and important ac-
tions, i.e., voting. Specifically, we sample triplets
consisting of an anchor bill and a pair of legisla-
tors, where the positive legislator p votes yea on
the given bill and the negative one n votes nay.
Different from the ideology cleavages modeled in
Sec 2.2.1, the divergence of specific preferences
is supposed to be reflected in the languages here.
Thus, for each legislator, we extract statements
about the policy area of the anchor bill as the spe-
cific sequence, input with the general sequence, as
we mentioned in Sec 2.1. In this way, the behavior-
driven contrastive objective is as follows:

LBCL =
∑

t∈TBCL

[∥∥∥t(a) − t(p)
∥∥∥
2
−

∥∥∥t(a) − t(n)
∥∥∥
2
+ δBCL

]
+

(4)

where TBCL contains all vote triplets, and δBCL
is a hyperparameter. t(a) is the bill representation,
t(p) and t(n) are the average of representation of
the general sequence and the specific sequence, for
the positive and negative legislators respectively.

It’s noticeable that this pattern is not limited
to the roll-call vote scenarios, instead, it can be
applied to model the preferences towards any bills,
events, or targets with a text description.

3 Pre-training Process

3.1 Language Model Co-training

As mentioned in Sec 2.2.2, modeling political ac-
tors in political scenarios inevitably requires en-
coding textual information of the bills and issues
they interact with, e.g., Equation 4. Meanwhile,
it is important to understand their opinions in a

single discourse without context. Thus, we incor-
porate additional modules to model political texts.
Specifically, as shown in Figure 2, we have two
FFN layers in parallel in each transformer layer, to
handle text and actor sequences separately. Given
a sequence of input x = {x1, ..., xn}, the model
first performs multi-head self-attention and then the
corresponding module FNNk obtains the required
representation:

hk = FNNk ( Self-Attention ({x1, . . . , xn}))
(5)

where k ∈ {0, 1} indicates the modules of actor
and text respectively.

We adopt a masked language model objective to
pre-train the language model. As mentioned before,
political bias and framing effect are often reflected
in the selection and mention of specific entities,
subjective content, and emphasized frames. Thus,
we take a masking strategy that upsamples entity
tokens, sentiment words (Wilson et al., 2005) and
frame indicators (Roy and Goldwasser, 2020) to be
masked for the MLM objectives, with a 30% prob-
ability. More details can be found in Appendix B.

3.2 Overall Pre-training
Since the indicator sequence is not a normal sen-
tence, we don’t train the MLM task with contrastive
learning together. Instead, the pre-training process
is divided into two stages. In the first stage, we
adopt the MLM task on the original statement sen-
tences and activate text modules, to urge the model
to understand the political text. Then, based on
this checkpoint, we further conduct the multidi-
mensional pre-training for political actor modeling
by combining the objectives:

LCL = α ∗ LSCL + (1− α) ∗ LBCL (6)

where α is hyperparameters.

4 Experiment Setup

We fine-tune our model on different kinds of down-
stream tasks in quantitative political science. We
then compare it with prior general PLMs and polit-
ical domain-specific PLMs.

4.1 Pre-training Datasets
Compared to other political actors, congress legis-
lators are more typical and they generate massive
content every day. Thus, we start with legislators
to construct our pre-training datasets.
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(a) (b)
Figure 3: (a) The proportion of bills in different policy
areas; (b) The percentage of legislators whose related
tweets can be retrieved for each policy area;

4.1.1 Public Statements of Legislators
We obtained the Twitter accounts of members of
Congress from Mou et al.. On the basis of it, we
further crawl data of legislators elected after 2020
and tweets of all legislators up to April 2022. Over-
all, we get 887 legislators and delete the mean-
ingless tweets including self-promotion advertise-
ments, notifications, etc., using regular expressions.
Finally, the cleaned data contains 2,020,938 tweets,
covering discussions of events in various areas. We
keep 10K held-out tweets as the validation set.

4.1.2 Legislative Context
We collect the party affiliation, sponsorship lists of
bills, bills, and corresponding voting records from
VoteView2 and the website of U.S. Congress3. Each
bill belongs to a specific policy area and has textual
information of title and description. We get bills
of 112th and 113th for pre-training and reserve
those of 114th and 115th for the formulation of
downstream tasks. In the pre-training stage, 1,045
bills and 375,440 voting records are involved.

To correlate legislators’ votes to their statements
in the related policy area, we filtered each legisla-
tor’s tweets in each policy area by the handcrafted
information retriever mentioned in Sec 2.1. We
finally acquire 1,142,587 tweets, and the details
can be found in Appendix A.2. The distribution
of the policy agenda of bills and the percentage of
legislators whose related tweets can be retrieved in
each policy area are shown in Figure 3a and Fig-
ure 3b. Over 90% of legislators can be retrieved
with relevant statements in most policy areas.

4.2 Implementation Details
UPPAM is produced via continued pre-training on
RoBERTa-base model (Liu et al., 2019b), where
we add parallel FFN modules in each transformer
layer with the same initialization as the original one.
In the first stage, the model is trained on tweets, to
minimize the MLM loss with AdamW (Loshchilov

2https://voteview.com/
3https://www.congress.gov/

and Hutter, 2018) optimizer. In the second stage,
the model is further trained on indicator sequences
and bill texts, to minimize the LCL . We evaluate
the model every 200 training steps on the validation
set and keep the best checkpoint. The pre-training
procedure takes around 96 hours on 4 Tesla V100-
SXM2 GPUs. More details and hyperparameters
can be found in Appendix B.

4.3 Downstream Tasks and Datasets
We evaluate the models on three types of tasks,
namely actor profiling, behavior prediction and lan-
guage analysis. Notably, datasets include not only
congress legislators but also other political actors
such as journalists, news media, and even anony-
mous users, to validate the model’s generalization
capability.

4.3.1 Actor Profiling
This type of task can be formulated as a user-level
classification task, where we aggregate multiple
statements to predict the speaker’s attribute.

Ideology Detection is the main task to profile
actors broadly, aiming to predict political leaning.
Models are evaluated on the following datasets.

• CongS (Gentzkow et al., 2018) collects
speeches from US congressional records.

• celeb (Wojcieszak et al., 2022) contains
tweets of celebrities (journalists, politicians
and media). We convert the ideology scores
into labels according to the signs.

• Reddit (Kitchener et al., 2022) collects com-
ments of common users in non-political sub-
reddits, and labels the users with ideology in
the economic dimension.

• PEM (Xiao et al., 2022) collects tweets of leg-
islators, news outlets and cabinet of President
Obama and President Trump.

• TIMME (Xiao et al., 2020) includes Twitter
accounts with location information and self-
identified political-polarity labels. These ac-
counts are not run by politicians.

4.3.2 Behavior Prediction
This type of task can be regarded as a relation pre-
diction task, where we predict a political actor’s
attitude or action towards a given target with a piece
of text description.

Vote Prediction tasks aim to predict votes of
legislators towards bills with stances of yea or nay.
We follow two configurations in (Mou et al., 2021).
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Method
ID VP GP SD FD

CongS celeb Reddit PEM TIMME VoteIn VoteOut NRA LCV poldeb election SEval twitter gvfc immi

BERT 81.19 69.72 62.86 87.52 84.92 84.95 83.54 49.14 65.99 61.14 72.49 65.93 49.93 76.98 62.96
RoBERTa 85.74 70.54 65.75 86.36 84.83 87.35 84.61 50.18 67.29 64.34 76.76 69.57 52.37 81.03 65.04
SSciBERT 82.77 70.78 61.33 81.78 83.73 85.99 84.01 49.66 64.03 59.65 69.40 64.28 50.49 76.16 61.83
POLITICS 84.73 70.67 68.22 90.51 84.92 86.88 84.58 48.57 66.68 63.74 73.98 71.06 50.89 78.23 62.60
PoliBERTweet 80.68 70.24 61.69 82.36 85.61 87.32 84.77 48.43 65.67 62.42 80.12 70.07 52.43 76.15 61.80

UPPAM 86.82 71.97 64.31 92.09 85.87 90.30 86.07 51.54 69.17 65.24 76.43 71.94 53.99 80.93 67.59

Table 1: Macro F1 scores on different evaluation tasks (average of 3 runs, more details can be found in Appendix C.3).
ID, VP, GP, SD, and FD are short for Ideology Detection, Vote Prediction, Grade Prediction, Stance Detection, and
Frame Detection, respectively.

• VoteIn refers to the in-session setup, where
we randomly split the bills in the same
congress session, i.e., the 114th session.

• VoteOut refers to the more challenging out-
of-session setup, where we use data in the
114th session for training and validation while
testing on the 115th session.

Grade Prediction tasks are designed as classifi-
cation tasks for ratings in a certain issue, given a
politician’s statements and background description
of the given issue. We include datasets as follows:

• NRA Grades (Pujari and Goldwasser, 2021)
provides politicians’ grades {A, B, C, D
& F} assigned by National Rifle Associa-
tion and their statements on guns, as well
as background information of guns from
ontheissues.org.

• LCV Grades (Pujari and Goldwasser, 2021)
is similar to NRA Grades, but it’s about the
scores in the environment area.

4.3.3 Language Analysis
In addition to the overall characterization of po-
litical actors, we also test models’ ability to un-
derstand individual discourses. We apply stance
detection and frame detection as downstream tasks,
which can be formulated as sentence-level classifi-
cation tasks.

Stance detection tasks aim to predict one’s
stance towards a given target. The tasks take a
3-way label (favor, against, and neutral) or binary
label (favor, against). We test on these datasets.

• poldeb (Somasundaran and Wiebe, 2010) pro-
vides opinion–target pairs from several debat-
ing platforms covering different domains.

• election (Kawintiranon and Singh, 2021)
contains tweets related to the 2020 US pres-
idential election, expressing stances towards
President Trump and Biden.

• SEval (Mohammad et al., 2016) is a shared
task to detect stances in public tweets.

Frame detection tasks aim to detect which frame
dimensions are employed in a piece of text. It’s
a multi-label classification task with a pre-defined
label set. We test on these datasets.

• twitter (Johnson et al., 2017) annotates
tweets of politicians with 17 general frames.

• gvfc (Liu et al., 2019a) collects news head-
lines about gun violence, and annotates them
with 9 issue-specific frame dimensions.

• immi (Mendelsohn et al., 2021) collects
immigration-related tweets posted by the pub-
lic, annotated with 14 general frames.

5 Experiment Results

5.1 Main Results

The compared general PLMs include BERT (De-
vlin et al., 2019) and RoBERTa (Liu et al.,
2019b). We also compare our model with avail-
able PLMs for social science texts-SsciBERT (Shen
et al., 2022), and for the political domain: POLI-
TICS (Liu et al., 2022) and PoliBERTweet (Kaw-
intiranon and Singh, 2022). We fine-tune all the
PLMs in the same settings, and we select the best
fine-tuned model on validation sets using macro F1.
The implementation details and hyperparameters
can be found in Appendix C.2. Table 1 presents
macro F1 scores on the downstream tasks.

Actor Profiling Our model shows superior per-
formance on various political actor modeling tasks.
Results of ideology detection tasks indicate that our
model can not only characterize the ideology of leg-
islators but is also good at modeling other roles like
journalists in the celeb dataset and cabinet in the
PEM dataset, demonstrating the transferability of
using languages to represent characters. The rea-
son for not performing best on the Reddit dataset

12001
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Figure 4: Average F1 on different tasks in the few-shot learning experiments. Note that for vote prediction tasks, we
use # of bills and corresponding voting records, instead of # of records.

Method ID VP GP SD FD

UPPAM 80.21 88.19 60.36 71.20 67.50

w/o SCL 78.73 87.46 60.17 68.84 65.92
w/o BCL 79.00 87.78 58.48 69.69 65.41
w/o text modules 79.01 86.95 62.05 69.38 62.93

Table 2: Results of ablation studies. Average F1 scores
of different tasks are reported.

may be the gap between the expression habits of
common users and that of politicians. Nevertheless,
we still outperform the majority of baselines.

Behavior Prediction All the models show ex-
cellent performance on vote prediction and grade
prediction tasks, using languages to represent polit-
ical actors. It indicates that it’s a feasible scheme
to infer political actors’ behaviors from their lan-
guages. Among all the PLMs, our model is the best.
We attribute the performance gain to our proposed
behavior-driven pre-training task.

Language Analysis Moreover, our model also
achieves competitive performance on tasks of an-
alyzing individual text including stance detection
and frame detection, indicating that the ability to
understand political languages is preserved while
the model is learning to profile actors, benefiting
from the co-training process in Sec 3.1.

5.2 Ablation Study
To explore the effects of different components, we
conduct ablation studies and results are reported in
Table 2. Removing SCL or BCL mainly hurts the
performance of actor profiling tasks. Removing the
text modules results in the most loss in language
analysis tasks, especially the frame detection task.
This demonstrates the necessity of separate mod-
ules to guarantee the ability to model political text.

5.3 Further Analysis
Few-shot Learning We fine-tune PLMs on dif-
ferent numbers of samples. Figure 4 shows UP-
PAM outperforms the baselines on nearly all the

Method VoteIn VoteOut

CNN+meta (Kornilova et al., 2018) 83.40 75.89
LSTM+GCN (Yang et al., 2020) 85.85 80.59
Vote (Mou et al., 2021) 88.36 82.32
Vote+MTL (Mou et al., 2021) 88.72 83.73

UPPAM 90.30 86.07

Table 3: Comparison with the previous state-of-art mod-
els on vote prediction task. The results are reported in
macro F1, on bills of the 114th and 115th congress.

tasks. Benefiting from the pre-training stages, our
model can better capture ideology and preference
differences, even when using only 16 samples.

Compare with Task-specific Models Taking the
vote prediction task as an example, we compare our
model with previous task-specific models, where
particular meta-data and structural information is
crafted for the task. Table 3 shows that UPPAM
achieves competitive results, indicating that we can
deduce political actors’ votes from languages. Ad-
ditionally, our method can be used to analyze non-
voting actors, relieving the cold-start problem.

Methods of Statements Aggregation We show
the impact of statements aggregation methods on
ideology detection in fine-tuning. We mainly com-
pare our method with concat (Table 4) and mean
pooling (Table 5). concat means to concatenate
each speaker’s political statements into a flat se-
quence and then encode it. mean pooling encodes
each sentence individually and uses the averaged
representation as the final representation. We fur-
ther discuss the impact of the number of aggregated
sentences in Appendix C.2.2. Results illustrate that
our model shows robustness in several settings and
our aggregator is more effective and efficient.

5.4 Visualization

General Ideology We perform Principle Compo-
nent Analysis (PCA) on political actor representa-
tion generated by our model for the CongS dataset.
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Method CongS celeb Reddit PEM TIMME

BERT 56.31 64.25 60.19 81.00 78.90
RoBERTa 58.99 66.65 64.04 77.73 77.83
SSciBERT 60.87 64.57 56.80 77.86 73.11
POLITICS 63.73 67.88 63.13 79.17 82.45
PoliBERTweet 54.48 59.54 61.37 63.35 83.46

UPPAM 66.89 70.59 61.90 82.92 84.97

Table 4: Macro F1 scores on ideology detection tasks
where statements are aggregated by concatenation in
fine-tuning.

Method CongS celeb Reddit PEM TIMME

BERT 80.91 68.27 62.74 83.57 82.79
RoBERTa 86.49 70.78 63.39 85.85 84.84
SSciBERT 81.66 68.36 62.25 83.03 82.86
POLITICS 87.43 70.89 61.38 86.41 84.92
PoliBERTweet 78.88 67.98 63.11 85.84 86.31

UPPAM 84.71 71.12 63.91 86.98 87.07

Table 5: Macro F1 scores (average of 3 runs) on ide-
ology detection tasks where 32 statements are mean
pooled in fine-tuning.

As shown in Figure 5a, our method can well sepa-
rate politicians of different ideologies.

Individual Specific Preferences We also visu-
alize specific representation in different policy ar-
eas for individuals. Figure 5b shows the repre-
sentation in several highly-discussed policy areas,
learned by different models from the tweets of Rep.
Rooney. We can observe that Rep. Rooney be-
haves conservatively in immigration, but expresses
left-wing views on environment (Pujari and Gold-
wasser, 2021). While most of our baselines fail to
capture this nuance, UPPAM can well compare the
relative polarity in each area.

6 Related Work

Political Actor Modeling focuses on modeling
attributes and behaviors of political actors, with spe-
cial attention to estimating the ideology. Because
of the publicity and typicality, politicians like legis-
lators have been the research subject for most work.
The most widely used approach to estimate the ide-
ology of legislators is ideal point model (Clinton
et al., 2004) that represents legislators and bills as
points in a one-dimension latent space from the roll-
call data. After that, researchers further incorpo-
rate texts of bills (Gerrish and Blei, 2011; Gu et al.,
2014) to enhance the model, solving the problem of
prediction on new bills. Some embedding methods
are also proposed to promote learning of legisla-
tors (Kraft et al., 2016; Kornilova et al., 2018).

(a) (b)
Figure 5: (a) PCA visualization of general represen-
tation of politicians in the CongS dataset; (b) Specific
representation of Rep. Rooney in policy areas.

More recently, external information including co-
sponsorship (Yang et al., 2020), donors (Davoodi
et al., 2020), relevant stakeholders (Davoodi et al.,
2022) and expert knowledge (Feng et al., 2021,
2022) is used to better learn legislator represen-
tation. They follow a mixed structure of textual
encoder and graph encoder, to explicitly combine
textual and structural information. Despite out-
standing performance on target tasks, these meth-
ods are limited to certain settings or data, behaving
inefficient in dynamic political scenarios. Thus
they are hard to be transferred to all actors. By con-
trast, methods relying on texts (Vafa et al., 2020)
provide more possibility for generalization.

Domain-specific Pre-training Based on contin-
ued pre-training on domain-specific data, domain-
specific Pre-trained Language Models have shown
superiority on many NLP tasks. Domain-specific
PLMs have been investigated in many areas in-
cluding medical (Zhang et al., 2021) and finan-
cial (Araci, 2019) domains. However, little work
has explored PLMs in the political domain. Li
and Goldwasser pre-trained a hierarchical LSTM
for political perspective identification. Kawintira-
non and Singh followed BERTweet (Nguyen et al.,
2020) to train a PoliBERTweet for stance detection
in elections. Liu et al. recently proposed story-
level contrastive learning for ideology understand-
ing. These researches pave the way for pre-training
in the political domain, but they currently only con-
sider training objectives at the text level and are
not yet able to deal with more complex problems
in this domain. Thus, our work is novel in dealing
with multiple levels of practical problems.

7 Conclusion

In this paper, we propose to learn political actors
from languages and inject multidimensional do-
main knowledge into the PLMs through structure-
aware contrastive learning and behavior-driven con-
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trastive learning. Experimental results validate the
effectiveness and generalization capability of our
approach.

Limitations

Our work is the first step towards unified pre-
training for political actor modeling and it is limited
in two aspects. In terms of data, we focus on the
typical political actors, i.e., the congress legislators,
and their statements, without using a larger corpus
like political news. But our method can be easily
scaled to a larger corpus, where we can aggregate
articles of different media and consider their struc-
ture information like page links for pre-training. In
terms of method, in order to improve the retrieval
efficiency in both pre-training and fine-tuning, we
use simple methods rather than dynamic selection
methods based on embeddings to query and ag-
gregate statements, leaving much room for future
exploration.

Ethics Statement

Data Collection and Privacy Our data collection
is in compliance with Twitter’s terms of service and
matches previous publications. Although tweets
are public, when releasing data, we will share user
id or tweet id rather than raw data, to minimize the
privacy risk.

Political Leaning Since political identity is be-
coming increasingly important in American society,
the models could come up with some risks if a user
is mislabeled with an error affiliation, e.g., a user
may be socially ostracized for their supposed po-
litical beliefs (Alkiek et al., 2022). However, the
research subject in this paper is public political
actors, which have been studied in political sci-
ence for decades, rather than the common public.
Instead, understanding the bias and behaviors of
these characters can help our public avoid being
polarized by their certain strategies, mitigating the
potential risk.
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A Data Cleaning and Retrieval

In this section, we provide the details of data clean-
ing and how we implement a query mechanism to
obtain relevant statements from the corpus.

A.1 Data Cleaning Steps

Remove Meaningless Tweets We have observed
that some tweets of the legislators do not express
opinions and are unrelated to this research, such
as the self-promotion advertisements, and notifica-
tions. Thus, we delete these tweets using regular
expressions. Some examples of filter patterns are
shown in Table 6.

Type Filter Patterns

self-promotion
video release, don’t miss, watch live,
watch here, I’ll be on live

notifications deadline for,breaking:

personal life
my family, my daughter, my son,
my husband, my wife

Table 6: Examples of patterns used to filter out mean-
ingless tweets.

Clean Tweets We replace urls and user mentions
with symbols [URL] and [MENTION].

A.2 Information Retriever

In order to improve the efficiency of the retrieval,
we do not use dynamic methods such as sen-
tence embedding similarity but based on previous
work (Barberá et al., 2019; Pujari and Goldwasser,
2021) to implement manual rules for querying.

Firstly, we get all policy areas of US pol-
itics and their description and codebook from
https://www.congress.gov/ and https://www.
comparativeagendas.net/. We then extract
nouns and adjectives and delete stopwords from
the description of each policy area, to form the key-
words for each policy area. Since the words used in
the definition can be abstract such as economy, we
further summarize hashtags for specific issues fol-
lowing (Pujari and Goldwasser, 2021). The process
is divided into 3 steps. (1) We counted hashtags in
the corpus and retained hashtags that at least 100
members used. (2) Then, we merge hashtags for
the same event or issue based on co-occurrence.
(3) At last, we mapped events or issues to policy
areas through the wiki of events and the codebook
of policy areas to form a mapping from hashtags
to policy areas. Overall, we use the keywords and

Policy Area keywords hashtags

Civil Rights
discrimination, race, gender,
disability, equal, abortion,

#rosaparks, #reprorights,
#righttochoose, #hobbylobby, ...

Health
treatment, disease, health,
medicare, medicaid, drug

#lowerdrugcosts, #covid19,
#aca, #trumpcare ...

Immigration
immigration, refugee,
immigrant, smuggling,

#daca, #dreamact,
#homeishere, #refugee
...

Table 7: Examples of keywords and hashtags used to
retrieve tweets related to given policy areas.

hashtags to retrieve tweets of each member. Table 7
shows some examples.

B Pre-training Details

This section illustrates some details in the contin-
ued pre-training part.

Training Details. UPPAM is produced via con-
tinued pre-training on RoBERTa-base model (Liu
et al., 2019b), where we add parallel FFN modules
in each transformer layer with the same initializa-
tion as the original one. In this way, our model
contains about 153M parameters. Our implemen-
tation is based on the HuggingFace Transformers
library4. The hyperparameters are listed in Table 8.

MLM Strategy We link entities using DBPedia
spotlight5 with types of person, organization and
event. We identify sentiment words and frame in-
dicators using lexicons by (Wilson et al., 2005)
and (Roy and Goldwasser, 2020). We mask these
tokens with a 30% probability, and randomly mask
the remaining tokens with a 15% probability. As
done in (Devlin et al., 2019), the masked tokens
are replaced with [MASK], random tokens and the
original tokens with a ratio of 8:1:1.

Construction of Triplets When generating
triplets using the co-sponsorship information, we
may get member triplets with a pattern of "<D,
R, D>" or "<R, D, R>", where D and R represent
Democrat and Republican. These samples can con-
tradict some samples generated according to party
affiliation. Thus, we deleted samples in these for-
mats.

C Fine-tuning Details

C.1 Fine-tuning Datasets

This section lists more details of the datasets used
in our downstream evaluation. Statistics are listed
in Table 9.

4https://github.com/huggingface/transformers
5https://www.dbpedia-spotlight.org/
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Hyperparameter Value

number of steps 9,600 for stage1; 2,890 for stage 2
batch size 2048
maximum learning rate 2e-5
learning rate scheduler linear decay with warmup
warmup percentage 10%
optimizer AdamW
δSCL 1
δBCL 1
α 0.5
N 256
M 256

Table 8: Hyperparameters used in continued pre-
training.

Data # Train actors # Train records

CongS (Gentzkow et al., 2018) 861 344,478
celeb (Wojcieszak et al., 2022) 1,690 715,643
Reddit (Kitchener et al., 2022) 1,865 178,115
PEM (Xiao et al., 2022) 407 825,179
TIMME (Xiao et al., 2020) 1,808 974,732
VoteIn (Mou et al., 2021) 506 129,869
VoteOut (Mou et al., 2021) 506 149,122
NRA (Pujari and Goldwasser, 2021) 206 4,377
LCV (Pujari and Goldwasser, 2021) 219 5,725
poldeb (Somasundaran and Wiebe, 2010) - 4,993
election (Kawintiranon and Singh, 2021) - 1,575
SEval (Mohammad et al., 2016) - 2,251
twitter (Johnson et al., 2017) - 1,420
gvfc (Liu et al., 2019a) - 910
immi (Mendelsohn et al., 2021) - 1,627

Table 9: Statistics of downstream datasets.

• CongS (Gentzkow et al., 2018): We use the
speaker’s party affiliation as the ideology la-
bel, following (Liu et al., 2022).

• celeb (Wojcieszak et al., 2022): We convert
the ideology scores into ideology labels where
those negative are converted to left-leaning la-
bels while those positive are converted into
right-leaning labels. We crawl the tweets
posted after 01/01/2020 of these celebrities.
We assume their ideologies do not change dur-
ing the period.

• Reddit (Kitchener et al., 2022): The original
paper collected 91,000 reddit users. For the
time being, we have succeeded to crawl 3,918
users and their comments.

• PEM (Xiao et al., 2022) includes accounts of
legislators in the 115th and 116th congresses,
well-known news outlets, Obama, Trump and
their cabinet members. We include 582 ac-
counts they publicly provided.

• TIMME (Xiao et al., 2022) includes 2,584 Twit-
ter accounts with location information and

self-identified political-polarity labels (either
Democratic or Republican).

• VoteIn & VoteOut (Mou et al., 2021): For
the in-session setup, we randomly select 20%
bills for testing, 10% is for validation and
the rest for training. For the out-of-session
settings, we train and validate on bills of the
114th congress and test on that of the 115th
congress. For both settings, bills in the test
are unseen in training.

• NRA & LCV (Pujari and Goldwasser, 2021):
we use the formatted statements and tweets
provided by the paper to predict the NRA and
LCV rankings, which are originally National
Rifle Association (NRA) scores and League
of Conservation Voters (LCV) scores.

• poldeb (Somasundaran and Wiebe, 2010):
covers debates in domains of the existence of
god, healthcare, gun rights, gay rights, abor-
tion and creationism.

• election (Kawintiranon and Singh, 2021):
includes tweets expressing support or opposi-
tion towards Trump or Biden during the 2020
US election period.

• SEval (Mohammad et al., 2016): The dataset
contains stances towards six targets: Atheism,
Climate Change, Feminist, Hillary Clinton,
Abortion, and Donald Trump.

• twitter (Johnson et al., 2017): Tweets are
annotated with 17 frame dimensions, covering
6 issues, i.e., abortion, aca, guns, immigration,
isis and lgbt.

• gvfc (Liu et al., 2019a): 1,300 headlines of
news articles on gun violence, annotated with
9 issue-specific frames.

• immi (Mendelsohn et al., 2021): We use the
tweets which are annotated with 14 general
frames.

C.2 Fine-tuning Procedure

C.2.1 Fine-tuning in Main Experiments
Ideology Detection. We aggregate general state-
ments of the speakers using the method mentioned
in Sec 2.1. Then we encode the sequence and use
the representation of [CLS] token for classification.
We only activate actor modules during fine-tuning.
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Hyperparameter Value

# epochs 20
batch size 16
patience of early stopping 5
maximum learning rate 1e-5 or 2e-5
maximum sequence length 256
optimizer AdamW
weight decay 1e-4
# FFN layer 1
hidden layer dimension 768
dropout 0.5

Table 10: Hyperparameters used in fine-tuning. maxi-
mum sequence length is 128 for PoliBERTweet.

Vote Prediction & Grade Prediction. We encode
the bills or issues using text modules. And we ag-
gregate both general statements and specific state-
ments about the bill’s policy area or given issue to
represent legislators using the actor modules. Then
we calculate the dot product of the representation
and apply an FFN for classification.
Stance Detection. We formulate a simple input
by concatenating the target and the text and use
the [CLS] token for standard fine-tuning. We only
activate text modules during fine-tuning.
Frame Detection. We use the [CLS] token for stan-
dard fine-tuning of sequence classification (Devlin
et al., 2019). The threshold for multilabel classifi-
cation is set to 0.5 for all models. We only activate
text modules during fine-tuning.

Fine-tuning hyperparameters are listed in Ta-
ble 10.

C.2.2 Fine-tuning Experiments of Different
Aggregation Methods

Concatenation Limited by the length of the input
sequence of PLMs, we select political-related con-
tent using the method in Appendix A.2. And we
will truncate the concatenated sequence if it has
more than 512 tokens.
Mean Pooling Due to computational resource con-
straints, instead of encoding all statements of a per-
son, we randomly sample records of his political-
related statements as input. And the averaged sen-
tence embeddings are used as actor representation.
Impact of the Number of Aggregated State-
ments We further explore the impact of the number
of statements when using mean pooling to acquire
political actor representation in the fine-tuning pro-
cess. Figure 6 illustrates the average macro F1
of different models on ideology detection tasks.

Figure 6: Average macro F1 on ideology detection tasks
when aggregating different numbers of statements by
mean pooling. We didn’t include more sentences due to
the constraint of computation resources.

Method
ID

CongS celeb Reddit PEM TIMME

BERT 81.19±1.63 69.72±1.76 62.86±2.21 87.52±3.73 84.92±1.07

RoBERTa 85.74±0.97 70.54±1.94 65.75±1.90 86.36±3.00 84.83±0.43

SSciBERT 82.77±4.11 70.78±2.49 61.33±4.04 81.78±4.46 83.73±2.05

POLITICS 84.73±1.81 70.67±1.18 68.22±2.74 90.51±1.71 84.92±0.48

PoliBERTweet 80.68±5.14 70.24±4.63 61.69±4.44 82.36±2.00 85.61±2.38

UPPAM 86.82±0.80 71.97±1.79 64.31±1.90 92.09±0.97 85.87±1.44

Table 11: Average macro F1 and standard deviations on
ideology detection tasks.

Method
VP GP

VoteIn VoteOut NRA LCV

BERT 84.95±1.14 83.54±0.06 49.14±12.02 65.99±14.74

RoBERTa 87.35±0.06 84.61±0.42 50.18±12.62 67.29±18.56

SSciBERT 85.99±0.58 84.01±0.21 49.66±13.34 64.03±14.91

POLITICS 86.88±0.73 84.58±0.17 48.57±14.89 66.68±17.11

PoliBERTweet 87.32±0.74 84.77±0.32 48.43±14.14 65.67±16.13

UPPAM 90.30±0.22 86.07±0.18 51.54±12.65 69.17±14.08

Table 12: Average macro F1 and standard deviations on
vote prediction and grade prediction tasks. Large stand
deviation on GP tasks is the result of the change of test
set. Since the sizes of NRA and LCV datasets are quite
small, we change the test set for different runs, while
keeping the test set always the same for other tasks.

Method
SD

poldeb election SEval

BERT 61.14±1.21 72.49±1.94 65.93±0.84

RoBERTa 64.34±1.19 76.76±1.51 69.57±1.01

SSciBERT 59.65±1.17 69.40±0.57 64.28±1.77

POLITICS 63.74±0.84 73.98±1.31 71.06±0.91

PoliBERTweet 62.42±1.33 80.12±0.36 70.07±0.59

UPPAM 65.24±1.06 76.43±0.23 71.94±1.01

Table 13: Average macro F1 and standard deviations on
stance detection tasks.

We can observe that utilizing more sentences can
improve the performance, where aggregating 64
statements can achieve competitive results of our
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Method
FD

twitter gvfc immi

BERT 49.93±1.66 76.98±0.79 62.96±0.82

RoBERTa 52.37±3.13 81.03±2.68 65.04±2.36

SSciBERT 50.49±0.64 76.16±1.77 61.83±1.02

POLITICS 50.89±1.53 78.23±2.46 62.60±2.38

PoliBERTweet 52.43±6.15 76.15±4.32 61.80±1.20

UPPAM 53.99±0.89 80.93±1.33 67.59±0.93

Table 14: Average macro F1 and standard deviations on
frame detection tasks.

proposed indicator sequence method. However,
this method costs 64 times more training time than
our method.

C.3 Fine-tuning Results
Table 11, Table 12, Table 13 and Table 14 show
the standard error of our 3 runs of fine-tuning on
downstream tasks.
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