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Abstract

Image translation is a task that translates an
image containing text in the source language to
the target language. One major challenge with
image translation is the modality gap between
visual text inputs and textual inputs/outputs of
machine translation (MT). In this paper, we
propose PEIT, an end-to-end image transla-
tion framework that bridges the modality gap
with pre-trained models. It is composed of
four essential components: a visual encoder,
a shared encoder-decoder backbone network,
a vision-text representation aligner equipped
with the shared encoder and a cross-modal reg-
ularizer stacked over the shared decoder. Both
the aligner and regularizer aim at reducing the
modality gap. To train PEIT, we employ a two-
stage pre-training strategy with an auxiliary
MT task: (1) pre-training the MT model on
the MT training data to initialize the shared
encoder-decoder backbone network; and (2)
pre-training PEIT with the aligner and regu-
larizer on a synthesized dataset with rendered
images containing text from the MT training
data. In order to facilitate the evaluation of
PEIT and promote research on image trans-
lation, we create a large-scale image transla-
tion corpus ECOIT containing 480K image-
translation pairs via crowd-sourcing and man-
ual post-editing from real-world images in the
e-commerce domain. Experiments on the cu-
rated ECOIT benchmark dataset demonstrate
that PEIT substantially outperforms both cas-
caded image translation systems (OCR+MT)
and previous strong end-to-end image transla-
tion model, with fewer parameters and faster
decoding speed. Codes are available at https:
//github.com/lishangjie1/PEIT.

1 Introduction

Image translation (IT), transforming an image con-
taining text in the source language to an image

∗Equal contribution.
†Corresponding author.

containing the target translation of the text (Man-
simov et al., 2020; Jain et al., 2021), has recently
attracted interest (Calixto et al., 2017a; Song et al.,
2021). Traditional approaches to IT usually com-
bine optical character recognition (OCR) with ma-
chine translation (MT) in a cascaded manner, e.g.,
Google Translate’s Instant Camera1 and Google
Lens2. Such pipeline suffers from error propaga-
tion and high latency. To address this issue, end-
to-end (E2E) image translation, analogous to E2E
speech translation that directly translates speech in
one language into speech/text in another, has been
studied recently (Jain et al., 2021; Mansimov et al.,
2020).

As a cross-modal task, a major challenge of IT
is the representation discrepancy across the textual
and visual modality. The text contained in an image
is in its visual modality, unlike the text input for
text-only machine translation. Its meaning also cor-
relates with the visual context in the image. Such
visual modality and text-vision correlation make
it difficult for IT models to capture the meaning
of the text in the context of the image and hence
deteriorate translation quality.

Previous efforts to E2E IT, e.g., the method pre-
sented in (Jain et al., 2021), use ResNet as the
visual encoder to encode the latent semantic rep-
resentations of images, and a pre-trained text-only
decoder to generate target translations. Such frame-
work may not be able to sufficiently leverage cross-
modal knowledge as it only uses convolutional neu-
ral networks (CNN) to model both image and visual
text contained in the image and do not explicitly
deal with the modality gap issue.

To mitigate this problem, we propose PEIT that
bridges the modality gap with pre-trained models
for end-to-end IT. The PEIT is composed of four

1https://blog:google/products/translate/googletranslates-
instant-camera-translation-gets-upgrade/

2https://ai:googleblog:com/2019/09/giving-lens-new-
readingcapabilities-in:html
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essential components: a visual encoder, a shared
encoder-decoder backbone network, a vision-text
representation aligner and a cross-modal regular-
izer. We use a two-stage pre-training strategy to
pre-train PEIT. In the first pre-training stage, we
pre-train an NMT model on a huge amount of
MT training data, which is used to initialize the
shared encoder-decoder network, transfer knowl-
edge to E2E IT and unify cross-modal representa-
tions. Following previous E2E IT practice (Jain
et al., 2021; Mansimov et al., 2020), we also pre-
train the shared encoder-decoder backbone network
on a synthesized dataset with rendered images con-
taining sentences from the MT training data after
the network has been initialized by the pre-trained
MT model. During the second pre-training stage,
the aligner equipped with the shared encoder is
jointly trained to align vision-text input represen-
tations in the same semantic space via contrastive
learning. The regularizer stacked over the shared
decoder is also optimized to force the decoder to
generate the same translation for the same input in
different modalities.

To the best of our knowledge, there is no pub-
lic dataset available for IT task. We hence cu-
rate a large-scale image translation dataset in e-
commerce domain, ECOIT, containing product
images automatically crawled from a Chinese e-
commerce website3 paired with post-edited target
translations (480K sentences with 3.64M source
tokens). We fine-tune PEIT on the constructed
ECOIT to perform the IT task.

The main contributions of this work are summa-
rized as follows:

• We build the first large-scale benchmark
dataset ECOIT to facilitate the training and
evaluation of E2E image translation. The
dataset will be released soon.

• We propose PEIT that bridges the vision-text
modality gap and transfers knowledge from
the MT task to E2E IT as MT has a huge
amount of training data.

• To well align visual and textual representa-
tions in the unified semantic space so as to
bridge the modality gap, we propose a vision-
text representation aligner equipped with the
shared encoder and a cross-modal regularizer
stacked over the shared decoder.

3https://www.taobao.com/.

• Experiments on the ECOIT dataset show that
our model achieves the state-of-the-art results
compared to previous strong E2E IT mod-
els and cascaded IT systems and demonstrate
the robustness of the proposed model in real-
world image translation scenarios.

2 Related Work

Recent years have witnessed increasing attention
on multimodal machine translation (MMT) that
translates a source sentence into the target language
accompanied with an additional modality (Suluba-
cak et al., 2020). Given the additional modality and
its relation to the source sentence, MMT can be
roughly divided into image-guided translation (Cal-
ixto et al., 2017b; Song et al., 2021), video-guided
translation (Wang et al., 2019), speech translation
(Han et al., 2021; Fang et al., 2022), IT (Jain et al.,
2021). Image-guided MMT aims to leverage visual
context to aid textual machine translation (Yang
et al., 2020; Li et al., 2022a). The significant differ-
ence between image-guided translation and image
translation is that the latter embeds the source sen-
tence in its visual modality in the image while the
former has the image and the source sentence sep-
arated and the image is used to provide additional
information for translating the source sentence.

In contrast to image-guided translation, IT has
not yet been fully explored in the literature proba-
bly due the lack of publicly available datasets for
IT. Both Jain et al. (2021) and Mansimov et al.
(2020) propose end-to-end approaches to it. Jain
et al. (2021) uses a convolutional encoder to encode
the image and Transformer decoder to generate tar-
get translation. The end-to-end IT model is able
to locate characters in image, performs implicit
tokenization on the source text, and then extracts
latent semantic representations from them. This
model can extract the latent token representations
of image and text, and map into a shared space
to implement the E2E IT. While they provide an
initial definition of the IT task, they neither con-
sider the modality gap nor verify the effect of the
proposed models on real-world images.

For speech translation (ST), recent efforts have
shifted towards end-to-end speech-to-text transla-
tion that directly translates a speech in the source
language into a text in the target language (Babu
et al., 2022; Ao et al., 2022). This is because end-to-
end ST is of less error propagation and low latency
compared with traditional cascaded ST (Inaguma
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ECOIT #Sentences #Images #Source Tokens(characters) #Target Tokens
Training 477,490 477,490 3,626,371 2,338,888

Validation 2,000 2,000 12,875 8,316
Test 1,020 1,020 7,534 5,006

Table 1: Data statistics of ECOIT

et al., 2021; Fang et al., 2022). However, E2E ST
suffers from the high cost of speech-to-text parallel
data creation. Pre-training and multitask learning
strategies have been explored to mitigate this data
scarcity issue (Dong et al., 2021; Yang et al., 2022).
In addition, similar to E2E IT, E2E ST is also con-
fronted with the cross-modality issue, which can be
mitigated by sharing the same semantic space for
audio and text representations (Han et al., 2021).
Partially motivated by E2E ST, we propose an end-
to-end framework for IT from the perspectives of
pre-training with data of the MT task, sharing pa-
rameters across modalities, knowledge transfer via
multitask learning, attempting to address the data
scarcity and modality gap issues in IT.

3 Large-Scale Parallel Image Translation
Dataset: ECOIT

In order to facilitate the training and evaluation
of E2E IT and hence promote its research, we
build a large-scale E-COmmerce parallel IT dataset,
ECOIT, based on the Taobao4 e-commerce plat-
form. The reason for building the dataset in the
e-commerce domain is that product descriptions
and advertising slogans are often contained in the
images of products to attract shoppers and pro-
mote sales. In other words, e-commerce provides a
huge amount of images containing text from a wide
range of domains, which much fits into the moti-
vation of IT. To build this dataset, we first crawl
∼ 600,000 images that contain Chinese texts. We
then use an OCR detector5,with a high accuracy
of 90%, to automatically recognize the Chinese
texts in images. Recognized texts are manually
scrutinized: those with over 3 incorrectly recog-
nized Chinese characters are removed while those
with less than 3 wrong characters are manually
corrected. After this manual scrutinization, we
have 479,490 image-sentence pairs. We automat-
ically translate these Chinese texts into English
with Google translate API. To guarantee transla-
tion quality, we hire crowd-sourced workers who
are Chinese-English bilingual speakers to manually
post-edit English translations to ensure both flu-

4https://www.taobao.com/
5https://github.com/JaidedAI/EasyOCR

ency and adequacy. More than 80% of automatic
English translations have been post-edited. 2,000
image-translation pairs are selected as the valida-
tion set while 1,020 pairs are selected as the test set.
Table 1 displays the statistics of the dataset. The
entire dataset will be released soon.

4 Methodology

This section starts with the task formulation of IT,
followed by an overview of the model architecture
of PEIT and the two-stage pre-training strategy that
leverages MT knowledge from both the encoder
and decoder to reduce the modality gap.

4.1 Task Formulation

Similar to corpora for E2E ST, e.g., MUST-C (Cat-
toni et al., 2021), the created ECOIT is composed
of triplets, each of which consists of an image con-
taining text, the text extracted from the image, the
target translation of the text. The corpus can be
denoted as D = {(v,x,y)} where v denotes the
image, x = {x1, ..., xN} is the text contained in the
image, and y = {y1, ..., yM} is the translation in
the target language. N and M are the length of the
source and target text, respectively. The goal of
E2E IT is to find the best y given the input image:

LIT = −
M∑

t=1

log p(yt|y<t,v; θ) (1)

4.2 Model Architecture

The model architecture of PEIT is illustrated in Fig-
ure 1. It consists of four essential modules: a visual
encoder, a shared encoder-decoder backbone net-
work, a vision-text representation aligner via con-
trastive learning and a cross-modal regularizer. The
aligner is equipped with the shared encoder, which
attempts to unify the representations of the same in-
put with different modalities (vision vs. text) in the
same semantic space. The reguarizer is deployed
at the shared decoder, which forces the decoder
to yield the same translation for the same input in
different modalities. The visual encoder encodes
the input image v to its semantic representation V,
which is then fed into the shared encoder-decoder
backbone network (a standard Transformer) for
translation.

In order to obtain the semantic representation
of the text contained in an image, we adopt two
strong visual encoder architectures: ResNet (He
et al., 2016) and CRNN (Shi et al., 2017). In order
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Figure 1: The diagram of the proposed PEIT with the visual encoder, shared encoder-decoder backbone network,
vision-text representation aligner and cross-modal regularizer. The text-only MT model is pre-trained in the first
stage to initialize PEIT that is pre-trained in the second stage together with the aligner and regularizer.

to match the length of encoded image features with
that of the corresponding text, following (Ye et al.,
2021), we stack two additional layers of 2-stride
1-dimensional convolutional layers with the GELU
activation on the top of the visual encoder, which
reduces the time dimension by a factor of 4. Given
an input image v, we can get its feature vectors
V = {V1, ...,VK} by :

V = Eimg(v) ∈ RK×d (2)

where K denotes the number of embedded feature
vectors, and d is the dimension of feature vectors.
Eimg denotes the visual encoder. For an input text
sentence, we use an embedding layer to transform x
into vectors X = {X1, ...,XN} by X = Etxt(x) ∈
RN×d.

4.3 Two-Stage Pre-Training
Due to the lack of IT training data, we take a two-
stage pre-training strategy to transfer knowledge
from the auxiliary MT task to E2E IT with a huge
amount of MT training data and synthesized data
with rendered images. In pre-training stage 1, we
pre-train a vanilla Transformer MT model on a
large-scale textual parallel corpus. The pre-trained
MT model is used to initialize the shared encoder-
decoder backbone network and to train the aligner
and regularizer for modality unification. Let ht

enc
be the output of the pre-trained MT encoder and
ht

dec be the output of the MT decoder.

In pre-training stage 2, we pre-train the shared
encoder-decoder backbone network on the synthe-
sized data (see Section 5.1) created from the MT
training data with alternating visual and textual in-
puts (v and x) . For textual pre-training, the shared
encoder takes the representation X of x as input to
generate hs

enc(X). The shared decoder is optimized
to generate the corresponding translation y with the
maximum likelihood estimation as follows:

Lt = −
M∑

n=1

log p(yn|y<n, hs
enc(X)) (3)

where M is the length of y.
For visual pre-training, the shared encoder takes

the representation V of v as input to generate
hs

enc(V). The shared decoder is optimized to gener-
ate the corresponding translation y with the maxi-
mum likelihood estimation as follows:

Lv = −
M∑

n=1

log p(yn|y<n, hs
enc(V)) (4)

4.4 Vision-Text Representation Aligner
As shown by Eq. (3) and Eq. (4), the shared de-
coder is supposed to yield the same translation for
the same input in different modalities (i.e., v and x).
However, the actual results are not as expected (see
Section 5.4). The main reasons are that (1) The
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position embeddings of words in the textual input
is of great importance to translation (Vaswani et al.,
2017), while the representation of an image cannot
provide effective position information of words in
the text contained in the image; (2) There is no
effective mechanism to align the cross-modal rep-
resentations to capture the modality-invariant infor-
mation in the shared encoder. Due to the two issues,
it is difficult for the shared encoder-decoder back-
bone network to capture and convey the underlying
semantic information of the text contained in an
image into the target language by alternatively opti-
mizing Lv and Lt. Partially inspired by the applica-
tion of two pre-training configurations (Tang et al.,
2022) and contrastive learning (Li et al., 2022b) in
natural language processing, we propose the vision-
text representation aligner (see the red box in Fig-
ure 1) to unify visual and textual modality into the
shared semantic space of the encoder. In detail, we
use the MT encoder pre-trained in stage 1 to guide
the training of the shared encoder via contrastive
learning. We analyse the reason why using the pre-
trained MT encoderin Appendix 5.7. Specifically,
we simultaneously input image representations V
and word embeddings X into the shared encoder
and the pre-trained MT encoder, respectively. V
and X are from a mini-batch {vi, xi, yi}Nb

i=1 ∈ B,
where Nb is the size of the mini-batch B. After per-
forming average-pooling on the output hidden state
sequence of the shared encoder and pre-trained
MT encoder, we can obtain sentence-level repre-
sentations, {hs

enc(Vi), ht
enc(Xi)} of {vi, xi} from

the mini-batch, which forms a positive pair, while
other samples {hs

enc(Vi), ht
enc(Xj)}, i �= j from

the same mini-batch, are treated as negative pairs.
The contrastive loss is computed as follows:

Lv
enc = − log

exp(s(vi, xi)/τ)∑
xj∈B exp(s(vi, xj)/τ)

(5)

s(vi, xj) =
hs

enc(Vi)ht
enc(Xj)

�

‖hs
enc(Vi)‖2

∥∥ht
enc(Xj)

∥∥
2

(6)

s(.) is a similarity function, ‖.‖2 is the L2 regu-
larization as defined in (Li et al., 2022b), τ is a
temperature hyperparameter. Lv

enc is a InfoNCE
loss function, which only leverages text data to
model visual information.

To further align visual and textual representa-
tions in the shared encoder, we then simultaneously
input a text X into the pre-trained MT encoder and

the shared encoder. The pre-trained MT encoder
is used to guide the training of the shared encoder,
similarly via contrastive learning as follows:

Lt
enc = − log

exp(s(xi, xi)/τ)∑
xj∈B exp(s(xi, xj)/τ)

(7)

s(xi, xj) =
hs

enc(Xi)ht
enc(Xj)

�

‖hs
enc(Xi)‖2

∥∥ht
enc(Xj)

∥∥
2

(8)

Obviously, when Lt
enc and Lv

enc are trained si-
multaneously, the output ht

enc(X) of the pre-trained
MT encoder acts as a pivot that links hs

enc(X) and
hs

enc(V). Therefore, the visual ( hs
enc(V)) and tex-

tual (hs
enc(X)) representations can be aligned by

simultaneously optimizing Lt
enc and Lv

enc.

4.5 Cross-Modal Regularizer
In addition to the aligner equipped with the shared
encoder, we introduce the cross-modal regularizer
(see the blue box in Figure 1), to further trans-
fer knowledge from the auxiliary MT task to E2E
IT and to reduce the modality gap at the decoder
side. To transfer knowledge from the pre-trained
MT decoder to the shared decoder, we employ the
knowledge distillation (KD) method presented in
(Liu et al., 2019) and define the KD loss LKD as
follows:

LKD = −
M∑

n=1

|C|∑

k=1

log p(yn = k|y<n, hs
enc(V))×

p(yn = k|y<n, ht
enc(X))

(9)
|C| is the vocabulary size of the output target text.

As mentioned before, we alternatively feed vi-
sual inputs (V) and text inputs (X) into the shared
encoder-decoder backbone network. Since V and
X are actually the same text in different modalities,
they are supposed to be translated into the same
target translation. In order to achieve this goal, we
regularize the output predictions for the visual and
textual input by minimizing the Jensen-Shannon
Divergence (JSD) between the two output distribu-
tions as follows:

LJSD =

M∑

n=1

JSD{p(yn|y<n, hs
enc(V))||

p(yn|y<n, hs
enc(X))}

(10)
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Due to the lack of sufficient image translation
training data, we use a multi-stage training strategy
to transfer knowledge from other tasks (e.g., MT)
that have a large amount of training data. And also
due to the multimodality gap between vision and
text, we propose to use multiple losses to attempt
to reduce it. As the vision-text aligner and cross-
modal regularizer are jointly trained with the shared
encoder-decoder backbone network in pre-training
stage 2 on the synthesized data, the pre-training
loss in stage 2 can be formulated as follows:

L = Lt + Lv + Lv
enc + Lt

enc + LKD + LJSD (11)

4.6 Fine-Tuning
After the two-stage pre-training, we continue to
fine-tune our PEIT on the curated image translation
dataset ECOIT so as to endow PEIT with the ability
to translate real-world images containing text into
the target language. For fine-tuning and inference,
we only keep the visual encoder and the shared
encoder-decoder backbone network, removing the
pre-trained MT module together with the vision-
text aligner and cross-modal regularizer. The kept
components are fine-tuned with the cross-entropy
loss Lv on ECOIT.

5 Experiments

We conducted extensive experiments with a large
MT training corpus, a synthesized dataset with ren-
dered images based on the MT training corpus and
the curated image translation data to examine the
effectiveness of the proposed PEIT against previ-
ous end-to-end and cascaded baselines.

5.1 Dataset
For pre-training the MT task in stage 1, we ex-
tracted a subset from the United Nations Paral-
lel Corpus6 as our Chinese-English MT training
dataset, which contains 15M parallel sentences.
For pre-training PEIT components in stage 2, we
extracted sentences whose length is less than 20
words from the Chinese-English MT training data
used in stage 1, producing a Chinese-English cor-
pus C with 3M parallel sentences. We then syn-
thesized an image translation corpus that consists
10M pairs of rendered images (with different back-
grounds, font sizes, font styles, etc.) containing
sentences from C. To make synthesized images
lifelike, we used a set of backgrounds randomly ex-
tracted from the ECOIT dataset and the font sizes

6https://conferences.unite.un.org/UNCorpus/

are ranging from 30 pixels to 60 pixels. We fixed
the size of image at 64x600 resolution. In order to
synthesize images for pre-training, we randomly
extract a sentence from a text corpus and randomly
select the font style/font size/color for the sentence.
This allows us to know the region size (height and
width) required to put this sentence in the image.
We then randomly extract an image from ECOIT as
the background image and try to find a suitable im-
age sub-area for writing the sentence without over-
lapping the existing text (i.e., product descriptions)
in the image. After writing, we cut the writing area
as a synthesized image by matrix slicing. In doing
so, we have real-world background images, which
allows us to train a strong encoder to extract seman-
tic representations of texts embedded in real-world
backgrounds. For fine-tuning (see Section 4.6), we
used the curated ECOIT dataset. The development
and test sets of ECOIT were used to evaluate our
fine-tuned model and baselines.

5.2 Settings and Baselines
Model Configuration The shared encoder-decoder
backbone network contains 6 Transformer encoder
blocks and 6 Transformer decoder blocks, where
the model dimension is 256, and the number of
attention heads is 8. In the pre-training stages, we
used polynomial decay learning rate schedule with
a learning rate of 1e-4. We trained models with at
most 33K input tokens per batch for 100K steps.
During fine-tuning, the learning rate was set to
3e-5, and the maximum number of training step
was 30K. We early-stopped fine-tuning if the loss
on the dev set did not decrease for ten epochs. For
both pre-training and fine-tuning, we used an Adam
optimizer with β1 = 0.9, β2 = 0.98. The vaule of
temperature hyperparameter τ was set as 0.1. More
detailed experimental settings are in Appendix A.1
Baselines We compared our method against two
strong image translation systems:

• Cascaded System: This system first uses a
text detector to extract the text from an im-
age. The extracted text is then fed into the
pre-trained MT model to yield the target trans-
lation. We tried three different text recogni-
tion models (CRNN (VGG+BiLSTM) from
easyocr7; DenseNet (Huang et al., 2017) from
cnocr8; PP-OCR (Du et al., 2020)) in the cas-
caded system.

7https://github.com/JaidedAI/EasyOCR
8https://github.com/breezedeus/cnocr
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model #param speed (tokens/s)
Pre-training Fine-tuning

BLEU METEOR BLEU METEOR
text-only NMT 28.8M 3,580 20.3 43.5 50.3 71.9

Cascaded
Cascade (CRNN) - 936 16.6 38.6 41.9 64.6
Cascade (DenseNet) - 920 17.5 38.3 44.1 64.1
Cascade (PP-OCR) - 943 18.4 39.2 45.0 66.2

End-to-End
ItNet 60.6M 2,143 9.6 27.2 39.3 61.1
PEIT (ResNet) 71.6M 2,031 13.9 30.3 46.1 68.3
PEIT (CRNN) 33.2M 3,383 13.7 30.1 47.2 69.2

Table 2: Results of different image translation models on the ECOIT test set.

• ItNet (Jain et al., 2021): This is an end-to-end
image translation system. It first pre-trains a
standard Transformer on a text-only parallel
dataset. ResNet is used as the image encoder
to encode the latent semantic representations
of images. The combination of the pre-trained
decoder and image encoder is then fine-tuned
on a synthetic dataset. We reimplemented this
model and pre-trained & fine-tuned it on our
datasets.

5.3 Main Results

For evaluating translation performance, we used
two automatic evaluation metrics sacreBLEU9 and
METEOR10 (Denkowski and Lavie, 2014).

Comparison with End-to-End Baselines In or-
der to examine the effectiveness of our proposed
pre-training method, we evaluated both pre-trained
models (pre-trained on the MT/synthesized data)
and fine-tuned models (fine-tuned on the train-
ing data of ECOIT after being pre-trained) on the
ECOIT test set. As shown in Table 2, while our
reimplemented ItNet is a strong end-to-end image
translation baseline, our best model PEIT (CRNN)
achieves a substantial improvement of 7.9 BLEU
over it even though PEIT with CRNN has fewer
parameters than ItNet, demonstrating the effective-
ness of the proposed method, especially the aligner
and regularizer that are absent in ItNet. In order
to fairly compare with ItNet, we also used ResNet
as the visual encoder. We observe that our model
based on ResNet still significantly outperforms It-
Net. Although CRNN (VGG+BiLSTM) has fewer
parameters than ResNet, our experiments show that

9BLEU+case.mixed+numrefs.1+smooth.none+tok.13a
+version.2.2.1

10http://www.cs.cmu.edu/ alavie/METEOR/

Model BLEU METEOR
PEIT 45.9 67.5

Aligner
w/o Lv

enc 43.9 65.2
w/o Lt

enc 45.7 67.2
w/o Lv

enc + Lt
enc 43.7 65.0

Regularizer
w/o LKD 44.1 66.0
w/o LJSD 44.8 66.7

w/o LKD + LJSD 43.5 65.2
w/o all 43.0 64.5

Table 3: Ablation study results of PEIT which is pre-
trained with 3M image-translation pairs during the pre-
training stage 2.

it is more effective than ResNet in IT task. The rea-
son for this may be that CRNN is more specialized
in OCR than ResNet.

Comparison with Cascaded Baselines We also
implemented three strong cascaded systems with
different OCR components. As shown in Table 2,
although PEIT is worse than cascaded systems in
the case of pre-training, it significantly outperforms
all three cascaded systems after being fine-tuned.
It is better than the best cascaded system by 2.2+
BLEU and 3.0+ METEOR. The reason for worse
performance in the pre-training stage is that we
used the United Nations Parallel Corpus to pre-train
PEIT in pre-training stage, the domain of which
is far different from the e-commerce domain of
ECOIT. Additionally, our end-to-end PEIT benefits
from low latency, translating images containing text
over three times faster than the cascaded systems.

5.4 Ablation Study

To investigate the effect of the proposed vision-text
representation aligner and the cross-modal regular-
izer, both of which aim at bridging the modality
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(a) (b) 

Figure 2: The bivariate density estimation visualization
of the averaged representations of images and corre-
sponding texts input to the shared encoder (a) and out-
put from the shared encoder (b).

gap for image translation, we conducted ablation
study by removing the losses associated with the
two components. Results are reported in Table 3,
from which we observe that:

• Both the aligner and regularizer are bene-
ficial to PEIT as removing either of them
completely or partially results in performance
degradation.

• The vision-text representation aligner
equipped with the shared encoder is as
effective as the cross-modal regulazrizer
as removing the former leads to a similar
performance drop as removing the latter in
terms of both BLEU and METEOR.

• Simultaneously removing both leads to the
largest performance drop compared with dis-
carding either of them.

5.5 Analysis on the Effect of the Vision-Text
Representation Aligner

To examine whether the aligner is able to allevi-
ate the modality gap in learned representations,
we investigated the learned representations of im-
ages containing text and those of the corresponding
texts input to the shared encoder and output from
the shared encoder. We visualize the averaged rep-
resentations of images and texts in Figure 2. In
Figure 2, we average the sequential representations
of the image and text sequences over the sequence
dimension, and apply the T-SNE dimensionality
reduction algorithm to reduce the 256 dimensions
to two dimensions. We then plot the bivariate ker-
nel density estimation based on the reduced 2-dim
representations. Clearly, we observe that the shared
encoder equipped with the vision-text representa-
tion aligner significantly improves the modality
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Figure 3: BLEU score curves on the ECOIT test set
against the size of synthesized image-translation data
used during the pre-training stage 2.

Model BLEU METEOR
SC 45.3 67.0
CC 45.9 67.5

Table 4: The BLEU and METEOR scores on Chinese-
English in-image translation task. “SC" is self-
contrastive learning. “CC" is cross-contrastive learning.

alignment between visual and textual representa-
tions in the semantic space.

5.6 Analysis on the Effect of the Size of the
Synthesized Data in the Pre-training Stage
2

The two pre-training stages contribute a lot to PEIT
(e.g., transferring knowledge from MT to image
translation, aligning the vision and text modality
in the shared semantic space), especially the pre-
training stage 2. We hence want to investigate
the impact of the amount of training data used in
pre-training stage 2 on PEIT. For this, we varied
the amount of synthesized image-translation data
from 1M to 10M pairs. The results are illustrated
in Figure 3, which suggests that PEIT is steadily
superior to ItNet.

5.7 Self-Contrastive or Cross-Contrastive
Learning

Apart from Speech translation (Ao et al., 2022;
Fang et al., 2022), which use a shared encoder to
leverage larges-cale unlabeled text data, our model
use a external encoder rather than a shared en-
coder to get the fine-grained cross-modal repre-
sentations. Since PEIT is a multimodal translation
model that can accept image or text input, a nat-
ural choice is to use the output representations of
PEIT for contrastive learning between image and
text, rather than using an additional pre-trained
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Model En-Fr En-Ru
text-only NMT 31.4 21.7
ItNet 19.7 12.6
PEIT 24.8 16.8

Table 5: The BLEU scores on English-French (En-Fr)
and English-Russian (En-Ru) image translation.

textual encoder for text representation extraction.
We refer to the former as self-contrastive learning,
and the latter as cross-contrastive learning. We
conduct Chinese-English translation experiment to
examine the effect of self-contrastive and cross-
contrastive learning, the results are shown in Ta-
ble 4. The cross-contrastive learning is slightly
better than self-contrastive learning, We infer that
the poor quality of image representation at the be-
ginning of self-contrastive training degrades the
performance of text representation and eventually
stabilizes at a relatively poor level. As the text
representations in cross-contrastive training come
from an external pre-trained text translation model
whose representations are constant, therefore we
adopt cross-contrastive learning in PEIT.

5.8 Evaluation on Other Languages

We further evaluated our PEIT on English-French
and English-Russian image translation. Following
ItNet, the visual encoder of PEIT is ResNet with
Xavier initialization. We applied a reshape oper-
ation to each 2D feature map from the output of
the visual encoder, converting them to a 1D vec-
tor sequence. We used a parallel MT corpus from
UNv1.0-6way11 and constructed a synthetic corpus
with 23M rendered images containing texts from
the MT corpus via the same method as described
in Section 5.1, except that we ranged the font size
from 20 pixels to 30 pixels, and fixed the size of im-
ages at 320x480 resolution. We limited the number
of lines of text in each rendered image to less than
10 lines as there are no images with > 7 text lines
in the test set. We used WMT newstest2013 En-
Fr and newstest2016 En-Ru as the validation sets,
newstest2014 En-Fr and newstest2017 En-Ru as
the test sets to construct the corresponding image
translation validation and test sets. Table 5 shows
the results of our proposed PEIT and ItNet on these
two language pairs. Again we observe that our
model substantially outperforms ItNet by 5.1 and

11https://conferences.unite.un.org/UNCorpus/Home/
DownloadOverview

4.2 BLEU on English-French and English-Russian
IT, respectively.

6 Conclusion

In this paper, we have presented PEIT, an end-to-
end image translation framework that attempts to
bridge the modality gap with pre-trained models, as
well as ECOIT, a large-scale high-quality Chinese-
English image translation benchmark dataset with
real-world e-commerce images containing text,
which facilitates future research on this emerging
direction. PEIT, containing the vision-text repre-
sentation aligner and cross-modal regularizer for
modality bridging, is pre-trained in two stages and
fine-tuned on the curated dataset. Experiments and
in-depth analyses demonstrate that PEIT is signifi-
cantly better than both cascaded image translation
systems and previous end-to-end image translation
models.

Limitations

Although PEIT is an end-to-end approach to im-
age translation, in the current form, it needs to be
pre-trained in two stages with MT and synthesized
data and fine-tuned on the curated image transla-
tion data. The training procedure is longer than
the standard MT task due to the lack of training
data and the cross-modality challenge. For the
created ECOIT dataset, we used online MT to au-
tomatically generate translations and then manu-
ally post-edited translations via crowd-sourcing.
This significantly reduces the cost of building a
large-scale image translation dataset from scratch
but may introduce translation noise and “machine
translationese” (Vanmassenhove et al., 2021) in
comparison to professional human translation.
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A Appendix

A.1 Setting Details
For Chinese-English, we segment Chinese data
using characters. We limit the maximum sen-
tence length to 20 tokens. For English-French and
English-Russian, we do not filter out the sentence
length. We apply byte pair encoding to segment
all sentences with merge operations of 32K. All
out-of-vocabulary words are mapped to a distinct
token <UNK>. We use the schedule strategy with
4,000 warmup steps. The training batch consist of
approximately 25,000 source tokens and 25,000
source and target tokens. Label smoothing of the
value of 0.1 is used for training. We trained our
models for 100k steps on 8 NVIDIA TITAN RTX
GPUs. For evaluation, we use beam search with
a width of 5. We do not apply checkpoint averag-
ing on the parameters for evaluation. We adopted
two strong visual encoder architecture, ResNet-101
and CRNN (VGG+BiLSTM). For ResNet-101, we
used Xavier initialization to initialize parameters.
For CRNN, we use a pre-trained text recognition
model from easyocr12 to initialize parameters.

A.2 Visualization
In Section 5.5, we demonstrate that the the pro-
posed PEIT could significantly improve the sim-
ilarity of word representations across modalities.
We also show the visualization of two examples
(a) and (b) in Figure 4. The visualization shows
the translations and the cross-attention assignment
probabilities for visual information of PEIT and
ItNet. It demonstrates the proposed PEIT can en-
hance shared fine-grained latent translation infor-
mation. We can observe that our method can gets
better translations than ItNet. It means that our
method makes target word translations get more
reasonable visual information compared to ItNet.

12https://github.com/JaidedAI/EasyOCR
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Infinity brightness color temperature sensing automatic adjustment 
PEIT ItNet 

(b)

Figure 4: Translation cases and Visualization. Colored words represent the cross-attention assignment probabilities
for visual information.
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