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Abstract

Asking and answering questions are insepara-
ble parts of human social life. The primary
purposes of asking questions are to gain knowl-
edge or request help which has been the subject
of question-answering studies. However, ques-
tions can also reflect negative intentions and
include implicit offenses, such as highlighting
one’s lack of knowledge or bolstering an al-
leged superior knowledge, which can lead to
conflict in conversations; yet has been scarcely
researched. This paper is the first study to in-
troduce a dataset (Question Intention Dataset)
that includes questions with positive/neutral
and negative intentions and the underlying in-
tention categories within each group. We fur-
ther conduct a meta-analysis to highlight tacit
and apparent intents. We also propose a classi-
fication method using Transformers augmented
by TF-IDF-based features and report the re-
sults of several models for classifying the main
intention categories. We aim to highlight the
importance of taking intentions into account,
especially implicit and negative ones, to gain
insight into conflict-evoking questions and bet-
ter understand human-human communication
on the web for NLP applications.

1 Introduction

The essence of conversation is to communicate in-
tentions; however, the uptake of what has been
communicated entails more than merely decoding
the words in the message (Galinsky et al., 2005).
Many layers underlie a communicative message,
and as we interact, we try to decode the surface
meaning as well as the tacit aspects (Sperber and
Wilson, 2015). We further use established codes
to interpret the meanings. For instance, a question
is known to be a means of asking for information
or requesting help. However, as humans, we also
apply meta-knowledge to override the established
rules; thus, we may interpret a question as deceit-
ful, then consider it as a means to criticize. Our

Question Have you been invited to edit this article?

Positive/
neutral
intention

Clarification/Confirmation: Inquiry to
disambiguate whether an invitation was
involved.

Negative
intention

Putdown/Embarrass: An insulting re-
mark to inflict harm as no one has per-
mitted the person to conduct any edits.

Table 1: A question with multiple perceived intentions.

interpretation is a byproduct of multiple factors,
including utterance and context, as well as our be-
liefs, desire, presuppositions, mental states (Well-
man, 1992) and cultural background that leads to
several possible interpretations of a single message
(Creswell, 1996). In this view, Table 1 shows a
question with neutral or negative intentions when
different perspectives are taken into account.

Studies that focus on the intentions of questions
in conversations can be categorized as: those focus-
ing on question-answering (Soares and Parreiras,
2020), those related to search engines for accurate
information retrieval (Kwiatkowski et al., 2019),
and studies that analyze the linguistics aspect of
questions (Freed and Ehrlich, 2010). In these stud-
ies, questions are generally considered as having
the true intention of eliciting a response (Dimitrakis
et al., 2020). Yet, the research lacks analyses of
the questions’ communicative intentions and their
interpretations from various perspectives. This is
especially true for negative cases that require the
application of semantic/inferential knowledge to
grasp the underlying intentions. The presence of
such questions in conversation is indisputable, mak-
ing it crucial for systems to learn such knowledge.

In a related direction, studies aim to build sys-
tems able to detect attacks in conversations (Cole-
man et al., 2014), especially explicit attacks and
offensive language such as hate speech and po-
litical, racial, or religious hatred that manifest in
social media (Chetty and Alathur, 2018; Solovev
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and Pröllochs, 2022). However, not all instances
of insults are explicit (Jurgens et al., 2019; Poletto
et al., 2021) and occasionally, we require amplia-
tive reasoning to interpret the underlying intentions.
Whether the speaker has implicit deceitful inten-
tions or the listener ascribes negative intentions to
what the speaker says, it may raise a conflict in the
conversations, highlighting the importance of ana-
lyzing such instances. When questions are used to
attack a person, group, or someone’s work, the neg-
ative intentions are at times implicated rather than
explicitly expressed. As a result, seemingly harm-
less questions can contain concealed attacks or be
interpreted as having negative intentions, thereby
potentially causing conflicts. Getting to know inten-
tion categories helps to understand why a question
is negatively perceived. Additionally, it sheds light
on people’s perspectives and mental states as well
as their thresholds in perceiving the message.

In this context, our study aims to analyze the pos-
itive and negative perceived intentions behind ques-
tions from the reader’s perspective. We collected a
dataset of questions (Question Intention Dataset)
on Wikipedia discussion pages to investigate the
underlying intention categories. Discussions are
a form of communication through sharing or con-
trasting ideas leading to (dis)agreement. It provides
a rich resource of interactions with different intents
and goals (Jowett, 2015). On Wikipedia Talk pages,
for example, the general goal is to improve a Wiki
page, and there are many questions and answers
to fulfill this goal. However, it may, at times, be
influenced by a personal agenda, such as show-
ing off knowledge by asking questions. Wikipedia
discussions can serve as a sample of real-world
interaction and a plausible resource for our study.
Within the scope of this dataset, we probe the
following questions:

(RQ1) Can different intentions be pursued by
asking questions? (RQ2) What are the most used
intentions when questions have positive/neutral vs.
negative purposes? (RQ3) Can a question’s inten-
tion have different interpretations? (RQ4) Can we
classify the intention categories behind questions?

Our contributions include: (i) introducing nega-
tive and tacit intention categories for questions and
designing a rubric to annotate them (ii) gathering
perceived intentions from readers’ point-of-view,
(iii) conducting a meta-analysis, and (iv) building
TF-IDF-based dictionary on intentions and add it to
a transformer to benchmark intention classification.

Our dataset is available at https://github.com/
marymirzaei/Question-Intention-Dataset.

2 Background Research

Studies that focus on intentions can be divided
into those considering intentions from a linguistics
viewpoint and those that consider the psycholin-
guistic view. The former is in respect to language
itself, as in NLP studies on detecting intentions
in dialogue systems (Wen et al., 2017), analyz-
ing goals and purposes such as intent to purchase
something or to travel (Wang et al., 2015) and those
focusing on open-domain question answering (Ra-
jpurkar et al., 2016). The latter focuses on the
speaker’s meaning, belief, desire, and mental states,
hence involving a wider scope.

Intentions within NLP area: Research on in-
tention analysis mainly draws on NLP and deep
neural networks to detect the goal of the message
and fulfill a task such as realizing a smooth con-
versation in chatbots (Adamopoulou and Mous-
siades, 2020; Ouyang et al., 2022), retrieving in-
formation in search engines (Zhang et al., 2019),
detecting a user’s personal need or classifying feed-
back for marketing purposes and developing rec-
ommender systems (Hamroun and Gouider, 2020;
Wang et al., 2020; Hao et al., 2022). These stud-
ies mainly focus on affirmative or neutral inten-
tions with the aim of associating users’ intentions
with pre-defined categories. They handle emerg-
ing intents via knowledge transfer from existing
intents and group the utterances with similar in-
tents (topics) to find the best response or strategy
(Xia et al., 2018). Hence they rarely deal with
finding implicitly negative intentions, even though
it happens in real-world conversations. Research
is often concerned with explicit attacks and hate
speech, aiming to detect toxic behavior (Sharif
and Hoque, 2022), such as hatred toward religious
groups (Albadi et al., 2018), racism (Park and Fung,
2017), sexism (Waseem and Hovy, 2016), cyberbul-
lying (Rosa et al., 2019), abusive (Waseem et al.,
2017), and offensive language (Davidson et al.,
2017; Zampieri et al., 2019).

While explicit attacks have high priority (Gelber
and McNamara, 2016; Pérez-Escolar and Noguera-
Vivo, 2022), implicit instances of offensive lan-
guage use are also important since, in many
cases, offensive behavior is not explicitly demon-
strated (Poletto et al., 2021; Caselli et al., 2020).
Thus, more recently studies have explored the use
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of implicitly abusive language (Wiegand et al.,
2021a,b), latent and indirect hatred on social me-
dia (ElSherief et al., 2021), abusive remarks on
identity groups (Wiegand et al., 2022), stereotypes
(Schmeisser-Nieto et al., 2022), disguised and im-
plicit attacks (Mirzaei et al., 2022) and implicit
hate speech detection on machine-generated dataset
(Hartvigsen et al., 2022).

Interpretation and perceived meaning in
conversation: Intention and perceived meaning
have been investigated from different perspectives
(Haugh and Jaszczolt, 2012) including associating
intentions with the speaker meaning (Grice, 1989),
intention as the characteristics of the message (Hall
et al., 2001), or as perceived by the addressee.

Other studies consider the notion of perspective-
taking and intention perceived as a product of joint
communication between the speaker and listener
(Clark and Krych, 2004), the speech acts (Searle
et al., 1983), and cognitive processes involved in
interpreting the meaning and action (Bara, 2010).
Meaning is not always perceived by the listener as
intended by the speaker (Clark and Krych, 2004;
Rosa et al., 2019). Considering both speaker’s
and addressee’s perspectives is optimal for accu-
rate interpretation (Mirzaei et al., 2018), yet it is
not always feasible. Thus, studies collect anno-
tations from the readers but provide clear guide-
lines for higher annotation agreement (Poletto et al.,
2017), yet ascertain that a certain level of disagree-
ment should be allowed in annotation (Pavlick and
Kwiatkowski, 2019).

Intentions behind questions: Before answer-
ing a question, the meaning and intention of it need
to be decoded. This is a necessary step for many
NLP applications that deal with questions (Zhang
et al., 2019; Adiwardana et al., 2020; Soares and
Parreiras, 2020). Most research on detecting ques-
tion intention centers on finding the mapping be-
tween the user’s query and the knowledge base to
provide a user-satisfying response (Bhutani et al.,
2019). The candidate answer is selected based on
sentences ranked by the model score of its suitabil-
ity (Yang et al., 2015; Hao et al., 2022). Thus in
these studies, a question is considered a query, and
its intention is associated with the user’s purpose
within a specific or open domain (Lazaridou et al.,
2022). Other studies investigated the form and
function of questions (Freed, 1994; Koshik, 2003;
Tsui, 2013), inferring appropriate questions for a
given personal narrative such as advice-seeking

(Fu et al., 2019), and the questions’ semantic and
pragmatic properties, such as rhetorical questions
(Caponigro and Sprouse, 2007; Bhattasali et al.,
2015; Oraby et al., 2017; Kharaman et al., 2019).

In this research, we investigate the types of neg-
ative and implicit intentions behind questions that
can be used as a means of attacking another person,
as well as the positive/neutral questions that serve
the primary purpose of asking to receive an answer.

3 Dataset collection

Our dataset is built on the Conversation Gone Awry
dataset (Zhang et al., 2018), which encompasses
the conversations on Wikipedia Talk Pages (Chang
et al., 2020). A combination of machine learning
and crowdsourced filtering was used to gather these
conversations that begin with civil comments and
either remain civil or end with a personal attack
(4188 conversations, >30k comments).

Wikipedia’s talk page discussions are similar to
public forums where contributors convene to delib-
erate on issues related to editing a page, including
quality evaluation (Zhang et al., 2018). Wikipedia
comments are known to contain a small number of
antisocial behaviors– around one percent (Wulczyn
et al., 2017), but it includes many cases of negative
attitudes (Schluger et al., 2022), hence a good re-
source for our analysis. Such cases may interfere
with the original goal of improving articles and
are disruptive to those seeking to contribute to im-
proving the article in peace by collecting, sharing,
and disseminating knowledge. From this dataset,
we extracted 2,084 questions and annotated their
underlying intentions.

3.1 Crowd-sourced Annotation

We used Amazon Mechanical Turk (MTurk) to col-
lect our annotations. To find reliable annotators,
we adopted a hierarchical strategy: i) using worker
profiles, we limited our workers to those who com-
pleted over 700 tasks on MTruk with over 99% ac-
ceptance rate, ii) conducting pre-qualification test
and filtering those who earn low scores (<80), and
iii) pilot testing to check the quality of workers’ an-
notation. We also looked for instances of random
labeling by intentionally including marker ques-
tions (red herrings) and checked for serial selection
of the same options to exclude such annotators.
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Categories Definitions Examples
N

eu
tr

al
/P

os
iti

ve
Seek/share
information,
knowledge

general or specific inquiry,
attempt to obtain info or knowledge,
sharing info or news

How much does it cost?
What year did he publish?⋆

Did I tell you about my party next month?
Seek/offer
help, opinion,
solution,
invitation

intentions to seek help for problems,
offer help, solution (no bragging),
ask someone’s viewpoint on issues,
invite someone to do something

Could you help with this article?⋆

May I carry the box for you?
What do you think is best to do?⋆

Will you join us for meetings?
Clarification/
confirmation

find direction in what is confusing,
eliminate ambiguity in lack of info,
ask for more details, examples
clarify by info, summary

Is it ok to proceed with plan B?
What do you mean by external?⋆

Could you share more details?⋆

So far 1 page done, am I right?
True guidance/
create awareness

highlight problems to be addressed in a friendly
manner, encourage to find solutions, strive to im-
prove and guide without trace of ego

Do you think we can organize it in a table?
How about linking it to help the readers?⋆

Would it be a good idea to add examples?⋆

N
eg

at
iv

e

Judgemental/
over-critical

display an overly critical viewpoint,
unfair judge, blame, accuse,
unfair question of credibility, discriminate,
fault-finding harshly

Why can’t you come up with a simple solution for this?
Will your idea be useful at all?
Isn’t somebody else better at this?⋆

You made wrong edits, correct?⋆

Put Down/
embarrass

inflict pain, undermine,
diminish importance,
put somebody to shame, belittle,
make someone feel/look stupid

Is it so hard for you to understand?
Why do you think your opinion matters?⋆

Anything you can do right?
What skill you’ve except talking too much?⋆

Manipulate any instance of high-level manipulation or abuse
with disguised intention, play a trick
make somebody feel emotionally charged/guilty,
ask a question to show off/ one up

You do not have any friend, do you?⋆

You know how much you made him suffer?
It needs skills, you wanna rely on me again?⋆

Show hostility attack someone with profane words,
threaten/ dictatorship/ authoritarian

What are you? piece of sh**?⋆

Get lost, or you’ll regret, understood?⋆

Table 2: Defined categories for annotation of intentions. Examples with ⋆ are from (or paraphrased from) the dataset.

3.2 Annotation protocols
We laid out annotation guidelines, defined anno-
tation categories, and provided examples for each
category. We depicted some of our positive/neutral
intention categories based on studies of questions
(Freed, 1994; Freed and Ehrlich, 2010; Tsui, 2013).
We went through the process of selecting and re-
fining negative intention categories by analyzing
data, defining categories based on the discovered
patterns, followed by annotating questions (by two
researchers independently), discussions, revising
categories and guidelines, then pilot testing with
workers, updating and re-annotating. We did this
iterative cycle several times to select the final cate-
gories in Table 2 and used it as a guideline.

3.3 Annotation Procedure
We designed our annotation scheme and created
a friendly interface for the MTurk website. We
replaced URLs or personal information with a ref-
erence keyword and marked the target question in
red. One whole conversation was presented to the
annotators (to include the context) with one ques-
tion in red color at a time. We also included a
disclaimer for the offensive content. Our multiple-
step process involved the annotations of i) intention
polarity and ii) the intention category. First, we
collected the data on polarity (neutral/ positive vs.

negative) intentions. Each question was labeled by
7 annotators, after which the majority votes were
calculated in order to identify the low-agreement
cases (<5 out of 7) to be annotated by four more
annotators. In a few cases, low agreement persisted
even after re-annotation. We observed that insuffi-
cient background information on a particular topic,
the involvement of a third party in the conversation,
the need for clarifying the question in subsequent
comments, self-reflective inquiries (e.g., “Am I the
stupid one here?”), and the inherent challenge of
discerning positive versus negative intentions were
among the most frequent factors contributing to the
low agreement among annotators.

Once the intention polarity was decided, we ran
the second step of our annotation, i.e., choosing the
intention category of the questions. The annotators
(7 workers) could choose up to two categories of
intention per question, but they also had to specify
which one had the highest priority. Here, we only
focus on the category selected as a priority. The pay
rate was between 0.35$-0.45$ based on the length
of the conversation, adding polarity and intention
tasks together per question. Our most active anno-
tators were primarily native English speakers, with
two individuals who had English as their second
language. They came from diverse backgrounds,
including American, Italian, British, Brazilian, and
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Intention Polarity/ Categories
Positive/neutral intentions 24.96%
Seek/share (info, knowledge) 4.51%
Seek/offer (opinion, help) 13.73%
Clarification/ confirmation 4.61%
True guidance 2.11%
Negative intentions 75.04 %
Judgemental/ over-critical 40.83 %
Put Down/ embarrass 26.73%
Manipulate/ Abuse/ show off 5.13%
Show hostility/ dictatorship 2.35%
Uncertain/Low Agreements 17.35%

Table 3: Annotation statistics: intention polarity (posi-
tive/neutral vs. negative) divided into subcategories.

French, and held undergraduate or graduate de-
grees. Additionally, our annotators spanned a wide
age range, from 21 to 67 years old.

4 Meta-analysis of the data

Table 3 contains the statistics of our dataset. As
the data shows, a majority of our questions are
labeled as conveying a negative intention (∼75%),
leaving only one-third as having positive or neutral
purposes. This finding is important in showing how
frequently questions can be perceived negatively.
Data also suggests that questions are not always
used to gain information but can frequently pursue
different intentions (RQ1). The table shows that
the most used intention category among negative
questions is overcriticism (40.83%) while asking
for opinion (13.73%) is the most used category for
positive/neutral questions w.r.t our dataset (RQ2).

4.1 Questions with positive/neutral intentions

The primary drive behind positive/neutral questions
was to gain/offer insights and information or to
verify and confirm certain aspects.

Seek/share information, knowledge: The first
category regards seeking, providing information,
asking for news and inquiring about general/speci-
fic/personal information which is considered the
main reason for asking sincere questions. Ques-
tions in this group were usually addressed in gen-
eral rather than to specific editors, such as “There
are many different dates for this; does anyone know
the real ones?”. The small number of questions
in this class is explainable as discussions are held
among editors who are knowledgeable on the topic.

Seek/offer help, opinion, solution: Questions
intended to ask other’s opinions such as “What do
you think?” or those aiming to seek/offer help such
as in “Could you please vote in that talk page?”

shape the main category of positive intentions. Our
analysis corroborated other studies (Goody, 1980)
and intuitively revealed that in most cases, the ques-
tions requesting help/solutions are politely formu-
lated, as in: “Would it be possible to have the lyrics
on Wikisource and then link to them?”.

Clarification/Confirmation: These questions
are aimed to receive reassurance as in, “Are u
sure they were moved?”. They are also used to
confirm agreement or disagreement such as “Any
objections to removing it?” or to disambiguate
for example, “What part of her article do you par-
ticularly want sourced?”. These are used when
seeking information about the immediate conversa-
tional context in an attempt to eliminate ambiguity
and confirm what was understood is indeed correct
(Freed, 1994). These questions are typically formu-
lated clearly w.r.t the vocabulary and grammar and
are followed by relevant confirmation answers.

True guidance/Create awareness: The last
category of intention is to provide true guidance,
feedback and positive/constructive criticism as in
“Would it not be easier to have a table of the coun-
tries [...]?”. Such questions are mostly recognized
as suggestions rather than negative criticism. They
have a friendly tone reflected in the vocabulary
used such as “how about”, “what if ”, and “shall
we”. The small number of cases in this category
(2.11%) shows that criticism is more often per-
ceived negatively (40.83% in the Judgemental cate-
gory). However, it can also be explained by several
reasons, such as the nature of Wikipedia discus-
sions, where each editor is responsible for provid-
ing accurate information and avoiding the inclusion
of edits that do not follow regulations or are not
based on strong evidence. Thus, cooperative guid-
ance is not frequently observed. Editors sometimes
enforce their opinion and criticize others, attempt-
ing to show off or establish/maintain face. Sim-
ilar to the real-world, criticism on this platform
is mostly perceived negatively. It forms an attack
on the editor’s work or personality rather than a
friendly suggestion.

4.2 Questions with negative intentions

Judgemental/overcritical: In the negative group,
most of the questions belong to the Judgemental
and Over-critical class. Such questions convey
judgment, and their underlying tone and attitude of-
ten express scorn or accusations, leaving criticized
people to feel attacked or blamed.
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The main characteristics of this category are crit-
icisms and accusations. The question, “None of
these links is commercial, and none of these links
is inappropriate. Did you click on them before
you acted inappropriately?” is one such exam-
ple. It denotes that the person is i) criticizing the
addressee for improper action [“before you acted
inappropriately”] and ii) accusing him/her of not
checking the content before editing [“did you click
on them”]. This question does not genuinely seek
whether he/she has checked the link, thus holds a
negative intent.

A distinctive feature of this group is to condemn
and blame. For instance, “Why remove a less-
ambiguous sourced statement and replace it with
your personal interpretation?” intends to blame
the person, not asking why the source is replaced.

This class also includes questions that discredit
someone and/or impose a threat through criticism,
as in “I didn’t see you writing anything to support
your revert on the discussion page. Did you, or did
you simply use the undo button?”.

Criticism can hold a complaint: “Why don’t in-
stead of keeping on doing these blind reverts which
are getting nowhere you’ll look for some serious
sourced info?”. It can be politely formulated but
perceived negatively: “Can you please explain why
you would delete what is probably the most reli-
able and pertinent source of information this article
could have? [...] I will give you the opportunity to
explain before I decide what my next step will be.”.

Some cases do not even follow the grammatical
form of a question such as “So you disregarded all
the above established consensus and discussion?”.
The declarative form makes the questions similar to
“Clarification/confirmation” questions. However,
the question’s perceived interpretation is criticism
that is implicated, not asserted (Creswell, 1996).

Putdown/embarrass: The next category in-
cludes 26.73% of the questions, which is about
an effort to put down or embarrass. Questions in
this category show some degree of offensiveness
through being insulting or belittling, causing hu-
miliation. These intentions are not necessarily ex-
pressed with explicit hostility, similar to sarcastic,
rhetorical, and unpalatable questions (Bagga et al.,
2021). The main characteristic of this group is an
indirect insult, and the question is rather rhetori-
cal than a real one, such as “who cares about your
idea?” or “How can I make it any simpler?, This
is beyond stupid.”. The context of the last example

clearly shows that the speaker is not genuinely seek-
ing an opinion but indirectly making the addressee
feel/look ignorant. The same assumption holds for
“Do you really think, that the word "failure" is neu-
tral?”, by which the speaker is embarrassing the
other party. A similar example is “Are you some
sort of super-editor here or something?”, in which
the intent is to belittle and diminish the impor-
tance of the other person, another manifestation of
putting down. “Can’t you read your own words?”
is another example of implicitly attacking another
person by putting him/her down and ridiculing.
However, these questions should be distinguished
from sincere ones that may seem similar such as
“Maybe someone who knows more about the game
could merge it?”. The true intention here is to ask
for help from a knowledgeable person, not dimin-
ish current editors’ expertise. Context is the key to
deciphering intention accurately.

Communicative acts causing offenses include
simple criticism, insult, accusation, and mockery
(Poggi and D’Errico, 2018), which conform to our
data. Such actions will make the addressee feel
offended since these are implied as unjust criticism,
overly judgemental, and insulting reproach. On the
other end of the spectrum is hostile behavior or a
personal attack, which forms our next category.

Show hostility: This class includes questions
that show a high level of hostility and any form of
clear insult, profanity, and attack on the conversa-
tional partner, such as “Is that personal enough for
you, you irritating, infuriating little man?”. This
class often reaches a high annotation agreement as
hatred/offense is explicit (Wojatzki et al., 2018).

Manipulation: This category is perhaps the
most abstract among all negative intentions as it in-
volves a certain level of pragmatics and includes a
hidden agenda expressed in an unscrupulous way.
In such cases, it is often not the communicative
words that are offensive but the implied intention.
The category entails cases where someone plays
the victim, gaslights, denies wrongdoing, takes
control over and abuses another. An example like
“You don’t have many friends do you?” presents a
case of exercising harmful influence by the speaker.
“I apologize for getting his name wrong (one letter
off, and you have to correct me?)” is another case
that shows the speaker is inducing guilt and disap-
proval of what the other person did (Baumeister,
1998). Similarly, “I try to help out and you call it
condescending?” is another example of a speaker
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playing the victim role and guilt-tripping. Finally,
show off/ one up is another case that represents
manipulation and includes the questions that the
speaker intentionally asks to reinforce his/her al-
leged superior knowledge, work, and skills. “Have
you noticed that there hasn’t been any significant
CONTENT or cited material contributed apart from
my work?”. These questions are more about preen-
ing and grandstanding and are used to make others
agree with the questioner’s mindset/viewpoint. The
entire effort is to be seen and influence opinions,
not to ask questions out of curiosity and sincerity.

4.3 Uncertain intention categories

Table 3 also presents low agreement/uncertain an-
notations (17.35%). We have found that the “Ma-
nipulation” category has the least average anno-
tation agreement (∼61%). This class involves the
most indirect, deceptive tactics to conceal an inten-
tion; it may even seem benign or friendly, making
it hard to spot (Billig and Marinho, 2014).

The sensitivity and tolerance threshold of the
reader/listener plays a role in choosing categories.
For instance, a question like “[...] How old are
you and where do you come up with this garbage??
Get some sunshine and a breath of fresh air” was
considered an act of insult and ridicule through
sarcasm by some annotators and a case of explicit
hostility by others causing low-agreement annota-
tions. Similarly, true criticism can be perceived
negatively by sensitive people, and a judgmental
question can be interpreted as an act of insult and
humiliation. Uncertainty can emerge from vary-
ing perspectives that lead to associating different
but possible intentions with a question (See Table
1). These indicate that both perspective and thresh-
old for tolerating offense play roles in perceiving
questions and different interpretations (RQ3).

5 Classification of intention categories

To address RQ4, we classify the intention cate-
gories based on their polarity. For positive/neu-
tral categories, we integrated the “True guidance”
category with “Clarification/confirmation” cases
as these two categories were most often selected
together (>80% overlap) when annotators could
choose up to two categories. These cases were
found to be complementary w.r.t our dataset. We
also excluded the “Show hostility” class from our
classification to only focus on implicit cases.

Pre-processing: Our pre-processing included

Figure 1: Proposed method with TF-IDF-based dictio-
nary, fine-tuned on polarity to classify intentions.

replacing usernames, email addresses, URLs, hash-
tags, and special symbols with assigned tokens and
handling misspellings with TextBlob (Loria, 2018).

Context: We added the sentences preceding and
succeeding the question, to provide the context to
the classifier. If the question started/ended the com-
ment, we used the remaining adjacent sentences.
Note that this procedure is done within the com-
ment containing the question. While we recognize
that including subsequent comments can enhance
accuracy and may even be necessary to understand
the question fully, we have restricted the context
to only the comment containing the question in
order to generate predictions for each individual
comment as it is posted.

Classification Method: We classify the inten-
tion categories using binary and multi-class classifi-
cation methods. For binary classification, we target
each category of intention individually and fine-
tune a Transformer model as a proof-of-concept.

For the main task of multi-class classification,
we propose an architecture to fine-tune transform-
ers augmented by a TF-IDF-based dictionary, de-
picted in Figure 1. The use of dictionary plus trans-
former has led to improvement in previous studies
on relatively similar tasks (Caselli et al., 2021). In
the left branch, the question, together with its con-
text, is given to a transformer, which is pre-trained
and fine-tuned on the polarity labels of our dataset
(positive/neutral vs. negative intentions). The trans-
former is then trained on our intention categories,
and its outputs are fed into global max pooling.

On the right side, we applied TF-IDF to our pro-
posed intention categories to find the most specific
words within each class. We trim these vocabu-
laries so that each word appears in only one cate-
gory (uniqueness trimming) and discard words with
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Binary classification
Intention Categories P R F1

Seek/share Information 0.60 0.47 0.53
Seek/offer Opinion 0.71 0.77 0.74
Clarification/Confirmation 0.50 0.61 0.55

Judgemental/over critical 0.76 0.61 0.68
Putdown/embarrass 0.52 0.57 0.54
Manipulation 0.56 0.32 0.41

Table 4: Model performance on the binary classification
of intention categories in questions.

higher frequency in spoken/written texts to build
our tailored dictionary (See Appendix B). The TF-
IDF dictionary was populated with highly specific
words from the training portion of the dataset. We
did this not only to avoid the risk of target valida-
tion leakage but also to enhance the transferability
of the model to unseen conversations. Words in
each question are lemmatized and matched to dic-
tionary vocabulary to make the feature list. We con-
catenate the max pooling output with dictionary-
based features to be processed by three FC layers
and output the label of the question’s intention.

Competitive Models: We chose SVM, BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
and XLNet (Yang et al., 2019) to build our base-
line models for intention category classification
and compared their results. These models were
selected to yield competitive results in NLP tasks
based on previous studies (Nobata et al., 2016; Mal-
masi and Zampieri, 2017; Tanase et al., 2020). We
also used SVM as a strong competitor for being fast
and working well with fewer data. Implementation
details are provided in Appendix C. We stratified
the annotated data and randomly split it into train-
ing, val, and test sets (70:10:20). Results are an
average of 3 runs.

6 Results and analysis

We conducted two experiments: binary and multi-
class classification and reported the results based
on precision (P), recall (R), and F1 score.

Binary Classification: In this experiment we
labeled the target category as positive while the
rest are considered negative. We conducted several
experiments with different Transformer models and
observed that RoBERTa has the best performance
with binary classification, thus the results in Table
4 are based on the RoBERTa model. This table
indicates that the best performance belongs to the
“Seek/offer opinion” class, while the “Manipulation”

class has the least performance.

Multi-class Classification: The benchmarking
results are listed in Table 5. The table shows that
all BERT-based models outperform SVM, with the
RoBERTa model yielding the best results. The self-
attention and the multi-head attention mechanism
in Transformers encode each input w.r.t all other
inputs, enabling the use of context and considering
the relationship between words which is beyond
matching sole words. Moreover, the pre-training
and transfer learning in the BERT-based models
allow for significant performance even with few
examples compared with traditional SVM.

The table also shows that the results using the
proposed method (RoBERTa+dictionary) overpass
the RoBERTa-only model. Using the distinguished
words found by TF-IDF analysis assists the model
in better classification of intention categories. This
improvement is particularly dominant in positive
categories, likely because these categories are more
explicit and less disguised, and oftentimes polite-
ness and requests are explicitly expressed through
specific vocabularies (e.g., “help”). On the con-
trary, the negative groups are inherently more im-
plicit and challenging. However, TF-IDF also
proved helpful in unveiling certain negative inten-
tions within the Manipulation category, and it en-
hanced performance in the Judgemental category
by mitigating bias towards this particular category
when compared to the BERT-only model. For in-
stance, the words “allegation” and “liar” were as-
sociated with Manipulation category, and words
like “ridiculous”, “meaningless” and “nonsense”
were found in Putdown category whereas the words
such as “suggestion”, “help”, and “thoughts” were
among the vocabulary representing Seek/offer help
or opinion category.

The data also reveals that the pre-training model
on polarity and using the dictionary helps with
detecting the intention categories, with the results
of this method mostly overpassing baseline and
binary classifiers.

As the results show, all classifiers had difficulty
in classifying the “Manipulation” category, with
SVM and BERT facing the most difficulty. One ex-
planation lies in the difficult nature of this category,
which also led to low- agreement scores among
human annotators (∼61%). The tacitness in the
“Manipulation” category is the highest among all.
Moreover, the boundaries between “Judgemental”
and “Putdown” questions are not always clear as
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Positive/neutral Intentions Negative Intentions
Seek Info Seek Opinion Clarify Judgement Putdown Manipulation

Methods P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

RoBERTa+TFIDF 0.69 0.58 0.63 0.77 0.77 0.77 0.57 0.63 0.60 0.67 0.71 0.69 0.64 0.59 0.61 0.42 0.38 0.40
RoBERTa 0.69 0.52 0.59 0.74 0.77 0.75 0.52 0.57 0.54 0.72 0.65 0.68 0.57 0.67 0.61 0.38 0.31 0.34
BERT 0.82 0.43 0.56 0.64 0.79 0.70 0.50 0.44 0.47 0.72 0.70 0.71 0.59 0.64 0.61 0.38 0.31 0.34
XLNet 0.75 0.43 0.55 0.66 0.68 0.67 0.41 0.52 0.46 0.69 0.59 0.64 0.51 0.64 0.57 0.43 0.35 0.38
SVM 0.32 0.38 0.35 0.67 0.52 0.59 0.36 0.48 0.41 0.63 0.46 0.53 0.52 0.40 0.45 0.14 0.50 0.21

Table 5: Performance of different models on detecting positive/neutral vs. negative intention categories in questions.

they are tied to people’s threshold for tolerating
offense, as well as the cultural background or word
choices that led to the emergence of uncertain an-
notations, which in return affected the model.

Error analysis: We found cases where anno-
tators reached a strong consensus, but the model
failed to capture the intention. These cases in-
cluded the complicated structure of the questions
such as “I would only ask that you be more care-
ful with your reverts in the future. Experienced
contributors, who make good edits are not usually
treated like vandals, okay?”, which starts politely
but ends with a warning and forms a long combina-
tion of statements and a short form of a question.
More complex cases were the fallacy of answering
a question with a question where the actual inten-
tion is not to ask for information. Another case
is the questions that require a significant amount
of context to determine the label, in which prior
comments played a role in understanding the inten-
tion, which has to be addressed in future research.
Other cases regarded when a clear indication of a
negative intention was missing from the question,
as in, “what is the problem with that?”, which in
the context, the speaker is intentionally ignoring
the alleged problems and chooses to play dumb or
act innocent. Moreover, problems arose when the
intensity of the negative intention was not apparent
in the vocabulary used to construct the question as
in “Did you take up my suggestion to consult the
dictionary?”. Others include using pragmatics that
implicates intentions, such as addressing someone
with a question “how old are you?” and degrading
him/her. It requires a higher-level knowledge to
interpret the actual intention (Haugh, 2008; Leech,
2016), easy for humans, but hard for the model.

7 Conclusion

This paper proposes the new problem of investi-
gating how humans use questions as a means to
attack others and disguise their intentions rather

than asking sincere questions to get information.
The goal is to incorporate such knowledge into
the NLP area. We used the Wikipedia discussions
where the editors actively collaborate with the goal
of improving Wiki pages. We gathered and an-
notated questions from discussions to distinguish
positive/neutral and negative intentions, plus the
intention types. It is only after considering such
information that we can learn why a question is
perceived negatively. We did a meta-analysis to
explore each class’s characteristics and the role of
thresholds and perspectives in interpreting ques-
tions. We also built a TF-IDF dictionary-based
transformer and benchmarked several classifiers on
intention detection.

Questions are frequently used in conversations,
and finding their true intentions is a non-negligible
task for AI to understand human communications.
The type of intention pursued and how it is per-
ceived by people of different cultures/backgrounds
need illumination through the inclusion of diverse
perspectives. This future task will enrich research
on human reasoning, thereby largely impacting the
NLP area on understating human interactions.

Limitations

The intention classification task is not trivial even
for humans, especially when the intention is im-
plicit or disguised. The sample size of our study is
small, which makes classification more challeng-
ing. Currently, we are extending the dataset to
include more samples in each category. We aimed
to use this data as a proof of concept to shed light
on using questions as a means to attack someone
or disguise intention. Future directions involve en-
larging the dataset and including a variety of social
interactions from different sources such as social
media (e.g., Twitter), forums (e.g., Reddit), and
spoken conversations to investigate other emerging
categories based on context, topics, and events.

Moreover, the dataset is imbalanced. Wikipedia
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editors should follow strict rules and avoid explicit
hostility otherwise get blocked. The nature of
Wikipedia discussions is special in the sense that ed-
itors need to save face, which refers to the positive
social value a person effectively claims (Goffman,
1967) and a professional profile in mainstream in-
terpersonal activities. Implicit and explicit offenses
can impact one’s face and are closely related to
the position and the social fabric of the commu-
nity, which can lead to righteous indignation by the
addressee to save face. On the other hand, since
negative questions may disrupt a certain level of
interpersonal relations, a speaker will try to mini-
mize this disruption by being polite or implicitly
conveying it. Even though this provides us with
more implicit samples, which is in line with the
focus of this research, the results of this study may
not be generalizable to other datasets where the
level of offense is higher, and the overall threshold
for tolerating offense may be different.

We acknowledge that there may be additional
categories that did not emerge in our data. Further-
more, it is important to consider dividing intention
categories into more fine-grained criteria. For ex-
ample, a close analysis of the criticism category
reveals a wide spectrum of intensity and threshold
of tolerance that plays a role in the perception of
criticism. On one end of the spectrum, we have
positive and constructive criticism that is more of a
guidance and a suggestion, whereas, on the other
end, we have an extreme case of criticism accompa-
nied by abusive and hateful language that is more
like a personal attack. The following two questions
represent both ends of the spectrum, while both
can be regarded as criticism: in one, the speaker
pursues the goal of improvement by providing a
constructive comment “Can you give a reliable
reference for that?”, and in another, the speaker
directly attacks the other person “Why you are be-
ing so unhelpful and arrogant?”. This shows that
different intention categories inherit the criticism
nature to some extent while each involves other
characteristics as well.

This highlights the importance of defining more
fine-grained categories to distinguish the cases
along the spectrum. It should also be noted that
even though criticizing questions are associated
with the speaker’s action and intention, catego-
rizing criticism-implicating questions is explained
from the addressee’s perspective rather than the
speaker’s viewpoint, i.e., the addressee should hold

the belief that the speaker intended to raise a criti-
cism by asking a question. These beliefs result in a
pattern of inferences, leading to correct or incorrect
interpretations of the question (Creswell, 1996).

This calls for attention to the difference between
perceived intention and the speaker’s intended in-
tention. This is another limitation of this study
which is the case for many of the NLP studies
where the annotations are done by a third person
out of context. Having a contrastive analysis be-
tween the speaker’s intention and the addressee’s
interpretation can shed light on the similarities and
differences, yet not always feasible. Moreover,
when dealing with text-based interaction, many
aspects of communication, such as the speaker’s
prosody and tone, are lacking from the textual con-
text; as a result, this gap is filled by the addressee.
This is another reason that may lead to inaccurate
interpretations of the message.

On a relevant topic, annotators’ background, cul-
ture, the threshold for tolerating offense, and many
more factors can affect their annotation of per-
ceived intention, causing problems in reaching a
consensus, but at the same time, different view-
points need to be included to avoid model bias.

Finally, even though we provided the whole con-
versation context for annotators to choose the ques-
tion’s intention category, sometimes it is hard to
understand the background discussion of the target
question. Editors often deliberate on a topic with a
follow-up discussion. However, the annotators do
not have access to such context (previous discus-
sions, editor’s profile) and may not be able to have
a clear picture of the questions being asked hence
inaccurate interpretations.

Ethics Statement

While the goal of this study is for social good, an
intention classifier, if deployed, could also lead
to potential negative impacts. For example, a bi-
ased intention classifier that picks up spurious fea-
tures of certain language patterns might be more
frequently used by a subgroup of people hence
negatively impacting certain users. Our aim is to
use this in a collaborative way for willing users to
provide hints on the possibility of their questions
being perceived with a different intention. In other
words, the model can indicate if questions may be
perceived by another person as conflict-invoking;
hence the user considers rephrasing their questions
if they prefer to do so. Our goal is not to restrict free
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expressions or take any actions against users, but
the opposite, which is to promote friendly discus-
sion and raise awareness of multiple interpretations
(only if the users are interested). Yet, this technol-
ogy, like others, may be misused or might be used
in a way that systematically or erroneously silences
certain social groups (Gorwa et al., 2020). One
solution might be having a threshold that can be
moderated by the users since different people have
different levels of tolerance to offense, and this also
holds for different cultures. Such aspects could be
accommodated by collecting viewpoints from dif-
ferent personalities, cultural backgrounds, genders,
or generations in order to make a more comprehen-
sive system and avoid model biases. Finally, our
model does not provide any indication of where the
negative intention lies within the question, which
may confuse the users. This calls for extending the
system to boost explainability, and transparency,
also mentioned in (Chang et al., 2022). In this case,
collecting user feedback and annotator reasoning
may help identify the problems, and conducting
error analysis and training a hybrid model (rule-
based guidance on top of machine learning) may
improve the performance.
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A Intention Polarity definitions for
annotation task

We instructed the annotators to assign labels to the
data by considering the question’s context and de-
termining the possible real or even hidden intention
behind the question. They were asked to choose
whether the question is perceived to have a positive
(including neutral) or negative intention based on
the following definition (Mirzaei et al., 2022).

• Questions are considered to have positive or
neutral intentions if the purpose or plan of ask-
ing is perceived as innocuous, i.e., not harmful
at all. These questions are considered sincere
with good or neutral intention, such as show-
ing innocent curiosity to elicit information,
making a sincere request, or helping to clarify
the situation, rather than aimed to hurt some-
one’s feelings.
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• Questions with negative intentions, do not
belong to the above category as they imply
negative motives and have an ill-natured incli-
nation to stress fault or strongly criticize the
other person (e.g., disqualifying, humiliating,
and complaining). These questions are rec-
ognized with (obvious or disguised) spiteful
purposes, thus raising objections, making the
other party feel defensive, and are interpreted
as being hurtful.

B TF-IDF based dictionary

To build out TF-IDF induced dictionary, we took
the following steps:

• All words in the corpus are sorted ascendingly
based on TF-IDF.

• The high-rank words were discarded if they ap-
peared in more than one category.

• If a word is frequent or appears in glosses (e.g.,
proper names), it is discarded. We also used CO-
CA/BNC corpus and discarded the words with
ranks over 500.

• The top-ranked words remaining in the list of
each category are included in the dictionary.

The results of the Transformer could be im-
proved using a dictionary since the lexicon in the
dictionary gathered by TF-IDF could emphasize
the word/phrase in contrast to the attention mecha-
nism in which the transformer set the weights based
on the pre-training. We directly used the feature
representation of RoBERTa as the word embedding
feature of our task. At the same time, the TF-IDF
ranked dictionary was fed to our model to improve
predicting performance.

C Implementation Detail

For binary classification of each intention category,
for the transformer classifiers, we used a dropout
layer (with a rate of 0.5), followed by a fully con-
nected layer and a Sigmoid output layer. For multi-
class intention classification, for each classifier
in the Transformer group, we used English pre-
training, fine-tuned it on polarity, and trained the
model on intention categories. We used two fully-
connected layers with 128, 32, and ReLU activa-
tions with a Dropout of 0.5 and L2 regularization of
1e-03, followed by an FC with Softmax activation.
We set the classes’ weights with a grid search. For
both experiments, the learning rate was set to 3e-5,

and the batch size was 16. Other settings conform
with HuggingFace implementation. The dictionary
included 96 vocabularies after the uniqueness trim-
ming procedure.

For the SVM classifier, the pattern of words and
the frequency of their occurrence were measured
by TF-IDF and the bigram and trigram. We op-
timized the hyperparameters, using a grid search
to maximize the performance of this competitor.
We adopted linear SVM to classify the intention
categories. We conduct experiments using a P100
GPU.

D Question Selection

The Conversation Gone Awry dataset, which we
used to extract our questions, includes 2094 conver-
sations that start and remain civil and 2094 conver-
sations that start civil but end with a personal attack.
We extracted the questions equally from civil and
uncivil conversations. We assumed the questions
asked within civil conversations should be posi-
tive/neutral. However, around 21% of those ques-
tions had negative intentions. Within conversations
that start civil but end with a personal attack, ques-
tions were picked from both civil comments and
from the last comment that included attacks. Even
though we assumed civil comments before an at-
tack should be positive/neutral, around 30% of the
questions in that group were also negative. The rest
belonged to comments, including personal attacks
(24%). One explanation may be that Wikipedia
editors are experts and may not necessarily ask
questions to get more information but to discuss
and oftentimes criticize someone’s edit.
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