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Abstract

We present LLM-BLENDER, an ensembling
framework designed to attain consistently su-
perior performance by leveraging the diverse
strengths of multiple open-source large lan-
guage models (LLMs). Our framework con-
sists of two modules: PAIRRANKER and GEN-
FUSER, addressing the observation that opti-
mal LLMs for different examples can signif-
icantly vary. PAIRRANKER employs a spe-
cialized pairwise comparison method to dis-
tinguish subtle differences between candidate
outputs. It jointly encodes the input text and
a pair of candidates, using cross-attention en-
coders to determine the superior one. Our re-
sults demonstrate that PAIRRANKER exhibits
the highest correlation with ChatGPT-based
ranking. Then, GENFUSER aims to merge the
top-ranked candidates, generating an improved
output by capitalizing on their strengths and
mitigating their weaknesses. To facilitate large-
scale evaluation, we introduce a benchmark
dataset, MixInstruct, which is a mixture
of multiple instruction datasets featuring oracle
pairwise comparisons. Our LLM-BLENDER
significantly outperform individual LLMs and
baseline methods across various metrics, estab-
lishing a substantial performance gap. 1 2

1 Introduction

Large language models (LLMs) have shown im-
pressive performance in diverse tasks, primarily
due to their capacity to follow instructions and ac-
cess extensive, high-quality data, showing a promis-
ing future for artificial general intelligence (Bubeck
et al., 2023). However, prominent LLMs such as
GPT-4 and PaLM (Chowdhery et al., 2022) are
closed-source, restricting insights into their archi-
tectures and training data. Open-source LLMs like

1https://yuchenlin.xyz/LLM-Blender
2The experiments on summarization, translation, and con-

strained generation tasks in the prior version have been moved
to the appendix. Instead, we mainly present our work in the
context of instruction-following data and LLMs in this version.
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Figure 1: Motivation of ensembling LLMs. Based on
this pie chart about the percentage of examples where
each LLM ranks 1st, we can see that optimal LLMs for
different examples can significantly vary.

Pythia (Biderman et al., 2023), LLaMA (Touvron
et al., 2023), and Flan-T5 (Chung et al., 2022) of-
fer a chance to fine-tune these models on custom
instruction datasets, enabling the development of
smaller yet efficient LLMs, such as Alpaca, Vi-
cuna (Chiang et al., 2023), OpenAssistant (LAION-
AI, 2023), and MPT (MosaicML, 2023).

The open-source LLMs exhibit diverse strengths
and weaknesses due to variations in data, archi-
tectures, and hyperparameters, making them com-
plementary to each other. Figure 1 illustrates the
distribution of best LLMs on 5,000 instructions that
we collected. More ranking details can be found
in Sec. 5.1. Although Vicuna achieves the highest
percentage, it ranks first in only 21.22% of the ex-
amples. Furthermore, the pie chart suggests that
the optimal LLMs for different examples can sig-
nificantly vary and there is no open-source LLM
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that dominates the competition. Therefore, it is
important to dynamically ensemble these LLMs
to generate consistently better responses for each
input. Considering the diverse strengths and weak-
nesses of LLMs, it is crucial to develop an ensem-
bling method that harnesses their complementary
potentials, leading to improved robustness, gener-
alization, and accuracy. By combining their unique
contributions, we can alleviate biases, errors, and
uncertainties in individual LLMs, resulting in out-
puts better aligned with human preferences.

We introduce LLM-BLENDER, an ensem-
bling framework designed to achieve consistently
superior performance by mixing the outputs of
multiple LLMs. LLM-BLENDER comprises two
modules: PAIRRANKER and GENFUSER. Ini-
tially, PAIRRANKER compares the outputs from
N LLMs, which GENFUSER then fuses to gener-
ate the final output from the top K ranked outputs.

Existing approaches (Ravaut et al., 2022a; Liu
and Liu, 2021), including the reward model within
InstructGPT (Ouyang et al., 2022), for ranking out-
puts {y1, . . . , yN} from language models (LMs) on
a given input x have mostly focused on individually
scoring each yi based on x, employing encoding
modules in the form of si = f�(x, yi). Although
this list-wise ranking objective can be powerful
and efficient when candidate differences are appar-
ent, it may not be as effective when ensembling
LLMs. Among the output candidates from LLMs,
candidate differences can be quite subtle, as they
are all produced by very sophisticated models and
one may only be marginally better than another.
Even for humans, it can be challenging to gauge
candidate quality without direct comparison.

As a result, we propose a specialized pairwise
comparison method, PAIRRANKER (Sec. 3), to
effectively discern subtle differences between can-
didate outputs and enhance ranking performance.
In particular, we first gather the outputs from N
models (e.g., the N = 11 models in Fig. 1) for each
input and subsequently create the N(N � 1)/2
pairs of their outputs. We jointly encode the input
x and the two candidate outputs yi and yj as input
to a cross-attention encoder (e.g., RoBERTa (Liu
et al., 2019)), in the form of f�(x, yi, yj), to learn
and determine which candidate is better.

During the inference stage, we compute a ma-
trix containing logits representing pairwise com-
parison results. Given this matrix, we can infer
a ranking of the N outputs for the given input x.

Subsequently, we can employ the top-ranked can-
didate from PAIRRANKER for each input as the
final result. Hence, this approach does not rely
on a single model for all examples; instead, PAIR-
RANKER selects the best model for each example
by comprehensively comparing all candidate pairs.

Nonetheless, this approach may constrain the
potential to generate even better outputs than the
existing candidates. To investigate this possibility,
we introduce the GENFUSER (Sec. 4) module to
fuse the top K of the N ranked candidates and gen-
erate an improved output for end-users. Our goal is
to capitalize on the strengths of the top K selected
candidates while mitigating their weaknesses.

To assess the effectiveness of LLM ensembling
methods, we introduce a benchmark dataset called

MixInstruct (Sec. 2.2). In this dataset, we
use N=11 popular open-source LLMs to generate
N candidates for each input across various exist-
ing instruction-following tasks formatted as self-
instruct (Wang et al., 2022). The dataset comprises
100k training examples and 5k validation examples
for training a candidate ranking module like our
PAIRRANKER, and 5k test examples with oracle
comparisons for automatic evaluation.

In Section 5, our empirical results on
the MixInstruct benchmark reveal that the
LLM-BLENDER framework significantly boosts
overall performance by ensembling LLMs. The
selections made by PAIRRANKER outperform any
fixed individual LLM models, as indicated by su-
perior performance in both reference-based met-
rics and GPT-Rank. By leveraging the top selec-
tions from PAIRRANKER, GENFUSER further en-
hances response quality through effective fusion
into the final output. LLM-BLENDER achieves
the highest scores in terms of both conventional
metrics (i.e., BERTScore, BARTScore, BLUERT)
and ChatGPT-based ranking. The average rank
of LLM-BLENDER stands at 3.2 among the 12
methods, which is considerably better than the best
LLM’s rank of 3.90. Moreover, LLM-BLENDER’s
output ranks in the top 3 for 68.59% of examples,
while Viccuna only reaches 52.88%. We believe
LLM-BLENDER and our findings would benefit
both practitioners and researchers for deploying
and studying LLMs with ensemble learning.

2 Preliminaries

We first provide the problem formulation and two
common types of ensembling methods. Next, we
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Figure 2: The LLM-BLENDER framework. For each input x from users, we employ N different LLMs to get
output candidates. Then, we pair all candidates and concatenate them with the input before feeding them to
PAIRRANKER, producing a matrix as comparison results. By aggregating the results in the matrix, we can then rank
all candidates and take the top K of them for generative fusion. The GENFUSER module concatenates the input x
with the K top-ranked candidates as input and generate the final output ŷ.

present the dataset MixInstruct created for
training and evaluation purposes. Finally, we give
an overview of our framework.

2.1 Problem Setup

Given an input x and N models, {M1, . . . , MN},
we can generate N candidate outputs by processing
x with each model. We denote the candidates as
Y = {y1, . . . , yN}. In the training data, we assume
there is a ground truth output, y, while it remains
hidden during evaluation at test time.

In practice, one might choose a fixed model, such
as M9, to infer all unseen examples (i.e., always
using y9 as the final output for x). This can be
reasonable if M9 demonstrates significantly better
overall performance on certain observed examples.
However, relying on a pre-selected model may re-
sult in sub-optimal performance, as the N models
likely possess different strengths and weaknesses in
various situations, meaning that the optimal selec-
tion for different x values may not always originate
from the same model.

Our objective is to develop an ensemble learning
method that produces an output ŷ for the input x,
maximizing the similarity Q(ŷ, y; x). The Q func-
tion can be implemented in various ways, which we
will discuss later. We anticipate that this method
will yield better overall performance than using a
fixed model or randomly selecting a model for x.
Specifically, given a test set Dtest = {(x(i)

, y
(i))},

we aim to maximize <i Q(ŷ(i), y(i); x(i)).
There are two primary approaches for ensem-

bling LLMs: selection-based and generation-based
methods. Selection-based methods compare can-
didates in the set Y, selecting the top-ranked can-

Sources #Examples Source I/O Tokens

Alpaca-GPT4 22,862 GPT-4 22 / 48
Dolly-15K 7,584 Human 24 / 53

GPT4All-LAION 76,552 ChatGPT 18 / 72
ShareGPT 3,002 ChatGPT 36 / 63

Total 110K Mix 20 / 66

Table 1: Statistics of MixInstruct. It contains
110K examples and we randomly split the dataset into
train/dev/test in 100K/5K/5K sizes.

didate as the final output ŷ, which implies that
ŷ " Y. Due to the inherent nature of selec-
tion and the limited solution space, the perfor-
mance of selection-based methods is bounded by
the N candidates being considered. Conversely,
generation-based methods focus on fusing K can-
didates (1 < K & N ) from Y to produce an unseen
response as the final output ŷ.

2.2 MixInstruct: A New Benchmark

We introduce a new dataset, MixInstruct,
to benchmark ensemble models for LLMs in
instruction-following tasks. We collect a large-
scale set of instruction examples primarily from
four sources, as shown in Table 1. After curating
and processing this open-source data, we sample
100k examples for training, 5k for validation, and
5k for testing. We then run N = 11 popular open-
source LLMs, including Vicuna, OpenAssistant,
Alpaca, MPT, and others (see Table 2 and Figure 1),
on these 110k examples.

To obtain the oracle ranking of candidates, we
design comparative prompts for ChatGPT to evalu-
ate all candidate pairs. Specifically, for each exam-
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ple, we prepare 55 pairs of candidates (11 ✓ 10/2).
For each pair, we ask ChatGPT to judge the better
candidate (or declare a tie). The prompt template
can be found in the appendix. For the training and
validation sets, we provide the results based on con-
ventional metrics like BERTScore, BLEURT, and
BARTScore. In that case, we use function Q(yi, y)
to estimate a candidate yi’s quality according to its
similarity to the ground truth y.

2.3 LLM-BLENDER: A Novel Framework

We propose a rank-and-fuse pipeline framework,
LLM-BLENDER, for ensembling LLMs, as illus-
trated in Figure 2. This framework consists of
two main components: a pairwise ranking module,
PAIRRANKER (Section 3), and a fusion module,
GENFUSER (Section 4). The PAIRRANKER mod-
ule learns to compare all pairs of candidates for
each input and subsequently rank the list of can-
didates. We then select the top K = 3 ranked
candidates, concatenate them with the input x, and
construct the input sequence for the GENFUSER

module. The GENFUSER module, a seq2seq LM,
ultimately generates the final output to serve users.

3 PAIRRANKER: Pairwise Ranking

In this section, we introduce three baseline methods
for ranking the candidates in Y in Sec. 3.1 and
present the proposed PAIRRANKER method.

3.1 Baseline Methods

Previous reranking methods primarily focus on
computing the score si = f�(x, yi) for each can-
didate yi " Y independently, where si is solely
determined by yi. Notably, the reward model in in-
struction tuning for GPT-3.5 (Ouyang et al., 2022)
also belongs to this category. Figure 3 illustrates
these baseline methods, which are further detailed
in the following paragraphs.

MLM-Scoring (Salazar et al., 2020) assesses the
quality of a candidate by calculating its pseudo-log-
likelihood, which is obtained by masking tokens
one by one and computing the log-likelihood for
the masked token using masked LMs (e.g., BERT).
Given a candidate yi as a sequence of words W ={w1, ..., w∂W∂}, the pseudo-log-likelihood is: si =
<∂W∂

t=1 log P (wt∂W\t). This unsupervised method
is effective for reranking outputs in NLG tasks such
as machine translation and speech recognition.

SimCLS (Liu and Liu, 2021) encodes the in-
put x and each generated candidate yi " Y us-

ing the same encoder H , resulting in H(x) and
H(yi). The cosine similarity between them, si =
cos (H(x), H(yi)), serves as the predicted score,
as H(x) and H(yi) share the same embedding
space induced by the language encoder. In training,
marginal ranking loss is used to optimize H .

SummaReranker (Ravaut et al., 2022a) con-
catenates the input x and each candidate yi, using
a cross-attention encoder to learn ranking. Specifi-
cally, they employ H([x; yi]) to predict the score
si, where H is a Transformer model. In the training
stage, binary cross-entropy (BCE) loss is employed
to differentiate the best candidate from the others.

Limitations. Despite using contrastive loss in
training, these methods rely on individual scoring
for inference. The encoders have not been exposed
to pairs of candidates for direct comparison learn-
ing. We argue that such pointwise ranking methods
may be insufficient for selecting the best candidates
in the context of LLMs and instruction-following
tasks. One reason is that the quality of LLM out-
puts is generally high when the chosen LLMs are
popular and competitive. Moreover, the responses
for instruction tasks can be quite open-ended, un-
like summarization tasks. Therefore, merely ex-
amining individual candidates may not yield a re-
liable score. This issue becomes more prominent
for shorter responses, where sequences may dif-
fer by only a few words but vary significantly in
helpfulness, harmfulness, and fairness. Given these
limitations, we contend that individual scoring ap-
proaches may fail to capture crucial nuances.

3.2 Pairwise Comparisons
In order to address the limitations of pointwise
ranking, we aim to train a ranker f with parameter
� that can compare a pair of output candidates by
encoding them together with the input text. Our
ranker module should focus on learning to capture
the differences between the two candidates and
prefer the ones of higher quality.

Given a pair of candidates yi, yj , we obtain their
pair-specific scores: s

i(i,j) and s
j(i,j). We denote the

model’s confidence in thinking yi is better than yj

as sij = s
i(i,j) � s

j(i,j). We can use these scores for
all pairs induced from Y to infer the final ranking.
To learn this ability, we concatenate the input x and
the two candidates to form a sequence [x; yi; yj]
and feed it into a cross-attention Transformer to get
the features: f�([x; yi; yj]) for modeling sij .

We assume multiple Q functions to optimize
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Figure 3: The architectures of typical reranking methods. x is an input and ci is a certain candidate, and its score
is si. MLM-Scoring is an unsupervised method that uses an external masked LM to score a candidate; SimCLS
uses the same encoder to encode x and each candidate ci; SummaReranker instead employs a cross-encoder to
encode both x and ci at the same time; Our proposed PAIRRANKER encodes a pair of candidates at the same time
for pairwisely scoring them, and the final score of each candidate is produced as shown in Fig. 4.

for, such as BERTScore, BARTScore, etc., and
consider the learning problem as a multi-task clas-
sification problem:

LQ = �zi log �(si(i,j)) � (1 � zj) log �(sj(i,j)),
where � denotes the sigmoid function and

(zi, zj) = w(1, 0), Q(yi, y) ' Q(yj , y)(0, 1), Q(yi, y) < Q(yj , y) .

For optimizing towards multiple Q, we take the av-
erage as the final multi-objective loss: L = <LQ.

3.3 PAIRRANKER Architecture
We discuss the concrete designs for the PAIR-
RANKER module in this subsection.

Encoding. We employ Transformer layers to
encode an input and a pair of candidates, en-
abling the attentions to capture the difference be-
tween candidates in the context of the input. We
concatenate the three segments sequentially and
form a single input sequence with special tokens
as separators: <source>, <candidate1>,
and <candidate2>. The resulting input se-
quences to Transformers are in the form of
“<s><source> x </s> <candidate1> yi

</s> <candidate2> yj </s>”, where x is
the text of a source input and yi and yj are the

text of two output candidates. The embeddings of
special tokens <source>, <candidate1>, and
<candidate2> are used as the representations
of x, yi, and yj respectively, denoted as x, yi, yj.

Training. To determine the scores for the two
candidates, we concatenate the embeddings of x
with yi and yj respectively, and pass them through
a single-head layer, which is a multi-layer percep-
tron with the final layer’s dimension equal to the
number of Q functions to be optimized. Each value
within this dimension represents a computed Q
score for a specific Q function. We derive the final
score s

i(i,j) or s
j(i,j) for the candidate by averaging

these Q scores. Since there are O(N2) unique pair
combinations, we apply an effective sub-sampling
strategy during the training stage to ensure learning
efficiency.

During training, we randomly select some com-
binations from the candidate pool Y2, instead of
all the N(N � 1)/2 pairs. We also compare the
target text with other candidates by extending the
candidate pool by mixing the ground truth y into Y.
In practice, we found that using 5 pairs per input is
sufficient for obtaining decent results.

Due to the position embeddings of the lan-
guage model, the order of the candidates in a
pair (x, yi, yj) matters, as the comparison result of
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(x, yi, yj) and (x, yj , yi) might not be consistent.
Thus, we shuffle the order of candidates within
each training pair so that the model learns to be
consistent with itself.

Inference. During the inference stage, we obtain
scores sij for each pair of candidates (yi, yj) " Y2.
After N(N � 1) iterations, we obtain a matrix M,
where M

j
i = sij represents the confidence that yi is

better than yj . To identify the best candidate based
on M, we introduce three aggregation functions
for determining the final ranking of Y.

We propose two scoring methods, MaxLogits
and MaxWins, which utilize all elements in the
matrix. Let M

ò
i and M

j
ò denote the i-th row and

j-th column of the matrix as vectors. For each
candidate yi, its MaxLogits score is defined as
si = < (Mò

i � M
i
ò), while its MaxWins score is

defined as si = ∂{sij " M
ò
i ∂sij > 0}∂ + ∂{sji "

M
i
ò∂sji < 0}∂, where ∂∂ denotes the set size.
In essence, MaxLogits computes the confi-

dence that yi is superior to all other candidates,
whereas MaxWins calculates the number of victo-
ries in comparisons with other candidates.

However, these two methods necessitate O(N2)
iterations for N candidates, which can be compu-
tationally burdensome. Thus, we propose a more
efficient aggregation method, performing a single
bubble sort run with pairwise comparisons to se-
lect the best candidate. We first shuffle the order of
candidates in Y to obtain a default order, and initial-
ize the best candidate index k to 1. We iteratively
update the best candidate index as follows:

k = vk, M
i
k �M

k
i > 0

i, M
k
i �M

i
k > 0

.

After N � 1 comparisons, we select yk as the best
candidate. This method reduces the inference time
complexity from O(N2) to O(N), aligning with
previous pointwise methods.

Regardless of the aggregation method, we can
rank all candidates in Y. Our experiments (shown
in the appendix) reveal that MaxLogits yields
the best performance, so we use MaxLogits as
the default aggregator for PAIRRANKER.

4 GENFUSER: Generative Fusion

The effectiveness of PAIRRANKER is constrained
by the quality of selections from the candidate
pool Y. We hypothesize that by merging multi-
ple top-ranked candidates, we can overcome this
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Figure 4: Aggregation methods for PAIRRANKER.

constraint. As these top candidates often show-
case complementary strengths and weaknesses, it
is plausible to generate a superior response by com-
bining their advantages while mitigating their short-
comings. Our objective is to devise a generative
model that takes input x and K top-ranked candi-
dates {y1, ..., yK} L Y (e.g., K = 3) and produces
an improved output ŷ as the final response.

To accomplish this, we present GENFUSER, a
seq2seq approach for fusing a set of candidates
conditioned on the input instruction to generate an
enhanced output. Specifically, we concatenate the
input and K candidates sequentially using separa-
tor tokens, such as <extra_id_i>, and fine-tune
a T5-like model to learn to generate y. In practice,
we employ Flan-T5-XL (Chung et al., 2022), which
has 3b parameters, due to its superior performance
and relatively smaller size.

5 Evaluation

5.1 Setup

We use MixInstruct (Sec. 2.2) to conduct eval-
uation, and more results are in the appendix.

NLG metrics. We employ two types of eval-
uation metrics (i.e., Q ). The first group is
conventional automatic metrics for NLG tasks:
BERTScore (Zhang et al., 2020b), BLEURT (Sel-
lam et al., 2020), and BARTScore (Yuan et al.,
2021).

GPT-Rank. The second is based on prompting
ChatGPT for pairwise comparisions on all candi-
dates and decide their rank by the number of wins

14170



Category Methods BERTScore� BARTScore� BLEURT� GPT-Rank⇤ ' Vic(%)� ' OA(%)� Top-3(%)�

LLMs

Open Assistant (LAION-AI, 2023) 74.68 -3.45 -0.39 3.90 62.78 N/A 51.98
Vicuna (Chiang et al., 2023) 69.60 -3.44 -0.61 4.13 N/A 64.77 52.88
Alpaca (Taori et al., 2023) 71.46 -3.57 -0.53 4.62 56.70 61.35 44.46

Baize (Xu et al., 2023) 65.57 -3.53 -0.66 4.86 52.76 56.40 38.80
MOSS (Sun and Qiu, 2023) 64.85 -3.65 -0.73 5.09 51.62 51.79 38.27
ChatGLM (Du et al., 2022) 70.38 -3.52 -0.62 5.63 44.04 45.67 28.78
Koala (Geng et al., 2023) 63.96 -3.85 -0.84 6.76 39.93 39.01 22.55

Dolly V2 (Conover et al., 2023) 62.26 -3.83 -0.87 6.90 33.33 31.44 16.45
Mosaic MPT (MosaicML, 2023) 63.21 -3.72 -0.82 7.19 30.87 30.16 16.24
StableLM (Stability-AI, 2023) 62.47 -4.12 -0.98 8.71 21.55 19.87 7.96
Flan-T5 (Chung et al., 2022) 64.92 -4.57 -1.23 8.81 23.89 19.93 5.32

Analysis

Oracle (BERTScore) 77.67 -3.17 -0.27 3.88 54.41 38.84 53.49
Oracle (BLEURT) 75.02 -3.15 -0.15 3.77 55.61 45.80 55.36

Oracle (BARTScore) 73.23 -2.87 -0.38 3.69 50.32 57.01 57.33
Oracle (GPT-Rank) 70.32 -3.33 -0.51 1.00 100.00 100.00 100.00

Rankers

Random 66.36 -3.76 -0.77 6.14 37.75 36.91 29.05
MLM-Scoring 64.77 -4.03 -0.88 7.00 33.87 30.39 21.46

SimCLS 73.14 -3.22 -0.38 3.50 52.11 49.93 60.72
SummaReranker 71.60 -3.25 -0.41 3.66 55.63 48.46 57.54

PairRanker 72.97 -3.14 -0.37 3.20 54.76 57.79 65.12

LLM-BLENDER PR (K = 3) + GF 79.09 -3.02 -0.17 3.01 70.73 77.72 68.59

Table 2: Empirical results on MixInstruct. GPT-Rank are the most important metric.

(i.e., MaxWins aggregation). We name this GPT-
based ranking metric with GPT-Rank.

Model training. We use the DeBERTa (He et al.,
2021) (400m) as the backbone for PAIRRANKER,
and GENFUSER is based on Flan-T5-XL (3b).
According to our ablation studies, we choose to
use BARTScore for its superior correlation with
GPT-Rank as shown in 5.2.

5.2 Main results

In Table 2, we present the overall performance
of N=11 LLMs as well as other methods on
MixInstruct. In addition to the three auto met-
rics and GPT-Rank, we also show the percentage of
examples where each method can produce outputs
that are better than or same good as the two top
LLMs, namely OpenAssistant ('OA) and Vicuna
('Vic), in terms of GPT-Rank.

LLMs have diverse strengths and weakness.
The table presents the LLMs in a sorted order
based on their average rank as determined by Chat-
GPT (GPT-Rank). Among these models, Open
Assistant, Vicuna, and Alpaca are the top-3 per-
formers. Following them, three renowned LLMs,
namely Baize, Moss, and ChatGLM, which have
been fine-tuned using both Chinese and English in-
struction data, also exhibit impressive performance
on MixInstruct. Conversely, Mosaic MPT, Sta-
bleLM, and Flan-T5 rank at the bottom-3 in the
evaluation. Nevertheless, the average GPT-Rank
of top/bottom models maintain a noticeable dis-
tance from the first/last position (1 or 11), high-

lighting the importance of ensembling LLMs.

Top LLMs are not always good. It is evident
that although OA and Vic perform remarkably well,
there is still a substantial percentage of examples
where other LLMs are considered to outperform
them. For instance, despite Koala having an av-
erage GPT-Rank of 6.76, approximately 40% of
the examples demonstrate that Koala produces re-
sponses that are better or equally as good as both
OA and Vic. This further emphasizes the signif-
icance of employing our LLM-BLENDER frame-
work for ranking and fusion purposes.

NLG Metrics. Moreover, we conduct a com-
prehensive analysis of the performance of ora-
cle (top-1) selections based on each of the met-
rics themselves. The findings demonstrate that
these selections also exhibit favorable performance
across other metrics as well. For example, the or-
acle selections derived from GPT-Rank achieve
a BARTScore of �3.33, surpassing that of OA
(�3.45). Conversely, the oracle selections of
BARTScore yield 3.69 in GPT-Rank, also signifi-
cantly outperforming OA (3.90). This observation
substantiates the rationality of using BARTScore
to provide supervision for PAIRRANKER, which is
also suggested by Table 3.

PAIRRANKER outperforms other rankers.
MLM-Scoring fails to outperform even random
selection, highlighting the limitations of its un-
supervised paradigm. On the contrary, SimCLS,
SummaReranker, and PAIRRANKER exhibit su-
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Ranking Methods Pearson
Correlation �

Spearman’s
Correlation �

Spearman’s
Footrule ⇤

Random 0.00 0.00 48.27
BLEU 28.70 26.92 33.57

Rouge2 29.17 27.77 32.96
BERTScore 32.25 30.33 33.34
BLEURT 34.14 32.31 32.17

BARTScore 38.49 36.76 30.93

MLM-Scoring -0.02 -0.01 47.16
SimCLS 39.89 38.13 29.32

SummaReranker 41.13 39.10 29.69
PairRanker 46.98 44.98 27.52

Table 3: The correlation between each ranking method
and oracle ranking (GPT-Rank).

perior performance compared to the best model
(OA) across BARTScore and GPT-Rank. No-
tably, the average GPT-rank of the responses
selected by PAIRRANKER (3.20) significantly out-
performs the best model by 0.70 (a 18% relative
performance gain) and also all other rankers. More-
over, it achieves impressive results in metrics such
as BARTScore (�3.14) with a substantial advan-
tage. PAIRRANKER’s selections are better than or
equal to Vic/OA on 54.76%/57.79% examples re-
spectively, and ranks in top 3 for 65.12% examples.

LLM-BLENDER is the best. We use top-3 selec-
tions from the PAIRRANKER and feed them as
candidates for GENFUSER. Based on this inte-
gration, LLM-BLENDER demonstrates remarkable
capabilities as expected. In terms of GPT-Rank,
it achieves 3.01, surpassing both the best model
OA (3.90) by a significant margin. The scores
for BERTScore (79.09), BARTScore (�3.02), and
BELURT (�0.17) all exceed the best model by
4.41, 0.43, and 0.22 respectively, showcasing sub-
stantial advantages. Moreover, LLM-BLENDER
also performs well in surpassing the top two mod-
els, Vic (70.73) and OA (77.72), thereby comple-
menting the weaknesses of PAIRRANKER.

Ranking correlation. In addition to focusing
solely on the top-1 selection of each ranker, we
present a comprehensive analysis of the overall
rank correlation among all the candidates with
GPT-Rank (see Table 3). The correlation metrics
used here include the Pearson Correlation Coef-
ficient, Spearman’s Correlation, and Spearman’s
Footrule distance(Diaconis and Graham, 1977).

It turns our that BARTScore gets the highest
correlation with GPT-Rank against other metrics,
which suggests we use BARTScore to provide su-
pervision for training. For rankers, MLM-Scoring

still falls short of outperforming random permuta-
tions. On the other side, SummaReranker demon-
strates better correlation in terms of the Pearson
Correlation (41.13) and Spearman’s Correlation
(39.10), while SimCLS gets a better Spearman’s
Footrule distance (29.32) Notably, PAIRRANKER

achieves the highest correlation with GPT-Rank
across all correlation types, which is even way bet-
ter than the BARTScore.

More analysis. We leave many other ablation
studies and analyses in Appendix, where we ap-
ply PAIRRANKER to the three typical natural lan-
guage generation (NLG) tasks: summarization
(CNN/DM), machine translation (WMT18-zh-en),
and constrained text generation (CommonGen).
We find that PAIRRANKER still outperforms other
methods by a large margin in the context of us-
ing a single same base model to decode N candi-
dates (with different algorithms). We also show
that MaxLogits is much better than MaxWins
and the bubble sort method is very cost-effective if
the inference efficiency is a big concern.

6 Related Work

LLM evaluation As open-source large language
models (LLMs) continue to flourish and demon-
strate remarkable competitiveness across various
natural language generation (NLG) tasks, assessing
the capabilities of LLMs has become an exceed-
ingly challenging endeavor. To address this issue,
Zheng et al. (2023) pioneered the creation of a chat-
bot arena, enabling users to provide pairwise eval-
uations of responses generated by two randomly
selected LLMs. Based on these evaluations, they
established an LLM Elo rating leaderboard. In a
similar vein, Cabrera and Neubig (2023) conducted
an evaluation study on a customer service dataset,
leveraging automated metrics such as BERTScore
and ChrF. This approach yielded similar LLM rank-
ing results. Not content with relying solely on hu-
man evaluation, (Yidong et al., 2023) developed
a fine-tuned model called PandaLM to compare
responses generated by different LLMs. Impres-
sively, this model achieved a accuracy of 94% when
compared against ChatGPT-based comparisons.

Pairwise ranking Pairwise ranking, known for
its long-standing effectiveness, has demonstrated
exceptional performance across a wide array of
NLP tasks (Jamieson and Nowak, 2011). No-
tably, Ranknet (Burges et al., 2005) and Lamb-
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daRank (Burges, 2010) have emerged as pow-
erful techniques for various ranking problems.
Furthermore, within the renowned RLHF proce-
dure(Ouyang et al., 2022), these methods incorpo-
rate pairwise training of their reward model based
on OPT. However, these approaches still compute
scores individually and solely undergo pairwise
training at the loss level. In contrast, our proposed
PAIRRERANKER not only employs pairwise train-
ing but also utilizes the attention mechanism for
pairwise inference during the inference stage. We
posit that this approach better captures the sub-
tleties between candidates and yields superior re-
sults, as demonstrated in Section 5.2.

Ensemble learning Ensemble learning is a
widely employed technique to enhance a model’s
capabilities by leveraging multiple weaker mod-
els (Sagi and Rokach, 2018; Anioł and Pietroń,
2019; Wang et al., 2016). Typically, ensembling is
performed either by considering model weights or
by combining diverse outputs. Recently, Izacard
and Grave (2021) introduced a novel framework
named Fusion-in-Decoder (FiD) to improve the
quality of question answering by fusing retrieved
text. Building upon FiD, Ravaut et al. (2022b)
further investigated the effectiveness of fusion in
the context of text summarization. However, they
neglected to incorporate a selection process prior
to feeding the candidates into the fuser, resulting
in only moderate improvements. In contrast, our
proposed approach, referred to as LLM-BLENDER,
initially utilizes the PAIRRANKER algorithm to fil-
ter out candidates of poor quality. Subsequently,
fusion is performed exclusively on the top-ranked
candidates, leading to superior performance.

7 Conclusion & Future Directions

In this paper, we formulated the motivation to
exploit the diverse strengths and weaknesses of
open-source large language models (LLMs), aim-
ing to create an ensembling framework that lever-
ages their complementary capabilities to generate
consistently superior results on various instruction-
following tasks. By dynamically ensembling
LLMs, we aimed to reduce biases, errors, and un-
certainties in individual models, yielding outputs
better aligned with human feedback.

Our major contributions are as follows:

• A new framework: LLM-BLENDER is a
post-hoc ensemble learning method for rank-

ing and fusing the outputs from multiple
LLMs. It is composed of two modules:
PAIRRANKER and GENFUSER, and both are
straightforward yet effective.

• A new dataset: MixInstruct is a
benchmark dataset, created for training and
evaluating LLM ensembling methods on
instruction-following tasks.

• Promising results: We show that our method
can significantly improve the overall results
on various metrics, and our findings indicates
that this direction is promising for both re-
search community and practitioners.

• Toolkit: By open-sourcing our framework,
we aim to make it easier for others to lever-
age our approach, enabling the development
of more advanced AI systems that achieve
robustness, generalization, and enhanced ac-
curacy in a wide variety of tasks.

Future directions. Potential future directions in-
clude extending the LLM-BLENDER framework to
more types of models or even non-text modalities,
developing more sophisticated ranking and fusion
techniques, and investigating the transferability of
our ensembling approach to other domains and
tasks. Additionally, exploring ways to minimize
computational overhead and incorporating active
learning strategies for rapid adaptation to new spe-
cialized domains and data sources represent fruit-
ful areas for further research. Overall, our work
underscores the value of combining the unique con-
tributions of multiple models.

*Limitations

Efficiency. To get the optimal performance from
PAIRRANKER, one may need to call the model
O(n2) times for getting the full matrix, thus result-
ing in a much less efficient solution. We attempted
to resolve this limitation by proposing to use mul-
tiple rounds of bubble sort methods to reduce the
number of inferences needed, and we find it works
pretty well. We also want to argue that although
the number of inferences can be large for obtaining
the best performance with PAIRRANKER, those in-
ferences can be executed in parallel because they
are totally independent.

Human evaluation. We agree that automatic
metrics have limitations. Human evaluation could
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provide us with more reliable and comprehensive
evaluation results. However, due to the number
of models as well as the amounts of generation
candidates, we cannot afford large-scale human
evaluation. We argue that our use of ChatGPT for
evaluation is a good alternative, according to recent
studies. Also, we would like to highlight that we
show the ground truths when using ChatGPT to do
pairwise comparisions, which is quite informative
than the common practice.

*Ethical Statement

This work fully complies with the ACL Ethics Pol-
icy. We declare that there are no ethical issues in
this paper, to the best of our knowledge.
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