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Abstract

Reasoning about time is of fundamental impor-
tance. Many facts are time-dependent. For ex-
ample, athletes change teams from time to time,
and different government officials are elected
periodically. Previous time-dependent question
answering (QA) datasets tend to be biased in
either their coverage of time spans or question
types. In this paper, we introduce a comprehen-
sive probing dataset TEMPREASON to evaluate
the temporal reasoning capability of large lan-
guage models. Our dataset includes questions
of three temporal reasoning levels. In addition,
we also propose a novel learning framework
to improve the temporal reasoning capability
of large language models, based on temporal
span extraction and time-sensitive reinforce-
ment learning. We conducted experiments in
closed book QA, open book QA, and reasoning
QA settings and demonstrated the effectiveness
of our approach1.

1 Introduction

In recent years, large language models (LLMs)
have achieved significant success in many natural
language processing (NLP) tasks, such as natural
language understanding (NLU) (Fei et al., 2023),
information extraction (IE) (Ding et al., 2023), and
question answering (QA) (Ye et al., 2023; Zhao
et al., 2023). Many facts and answers are dependent
on their related time scopes, such as ‘What soccer
club was Lionel Messi playing for?’. Chia et al.
(2022) has pointed out around 48% of the qualifiers
in the widely-used knowledge base Wikidata (Vran-
dečić and Krötzsch, 2014) are time-related. That
is, a significant number of the knowledge triples
in the Wikidata KB have their expiry dates. Cor-
rect understanding of temporal concepts is crucial
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for language models to be successful in real-world
applications. To examine the temporal reasoning
capabilities of LLMs, the Time-Sensitive Question
Answering (TSQA) task has been proposed and sev-
eral evaluation datasets were published for research
purposes. The Time-sensitive QA dataset (Chen
et al., 2021) and the TEMPLAMA dataset (Dhin-
gra et al., 2022) were constructed based on the
Wikidata temporal KB. StreamingQA (Liska et al.,
2022) was constructed by news article collections
in English WMT challenges from 2007 to 2020.
One consensus of prior work is that time-sensitive
QA is a challenging task and its performance is still
far below human performance. However, they did
not provide a systematic analysis of LM’s tempo-
ral reasoning capability. In this paper, we aim to
systematically analyze such capability and identify
the strengths and weaknesses of LMs on temporal
reasoning.

As shown in Figure 1, humans’ understanding
of temporal reasoning could be broken down into
three levels: time-time (L1) relation, time-event
(L2) relation, and event-event (L3) relation. For the
understanding of time-time relations, humans can
easily determine the relation between two times-
tamps t1 and t2 on the time axis. For example,
when humans are asked ‘What is the year after
2020?’, they are able to answer this question with-
out any external information. This level of temporal
understanding could be regarded as a set of logic
rules and is highly generalizable across different
times, while this type of reasoning was overlooked
in prior TSQA research (Ning et al., 2020; Chen
et al., 2021; Dhingra et al., 2022). For time-event
relations, the reasoning process requires grounding
events to their specific time ranges. In this paper,
the concept of events includes time-dependent facts.
Humans either memorize a large number of time-
event pairs or need to rely on relevant contexts
to deduce such relations. An example question is
‘What soccer club was Lionel Messi playing for in
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Level - 1
Time-Time Relation

Abstractive concept, can be 
viewed as a set of logic rules.
Once human understands the 
concepts, it is easily 
generalizable.

Example Question:
What is the year after 2010?
Target:
2011

Level - 2
Time-Event Relation

Knowledge-intensive concept, 
where human will also need to 
memorize such relations, or 
leverage external context to 
deduce such relations.

Example Question:
What team did Leo Messi play for 
in 2010?
Target:
Barcelona

Level - 3
Event-Event Relation

Requires combination of 
memorization, deduction and 
understanding. 

Example Question:
What team did Leo Messi play for 
after Barcelona?
Target:
Paris Saint-Germain

Figure 1: Illustration of three levels of understanding towards time.

Dec 2010?’, where a time is specified in the ques-
tion, and the answer changes based on the given
time. If this question is posed to a person who
is unfamiliar with sports, this person also needs
external information to provide the answer. An-
swering this type of questions requires information
retrieval and temporal grounding. For event-event
relations, there are multiple reasoning paths to de-
termine such relations. One possible path is to
first identify the timestamps of different events and
perform time-time reasoning. Another path is to
search for the textual cues of relative relation, such
as ‘before’, ‘after’, ‘during’, and ‘simultaneous’.

We first conducted a simple preliminary exper-
iment for probing LLM’s L1 temporal reasoning
capability. We found that not only do LMs perform
poorly on the time-time relation task, but they are
also heavily biased in favor of contemporary years
(2000 - 2020). This may be due to the imbalanced
term frequencies in the pre-training corpora. Most
LLMs (such as BERT, GPT, and T5) are pre-trained
on raw texts from a snapshot at a specific times-
tamp, typically around 2018 to 2020. Therefore,
the time expression vocabulary is highly dependent
on term frequencies in the pre-training corpora.
Typically, year tokens that occur frequently will
have a smaller index in the vocabulary and the un-
common years generally have larger indices or will
be split into subtokens. Take the T5 tokenizer as
an example, the year ‘2014’ is tokenized as ‘2014’,
however, the year ‘2021’ is tokenized as ‘20’ and
‘21’. This means that language models only learn
the co-occurrences of time expressions and their
context.

Given such findings, we found that the recently
proposed TSQA TEMPLAMA dataset has several
main drawbacks. Firstly, the time span of the
dataset is only from 2010 to 2020, which is a highly

biased distribution in favor of LM. Secondly, it only
focused on the questions of time-event relations. To
overcome these shortcomings, we created a more
comprehensive TSQA benchmark TEMPREASON,
which spans a longer time range and all three types
of temporal understanding. We conducted compre-
hensive experiments in closed book QA, open book
QA, and reasoning QA settings. We found that the
temporal reasoning capabilities of LLMs are highly
variable with respect to the reference time in the
question. LLMs perform well on the contemporary
years and poorly on low-resource years.

Moreover, we proposed a novel temporal learn-
ing framework based on temporal span extraction
and time-sensitive reinforcement learning. Our pro-
posed framework encourages LMs to generate tem-
porally correct answers while penalizing predic-
tions that do not satisfy the temporal constraints.
Experimental results showed that our proposed
benchmark TEMPREASON provides a more com-
prehensive evaluation for LM’s temporal reasoning
capability and our model consistently outperforms
strong baselines.

Ref. Year Question Target
2011 What is the year x years before 2011? 2011 - x
2010 What is the year before 2010? 2009
1949 What is the year x years after 1949? 1949 + x
1905 What is the year after 1905? 1906

Table 1: Templates used for year prediction (yearly
level). The reference year and interval x are randomly
generated, where the reference year is within a specified
time range and x ≤ 10. All the answers to this question
are numeric representations of years.

2 Preliminaries

We aim to examine the capability of LMs for simple
year prediction. We first design a set of question
templates that reflects the basic concepts of tempo-
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ral prediction, as shown in Table 1. Questions of
these kinds can be easily answered by humans and
this understanding is highly generalizable across
the years, and all the expected answers are years
in numeric form. In order to have a more com-
prehensive understanding of temporal expressions,
we divide 1900 to 2040 into seven 20-year time
periods. Then, we randomly generate 400 ques-
tions for each 20-year time period. We then use
three language models to make predictions on such
questions. The first LM is T5-large model fine-
tuned on the Natural Question dataset (T5-L-NQ,
Kwiatkowski et al., 2019). This QA dataset is one
of the largest open domain QA datasets. Roberts
et al. (2020) has demonstrated that language mod-
els fine-tuned on such data can achieve compet-
itive performance on the open domain QA task.
The second LM is FLAN-T5-Large (Wei et al.,
2022) model. This model is instruction-tuned on
data of more than 60 NLP tasks. The fine-tuned
model demonstrated competitive zero-shot reason-
ing capability, and achieved strong performance on
many natural language understanding and genera-
tion tasks. The third model is the popular ChatGPT
(Ouyang et al., 2022) model. To ensure that the pre-
dictions are consistent, we used the gpt-3.5-0301
version of ChatGPT. We aim to evaluate the tem-
poral reasoning capability of the three language
models. We evaluate the answers using the follow-
ing three metrics: (1) exact match (EM), which is
a standard metric for QA. Besides, since the ex-
pected answers are numeric, we also evaluate the
answers by (2) mean absolute error (MAE) and
(3) trend accuracy (Trend Acc). Trend accuracy is
calculated by whether the predicted year is before
or after the reference year. If the trend is correct,
the prediction is deemed to be correct.

The experimental results on year prediction are
shown in Table 2. We report the scores of T5-L-
NQ on the left, FLAN-T5-L in the middle, and
ChatGPT on the right. From these experiments, we
have several interesting observations: (1) The Chat-
GPT model is able to solve this problem with high
accuracy (99.6 overall EM). However, it still made
a few mistakes in the 1900-1940 time period. (2)
The first two LMs (T5-L-NQ and FLAN-T5-L) are
biased towards contemporary time ranges. We
can clearly see that the EM scores between 2000
to 2020 are significantly higher than the rest of the
time ranges. This could be the result of the higher
term frequencies of the contemporary year tokens

Time Range EM (↑) MAE (↓) Trend Acc (↑)
1900-1920 17.5/6.8/99.5 28.0/7.4/0.0 99.5/96.8/100
1920-1940 31.5/1.8/98.9 16.4/11.9/0.1 94.5/94.5/100
1940-1960 17.5/3.3/100 7.7/9.2/0.0 100/91.0/100
1960-1980 22.5/3.5/100 17.1/7.5/0.0 94.0/92.0/100
1980-2000 23.0/10.0/100 7.9/6.9/0.0 98.5/100/100
2000-2020 47.5/20.0/100 51.2/2.3/0.0 97.0/100/100
2020-2040 23.5/11.3/100 15.7/8.9/0.0 84.5/83.8/100
Average 26.1/8.1/99.6 20.6/7.7/0.0 95.4/94.0/100

Table 2: Evaluation results of T5-L-NQ2 (Raffel et al.,
2020) (left), FLAN-T5-large3 (Wei et al., 2022) (mid-
dle), and ChatGPT (right) models on the year prediction
task across different time ranges. Bold scores refer to
the best performance of each model in each column.

in the pre-training corpora. Since many large LMs
are trained and released after 2018, the pre-training
corpora may contain more year expressions that are
closer to that date. In contrast, the first two LMs
perform significantly worse in the past (1900-2000)
and the future (2020-2040) years. (3) The first two
LMs lack numeric reasoning ability with respect
to time. The answers provided by these LMs for the
time prediction questions are in numeric form, indi-
cating that the LMs understand what the questions
are asking. However, the EM scores are all around
the 20-30 range, except for T5-L-NQ in the 2000-
2020 time range. This indicates that LMs have poor
estimation of temporal concepts. Besides, we find
that the FLAN-T5-L model has significantly lower
EM scores compared to T5-L-NQ, but achieves
lower MAE estimations across most of the time
ranges. This indicates that instruction tuning im-
plemented in FLAN has implicitly improved the
numeric reasoning capability of T5. (4) On the
other hand, All LMs are good at catching (be-
fore/after) trends, indicating that at least the LMs
understand the concepts of before/after well. We
can see that all LMs achieve over 90% performance
across time ranges before 2020. However, for the
first two LMs, this capability is not able to general-
ize to the future, as the performance in 2020-2040
is significantly worse than in other time periods.

3 Comprehensive Benchmark for
Temporal Reasoning

3.1 TEMPREASON Dataset

Based on the findings of the previous section, we
found that the recently proposed TEMPLAMA
TSQA dataset (Dhingra et al., 2022) has several

2https://huggingface.co/google/
t5-large-ssm-nq

3https://huggingface.co/google/flan-t5-large
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Train Dev Test
Time Range 1014-2022 634-2023 998-2023
L1-Questions 400,000 4,000 4,000
L2-Questions 16,017 5,521 5,397
L3-Questions 13,014 4,437 4,426
Subjects 3,000 1,000 1,000
Facts 16,017 5,521 5,397
Facts/subjects 5.3 5.5 5.4

Table 3: Dataset statistics of TEMPREASON.

major limitations. Firstly, it only contains ques-
tions from 2010 to 2020, which are highly in fa-
vor of LM’s temporal reasoning biases. Secondly,
the TEMPLAMA dataset is heavily biased towards
long-duration facts, as 70.69% of the questions of
TEMPLAMA have the most frequent answer for
a given subject. That is, the TEMPLAMA dataset
may encourage models to learn shortcuts to mem-
orize the most frequent answers instead of learn-
ing temporal reasoning capability. If the research
on time-sensitive question answering only focuses
on adaptation to a short period of time, the main-
tenance and continual adaptation shall be highly
expensive. As shown in the previous section, lan-
guage models perform poorly on past and future
time spans. If the language model is not able to
understand the changes from the past to the present,
it is highly difficult for this model to understand the
evolution from the present to the future. In order to
probe the temporal reasoning ability in a more sys-
tematic manner, we constructed a new comprehen-
sive dataset TEMPREASON. For the L1 time-time
relation reasoning, we extend the year prediction
task to month prediction, since year prediction can
be enumerated by several thousands of examples
and LMs may simply memorize such examples.
Specifically, we randomly pick a reference time t
within a specific time range and then synthesize
questions with respect to that time. The questions
have the form of ‘What is the date x years and y
months before/after t?’. In this way, we can ran-
domly generate L1 questions and answers within
the time period. To avoid data leakage, we make
sure each generated question is unique. We then
randomly split the questions to train, dev, and test
sets. To evaluate the generalizability of L1 tempo-
ral reasoning, we also create a future test set from
2022 to 2040.

For L2 and L3 reasoning, similar to Dhingra
et al. (2022) and Chen et al. (2021), we also lever-
age the Wikidata KB as the knowledge source. We
first preprocess the 20 Nov 2022 dump of the Wiki-

data (Vrandečić and Krötzsch, 2014) knowledge
base (KB) to extract all time-dependent facts. We
then keep the facts of 10 time-sensitive relations
mentioned in the TEMPLAMA dataset. We pro-
cess the knowledge triples and qualifiers into quin-
tuplet format, (s, r, o, ts, te), where s is the sub-
ject, r is the relation, o is the object, ts and te
are the start time and end time of this fact. We
group all the temporal facts by s and r. In this
way, facts in the same group are all relevant to
the subject s. The group of facts can be denoted
as S = {(s, r, oi, tsi , tei)|i ∈ 1...N} and they are
sorted chronologically, where N is the number of
facts within a group. Since we mainly want to fo-
cus on questions whose answers change with time,
we only keep the groups that contain three or more
temporal facts. In this way, we make sure that each
group has at least three time-dependent answers.
Moreover, since the Wikidata KB is highly class-
imbalanced, we only keep a maximum of 2,000 sub-
jects for each relation type. We then create cloze-
style questions based on time-dependent facts. For
the time-event (L2) type of questions, we randomly
select a time tr between ts and te, and we then cre-
ate a question with the query (s, r, ?, tr) and a set
of manually-defined question templates. The tem-
plates can be found in Table 13 in Appendx A. For
the event-event (L3) type of questions, we first iden-
tify the ‘before/after’ relation pairs within group
S (we only keep the 1-hop pairs). We then cre-
ate the event-event question for each ‘before/after’
pair using similar templates of the L2 questions
(Table 13). The statistics of our TEMPREASON

dataset can be found in Table 3. We also compared
our datasets with prior works in Appendix C

3.2 Problem Settings

The time-sensitive question answering (TSQA)
task is formally defined as follows: given an input
question and its corresponding time (Figure 2), the
model is asked to output the answer of this question,
and the answers are evaluated by token-level F1 and
exact match (EM) scores. Intuitively, the difficulty
of the TSQA task is highly dependent on the con-
text provided for each question. The challenges of
the TSQA task can be broken down into three lev-
els: (1) Answer Retrieval. The first challenge of
TSQA is finding the possible answers, which is the
same challenge as normal open-domain question
answering. For questions in TEMPREASON, each
question may have 5.3 to 5.5 possible answers (Ta-
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Example Questions:
L1 Question: What is the time 4 years and 
5 months after May 2010?
Answer: Oct 2014
L2 Question: What team did Leo Messi 
play for in May 2020?
Answer: FC Barcelona
L3 Question: What team did Leo Messi 
play for after FC Barcelona?
Answer: Paris Saint-Germain

Wikipedia Page:

Lionel Andrés Messi also known as Leo 
Messi, is an Argentine professional footballer 
who plays as a forward for Ligue 1 club Paris 
Saint-Germain and captains the Argentina 
national team. Widely regarded as one of the 
greatest players of all time, Messi has won a 
record seven Ballon d'Or awards, a record six 
European Golden Shoes, and in 2020 was 
named to the Ballon d'Or Dream Team…

Structured Facts:

Lionel Messi plays for:
Newell's Old Boys from 1995 to 2000.
FC Barcelona C from 2003 to 2004
FC Barcelona Atlètic from 2004 to 2005 
FC Barcelona from 2005 to 2021
Paris Saint-Germain  from 2021 till now 

Subject: Lionel Messi    Relation: P54 Member of Sports Team

1995 2000 2003 2005

2004

2021

Figure 2: Sample TEMPREASON questions and contexts. For humans, the L1 question can be answered without any
context provided, whereas for L2 and L3 questions, humans will need to ground the events to timestamps and then
perform temporal reasoning.

ble 3). (2) Time Grounding. The second challenge
of TSQA is temporal grounding. That is, this sub-
task is to find the start time and end time of each
possible answer. (3) Temporal Reasoning. The
last challenge is finding the correct answer among
the possible candidates based on the specified time
constraints.

To thoroughly examine the temporal reasoning
capability of large language models in different
aspects, we propose to tackle TSQA in three differ-
ent context settings: (1) closed book QA, (2) open
book QA, and (3) reasoning QA. We describe the
three problem settings as follows.
Closed Book Question Answering (CBQA).
CBQA is a common task formulation in time-
sensitive QA research (Dhingra et al., 2022; Liska
et al., 2022). In this setting, only the question is
prompted to the language model, which is then
asked to output the answer without access to any
natural language text. In Figure 2, the example
question is asking about the soccer athlete Lionel
Messi. The most difficult part of this question is the
memorization of Lionel Messi’s experiences, since
people who are not sports fans may not be able to
answer such questions easily.
Open Book Question Answering (OBQA). The
OBQA formalization is a more realistic problem
setting, where external context in the form of natu-
ral language text is provided to help LMs to answer
the questions. As shown in middle of Figure 2, we
use the Wikipedia page of the subject entity as part
of the prompt to the language model, together with
the question.
Reasoning QA. In this setting, all the rele-
vant temporal facts within the group S =
{(s, r, oi, tsi , tei)|i ∈ 1...N} are provided in struc-
tured form as part of the prompt (right of Figure 2).
This is a simplified version of OBQA since all pos-

sible answers and their time ranges are provided
in the context. To avoid the models learning short-
cuts, the provided facts are re-ordered randomly.
Essentially, this setting resembles human tempo-
ral reasoning. The language models are required
to deduce answers based on the time ranges of all
possible answers. Human is able to deduce the an-
swer by locating the query time within the group.
Intuitively, human-level performance in this setting
can be regarded as 100%.

4 Improving Temporal Reasoning

In order to improve the temporal reasoning capa-
bilities, we propose a temporal training framework
for sequence-to-sequence language models. Firstly,
we pre-train the language model with a temporal
span extraction task to encourage the model to pay
more attention to the temporal and entity spans. We
then fine-tune the model on task-specific data in
TEMPREASON. Finally, we further fine-tune the
language model by time-sensitive reinforcement
learning with our novel reward function.
Temporal Span Extraction Pre-Training (TSE)
Conventional language model pre-training ran-
domly masks texts and reconstructs the original sen-
tence. However, the relative importance of tokens
and spans differs. Guu et al. (2020) first introduced
salient span masking, i.e, reconstructing masked
named entities, as an intermediate pre-training tech-
nique for language models. This approach has
shown positive effects on the QA task. In order
for the language model to capture more knowledge
on time-related spans, we first pre-train on 100K
Wikipedia articles with a temporal and entity span
extraction task. Specifically, we use the Spacy NER
tagger to extract the temporal and entity spans in
100K Wikipedia articles. The NER tagger is trained
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on the Ontonotes 5.0 corpus (Weischedel et al.,
2013). We randomly mask 50% of the entities and
temporal spans for a given paragraph and treat this
paragraph as the input of T5 models. In this way,
the model pays more attention to the contexts that
are relevant to temporal shifts. Then the pre-trained
language model will be used for fine-tuning with
TEMPREASON question-answer pairs in different
settings.
Supervised Fine-Tuning (SFT) The TSE pre-
trained language model with parameters θ will then
be fine-tuned on the task data in each setting. The
input prompt to the LM is the concatenation of
question q and context c, and the objective of SFT
is to maximize the probability of P (a|q, c), where
a is the correct answer.

L2 Question: What team did Leo Messi play 
for in May 2020?
Answer: FC Barcelona

Structured Facts:
Lionel Messi plays for:
Newell's Old Boys from 1995 to 2000.
FC Barcelona C from 2003 to 2004
FC Barcelona Atlètic from 2004 to 2005 
FC Barcelona from 2005 to 2021
Paris Saint-Germain  from 2021 till now 

Figure 3: An example of time-sensitive reinforcement
learning (TSRL). The ground truth is highlighted in
green color and the negative answers are highlighted in
yellow color.

Time-Sensitive Reinforcement Learning (TSRL)
One of the key challenges of temporal reasoning
is that there are multiple possible answers for one
subject. For a given fact x = (s, r, oj , tsj , tej ),
we have the facts in the same group SN =
{(s, r, oi, tsi , tei)|i ∈ 1...N, i ̸= j}. These facts
have the same subject and relation as the given
fact, but are in other time periods. Therefore, for a
question related to the fact x, we are able to collect
the negative answers N = {oi|i ∈ 1...N, i ̸= j}
within the same group as the negative sample set
for TSQA. An example of such negative examples
is shown in Figure 3. For a given question related
to fact x, we want to maximize the probability of
the correct answer oj while penalizing the model
when it outputs temporally wrong answers. The
correct answers and negative answers were used
for our reward function. We first calculate the posi-
tive score p(x) of the model prediction θ(x) with
respect to the ground truth:

p(x) = F (θ(x), oj) (1)

where F refers to the scoring function for reward
computation. Specifically, we used the EM scor-
ing function as F . We then calculate the negative
score n(x) by:

n(x) = max{F (θ(x), oi)|i ̸= j} (2)

The negative score will be 1 if the model prediction
returns a temporally wrong answer. Finally, the
reward function for TSRL is calculated as:

R(x) =

{
p(x) p(x) ≥ n(x)

−n(x) n(x) > p(x)
(3)

The reward function is designed to give positive
rewards for predictions that match the ground truth
and negative rewards for predictions that match
the answers in the negative answer set N . We
then optimize the fine-tuned language model by
the Proximal Policy Optimization (Schulman et al.,
2017) algorithm. We denote our final model as
TempT5.

5 Experiments

5.1 Experimental Settings

We conduct experiments in each proposed setting
in Section 3.2. The compared baselines are: FLAN-
T5-Large (Wei et al., 2022). This model is fine-
tuned on data from over 60 NLP tasks and the
authors showed that large-scale instruction tuning
significantly improves the model’s performance on
few-shot reasoning. We evaluate the model’s zero-
shot performance on temporal reasoning. Chat-
GPT (Ouyang et al., 2022). This model is initial-
ized by GPT-3 and further trained to follow human
instructions. We used the gpt-3.5-0301 version of
ChatGPT for more consistent evaluation. Since this
model is not open source and not free, we only ex-
amined its performance on 200 examples for each
setting. T5-SFT (Raffel et al., 2020). This baseline
is based on supervised fine-tuning of the conven-
tional T5 models. We use the T5-base model in our
experiments and we fine-tune this model on each
setting of TEMPREASON (Section 3.2).

5.2 Experimental Results

In Table 4, we show the experimental results on the
test sets of TEMPREASON. We then analyze the
performance by each level of temporal understand-
ing.
L1 Understanding. For L1 temporal understand-
ing, the performance of FLAN-T5-L and ChatGPT
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FLAN-T5-L ChatGPT T5-SFT TempT5
Question Type Setting EM F1 EM F1 EM F1 EM F1 ∆ F1
L1: Time-Time CBQA 0.0 2.9 30.5 56.7 100 100 100 100 +0.0

L2: Time-Event
CBQA 0.5 9.2 6.5 11.5 1.4 23.2 1.5 23.4 +0.2

ReasonQA 57.3 66.3 47.5 51.0 82.6 87.1 84.8 88.9 +1.8
OBQA 9.4 22.5 8.5 16.1 14.8 35.2 15.4 36.3 +1.1

L3: Event-Event
CBQA 0.4 10.5 12.0 21.8 12.1 25.3 12.3 25.4 +0.1

ReasonQA 36.3 47.5 49.5 52.3 78.2 83.0 81.1 86.1 +3.1
OBQA 8.1 19.2 17.0 25.3 19.7 31.2 21.1 32.4 +1.2

Table 4: Experimental results of each setting in TEMPREASON. ∆ F1 refers to the F1 difference between TempT5
and T5-SFT. The reported results are the average scores of three runs.

TempT5
Time Range EM F1
1000-2022 100 100
2022-2040 94.4 97.1

Table 5: L1 experimental results of TempT5 on in-
domain TEMPREASON test set and the future test set.

significantly deteriorates compared to year predic-
tion (Table 2). ChatGPT is able to achieve 99.6
EM on year prediction, whereas it can only achieve
30.5 EM on month prediction. The fine-tuned mod-
els T5-SFT and TempT5 are able to achieve 100
EM/F1 performance on this task. This showed that
even though the L1 logic rules were not explicitly
encoded in the language models, we can teach the
language model to learn such rules by creating ex-
amples of the rules on a large scale. We further
evaluate the trained L1-TempT5 model on an out-
of-domain futuristic test set (Table 5). The ques-
tions of the futuristic test set have reference times
from 2022 to 2040, which are disjoint from the
time period of TEMPREASON. The TempT5 model
performs decently on the future test set, achieving
97.1 F1 score. However, this performance is still
below the in-domain performance.
L2 Understanding. The time-event relation is
the main question type of previous TSQA datasets.
When we compare the performance of the three set-
tings of L2 performance, we can see the problem
setting plays a significant role. For all three models,
the performance of CBQA is the lowest among the
three settings. This shows that it is highly difficult
for the LMs to answer temporal questions with-
out any context. Meanwhile, ReasonQA has a sig-
nificantly better performance compared to OBQA
and CBQA. This shows that the language models
are able to perform temporal reasoning when the
relevant facts were provided. That is, once the
possible answers and the related timestamps are re-
trieved, fine-tuned language models (TempT5 and

Question Type EM F1

L2: CBQA
P39 1.6 21.1
Others 1.3 19.9

L3: CBQA
P39 51.4 68.2
Others 0.6 12.1

Table 6: Comparison of L2 and L3 performance of
TempT5 in the CBQA setting.

T5-SFT) can perform temporal reasoning relatively
well. It is worth noting that the ChatGPT model
has the worst performance in the L2 ReasonQA set-
ting while its performance is exceptionally high
in the preliminary year prediction experiments.
This phenomenon shows that temporal understand-
ing at different levels may not be easily transfer-
able. Last but not least, our proposed TempT5
model achieves significant performance gains over
T5-SFT in OBQA and ReasonQA, which is the
strongest baseline in our experiments.
L3 Understanding. Similar to L2 understand-
ing, all models perform the best in ReasonQA, fol-
lowed by OBQA and have the worst performance
in CBQA. Besides, compared to L2 questions, most
models have significantly worse performance on
the L3 questions in the ReasonQA setting (except
for ChatGPT), showing that L3 temporal reasoning
is more challenging than L2. For the FLAN-T5-
L model, the performance deterioration from L2
to L3 is 18.8 F1 (L2: 66.3 vs L3: 47.5), whereas
the performance gaps of T5-SFT and TempT5 are
much lower. It is worth noting that for the T5-
SFT model, the exact match scores of L3 questions
are significantly higher than those of L2 in the
CBQA (L2:1.4 vs L3:12.1) and OBQA (L2:14.8
vs L3:19.7) setting (same for TempT5). We found
that this counter-intuitive result is due to a rea-
soning shortcut of a specific question type ‘P39
position held’ (Table 13). We further analyze the
CBQA performance by question type in Table 6.
For questions other than ‘P39’, L3 performance is
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ReasonQA OBQA
Metric EM F1 EM F1
TempT5 84.8 88.9 15.4 36.3
–TSE 84.0 88.0 14.8 35.5
–TSRL 83.4 87.7 15.0 35.8

Table 7: Ablation analysis of TempT5 based on L2
questions.

FLAN-T5-L ChatGPT TempT5
Time Range % Train F1 F1 F1
before 1900 8.4 69.5 77.8 85.6
1900-1920 4.1 67.9 78.7 87.5
1920-1940 6.6 65.3 43.8 87.6
1940-1960 7.5 71.9 47.9 88.7
1960-1980 11.0 68.0 43.8 90.5
1980-2000 18.3 65.6 43.9 89.6
2000-2020 37.8 66.1 49.1 89.8
2020-2040 6.3 68.5 72.7 82.6

Overall 100 67.1 51.0 88.9

Table 8: Performance breakdown of different models
in L2 ReasonQA across different time periods. We can
see that ChatGPT has the worst performance among
the three models and its performance is highly variable
across different time periods.

significantly worse than L2 (L3: 12.1 F1 vs L2:
19.9 F1). However, the performance of L3 CBQA
on ‘P39’ questions is much higher than the other
questions. This is because there are reasoning short-
cuts for ‘P39 position held’ questions from entity
names. For example, for the question ‘Which posi-
tion did Nicholas Budgen hold before Member of
the 46th Parliament of the United Kingdom?’, the
reasoning shortcut is to simply change the ‘46th’
to ‘45th’. This shows that L3 temporal reasoning
can be achieved via different reasoning paths.

5.3 Ablation Study
In Table 7, we showed the ablation study of
TempT5 based on the L2 questions in the OBQA
and ReasonQA settings. We can see that TSE and
TSRL have different effects in the two settings.
Removing TSRL has a heavier impact on the Rea-
sonQA setting, leading to a 1.2 F1 drop. On the
other hand, TSE pre-training is more important
in the OBQA setting and removing the TSE pre-
training leads to a performance drop of 0.8 F1.

5.4 Further Analysis
In this section, we examine the model biases in
TEMPREASON. We first analyze the L2 reasoning
performance across different years in a similar man-
ner as Section 2. The performance breakdown can
be found in Table 8. We can see that for the FLAN-
T5-L model and ChatGPT model, the L2 reasoning

Question Type EM F1

L2: ReasonQA
Intra-year 80.5 86.3
Inter-year 86.9 90.3

Table 9: Performance of TempT5 in L2 ReasonQA by
question type. The intra-year question type refers to
questions that have multiple possible answers within
one year. In contrast, the inter-year question type only
has one possible answer in that specific year.

Example 1 Error Type: Intra Year Error
Error Cause: Lack of monthly-level understanding.
Question: Which position did Hirofumi Yoshimura hold in Jul
2019?
Context: Hirofumi Yoshimura holds the position of:
Governor of Osaka Prefecture from Apr 2019 to Dec 2022.
Member of the House of Representatives of Japan from Dec 2014
to Oct 2015.
Mayor of Osaka from Dec 2015 to Mar 2019.

Prediction: Mayor of Osaka
Ground Truth: Governor of Osaka Prefecture

Table 10: An example of intra-year error of TempT5 in
L2 ReasonQA.

performance fluctuates across different time peri-
ods. FLAN-T5-L not only has higher performance
but also lower variability across the different time
periods. On the other hand, from the performance
breakdown of our proposed TempT5, we can see
that the temporal biases shown in the year predic-
tion experiments (Table 2) were alleviated. The
F1 scores from 1940 to 2020 were similar. How-
ever, the F1 scores before 1900 and after 2020 are
still significantly worse than the other time periods.
This performance degradation is largely due to the
lack of training data in those time periods.

The other major source of errors comes from the
intra-year question type. The intra-year question
type refers to questions that have multiple possible
answers within one year. Therefore, it requires rea-
soning at the month level. As shown in Table 9, the
performance on intra-year questions is significantly
worse than the performance on inter-year questions,
especially for the difference in the EM score (6.4,
86.9 vs. 80.5). In Table 10, we show an example
of an intra-year reasoning error. We can see that
the model fails to capture the intra-year position
change of the subject.

6 Related Work

Temporal Information Extraction Early efforts
on temporal NLP research primarily focus on event
temporal information extraction. Pustejovsky et al.
(2003) constructed the TimeBank corpus, which is
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a temporally annotated corpus that annotates events,
times, and temporal relations (such as before/after).
The TIE task asks models to extract the events
within a piece of text and to identify the temporal
relations between event pairs. The TempEval (Ver-
hagen et al., 2010; Bethard et al., 2016) challenge
is a popular TIE challenge with a similar annota-
tion scheme as TimeBank. However, it is costly to
exhaustively annotate the temporal relations among
all events. Cassidy et al. (2014) proposed a dense
annotation scheme and constructed the TimeBank-
Dense dataset, which has more complete annota-
tion compared to TimeBank. Han et al. (2019)
proposed a joint framework to extract events and
time in an end-to-end manner. Rajaby Faghihi and
Kordjamshidi (2021) proposed the Time-stamped
Language Model to understand the flow of events.
However, prior works in this field focused on ex-
tracting events and temporal relations within one
piece of document. The models trained on this task
cannot perform global event-to-time grounding.

Temporal Reasoning over KGs The Temporal
Knowledge Graph Completion (TKGC) field stud-
ies temporal reasoning in knowledge graphs. This
task aims to rank all entities in a knowledge graph
given a temporal query. Many works in this field
(TTransE, Jiang et al., 2016; TTransH, Dasgupta
et al., 2018; TNTComplEx, Lacroix et al., 2020)
were proposed as extensions to prior knowledge
completion techniques, such as TransE (Bordes
et al., 2013), TransH (Wang et al., 2014), and Com-
plEx (Kipf and Welling, 2017). With a similar con-
cept as TKGC, several question answering datasets
are proposed based on temporal knowledge graphs,
such as TEQUILA (Jia et al., 2018b), TimeQues-
tions (Jia et al., 2021), and CronQuesions (Saxena
et al., 2021). These datasets include more complex
questions in a natural language format, and the task
setting is also asking models to rank all the enti-
ties of a given knowledge graph. Mavromatis et al.
(2022) proposed a joint model that unifies temporal
KG embeddings and pre-trained language models
for this task. Shang et al. (2022) proposed a con-
trastive approach to improve the QA performance
for temporal KGs. Temporal reasoning in KGs is
closely related to our problem of interest. How-
ever, the major difference is that KGQA presumes
all the entities are known to the system and the
task is to rank all the possible entities that satisfy
the queries. In contrast, our task aims to answer
temporal questions based on natural text input only.

Temporal Reasoning for LMs Large language
models (Devlin et al., 2019; Raffel et al., 2020;
Liu et al., 2019) have demonstrated good perfor-
mance on the question answering task (Rajpurkar
et al., 2016; Kwiatkowski et al., 2019). In re-
cent years, several contemporary time-sensitive QA
datasets were proposed. Zhang and Choi (2021)
proposed the SituatedQA dataset, which contains
plenty of time-dependent question-answer pairs.
The TEMPLAMA dataset (Dhingra et al., 2022)
was proposed to evaluate the CBQA performance
for time-dependent questions from 2010 to 2020.
However, the QA performance of TEMPLAMA
may be overestimated, since it only covers a short
time period and the period is in favor of LM’s tem-
poral bias. Similarly, StreamingQA (Liska et al.,
2022) has a similar disadvantage, since its time
coverage is from 2007 to 2020. The Time-sensitive
QA dataset (Chen et al., 2021) covers a relatively
longer timespan (from 1367 to 2018), but it only
contains questions of time-event relation. The com-
mon drawback of the previously proposed TSQA
datasets is the lack of coverage of temporal reason-
ing levels other than the time-event type of ques-
tions.

7 Conclusions and Future Work

In this paper, we tackled the under-explored tempo-
ral reasoning problem for large language models.
We found that large language models are highly
susceptible to biases of time, and their temporal rea-
soning capability varies depending on the specific
time given in the question. Besides, we proposed
a comprehensive time-sensitive QA dataset TEMP-
REASON to evaluate LMs’ temporal reasoning ca-
pability in diverse settings. Lastly, we proposed a
novel training paradigm to improve language mod-
els’ reasoning capability by temporal span extrac-
tion pre-training and time-sensitive reinforcement
learning. We conducted extensive experiments and
demonstrated that our proposed model consistently
outperformed strong baselines.

8 Limitations

The focus of the TEMPREASON dataset is to exam-
ine language models’ temporal reasoning capabil-
ity. However, the temporal expressions of TEMP-
REASON are only in the form of month in textual
form and year in numeric form. One limitation of
the TEMPREASON benchmark is the lack of adver-
sarial attacks in other temporal formats, such as
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all numeric dates and months. The robustness of
temporal reasoning is also important in real-world
applications. Since the scope of this paper only
focuses on the reasoning aspect, the robustness of
TEMPREASON will be left for future research. Be-
sides, the knowledge triples of TEMPREASON are
from the crowd-sourced Wikidata KB, and these
triples are used to construct the question-answer
pairs in this paper. Hence, it is possible that errors
in the Wikidata KB propagate to the answers in
TEMPREASON. However, such errors have mini-
mal effect in the ReasonQA setting, for this task
only asks the models to infer from factual knowl-
edge in the Wikidata KB.

9 Ethics Statement

In this paper, we created a probing dataset TEMP-
REASON for temporal reasoning evaluation. The
dataset is constructed based on the matching of
Wikidata KB and Wikipedia articles. This approach
is commonly used for distantly supervised data con-
struction. The Wikidata KB is under the public
domain4 and the Wikipedia articles are licensed un-
der the Creative Commons AttributionShareAlike
3.0 Unported License5. Therefore, we are able
to adapt these data to construct our dataset. We
will also release our data under the same license
as Wikidata. The scope of our dataset is purely for
scientific research of language models’ temporal
reasoning capability. However, the contexts from
the Wikipedia articles may contain improper con-
tent. The adoption of such content is not a decision
of the authors, and all content in the dataset does
not reflect the views or stances of the authors of
this paper.
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A Realtime Adaptation of LMs

Besides the experiments on our proposed TEMP-
REASON dataset. We also examined our model in
the RealtimeQA (Kasai et al., 2022) leaderboard.
This leaderboard releases time-sensitive questions
every week based on weekly quizzes from news
websites (such as CNN and CNBC). The Real-
timeQA challenge has two tracks: (1) multiple-
choice questions and (2) generation track. The
generation track of this challenge is the same as
OBQA in this paper. We examined our model along
with the two retrievers provided in the challenge:
(1) Google custom search (GCS), and (2) Dense
Passage Retrieval (DPR, Karpukhin et al., 2020).
We adapt our TempT5 model of L2 ReasonQA on
the question-answer pairs of RealtimeQA before
December 2022. We then evaluate the adapted
model on the questions released on 16th Decem-
ber 20226. Experimental results (Table 12) show
that our model performs competitively even when
adapting to the most up-to-date TSQA challenge.

B Implementation Details

This section describes the implementation details
of our models and baselines. For temporal span
extraction pre-training, we use the T5-base model
for initialization. We then train the model for 100K
steps with a batch size of 8 and a learning rate of
2e-5. We use the maximum input length of 512 for
TSE pre-training. For task-specific fine-tuning, we
use the same batch size and learning rate, whereas
the maximum input lengths are different for each
setting. For the CBQA setting, the maximum input
length is set as 128, since only the question is given
to the model. For the ReasonQA setting, the max-
imum input length is set as 512. The maximum
length of 1,024 is used for the OBQA setting, since
the context in this setting is the longest on aver-
age. For each setting, we fine-tune the language
model for 3 epochs, and evaluation is conducted

6https://realtimeqa.github.io/docs/results/
2022/20221216

using the final checkpoint. For time-sensitive re-
inforcement learning, we followed the proximal
policy optimization (PPO, Schulman et al., 2017)
algorithm. Instead of using a reward model, we
use the reward function described in Section 4. For
this stage, we set the initial KL penalty coefficient
as 0.05 and the target KL coefficient as 6. The
discount factor γ for PPO is set to 0.99.

C Comparison of TEMPREASON and
Prior Datasets

In Table 11, we show the detailed comparison of
our TEMPREASON dataset and prior time-sensitive
question answering datasets. Our dataset is the first
to include all three temporal reasoning types and
the ReasonQA setting.

D TEMPREASON Templates

The templates that we used to create TEMP-
REASON is shown in Table 13.
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Dataset QA format Knowledge Corpus Closed/Open/Reason Time Coverage Size L1 L2 L3

TEMPREASON Language Wikidata/Wikipedia Closed/Open/Reason 634-2023 52.8K ✓ ✓ ✓
TEMPLAMA (Dhingra et al., 2022) Language Wikidata Closed 2010-2020 50k ✗ ✓ ✗

Time-Sensitive QA (Chen et al., 2021) Language Wikidata/Wikipedia Open 1367-2018 41.2k ✗ ✓ ✗

StreamingQA (Liska et al., 2022) Language WMT Closed/Open 2007-2020 147k ✗ ✓ ✗

SituatedQA (Zhang and Choi, 2021) Language Wikipedia/Human Annotation Closed/Open 1270-2021 12.2k ✗ ✓ ✗

TempQuestions (Jia et al., 2018a) KG Wikipedia KG NA 1.2k ✗ ✓ ✗

TimeQuestions (Jia et al., 2021) KG Wikidata KG NA 16.1k ✗ ✓ ✗

CronQuestions (Saxena et al., 2021) KG Wikidata KG 34-2021 410k ✗ ✓ ✓

Table 11: Dataset comparison of TEMPREASON and prior datasets.

EM F1
GPT3+GCS† 55.0 63.6
TempT5-L+GCS 48.3 53.3
RAG+GCS† 35.0 45.9
GPT3+DPR† 17.2 23.0
TempT5-L+DPR 10.3 18.4
RAG+DPR† 0.0 3.1

Table 12: Experimental results on the generation track
of RealtimeQA leaderboard based on December 16,
2022‘s questions. The task formulation of this track
is the same as OBQA in this paper. Results with † are
taken from the URL in the footnote.
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WikiData ID KB Relation # Queries Template

L1 Question Templates:

NA NA NA What is the time x year(s) and y month(s) before/after t?
NA NA NA What is the time x year(s) before/after t?
NA NA NA What is the time y month(s) before/after t?

L2 Question Templates:

P54 member of sports team 4,087 Which team did <subject> play for in t?
P39 position held 3,133 Which position did <subject> hold in t?

P108 employer 2,368 Which employer did <subject> work for in t?.
P102 political party 500 Which political party did <subject> belong to in t?
P286 head coach 1,153 Who was the head coach of <subject> in t?
P69 educated at 750 Which school was <subject> attending in t?

P488 chairperson 1,904 Who was the chair of <subject> in t?
P6 head of government 1,627 Who was the head of the government of <subject> in t?
P35 head of state 250 Who was the head of the state of <subject> in t?

P127 owned by 245 Who was the owner of <subject>in t?

L3 Question Templates:

P54 member of sports team 2,524 Which team did <subject> play for before/after oj?
P39 position held 2,538 Which position did <subject> hold before/after oj?

P108 employer 1,991 Which employer did <subject> work for before/after oj?.
P102 political party 433 Which political party did <subject> belong to before/after oj?
P286 head coach 1,051 Who was the head coach of <subject> before/after oj?
P69 educated at 594 Which school was <subject> attending before/after oj?

P488 chairperson 1,881 Who was the chair of <subject> before/after oj?
P6 head of government 1,535 Who was the head of the government of <subject> before/after oj?
P35 head of state 268 Who was the head of the state of <subject> before/after oj?

P127 owned by 199 Who was the owner of <subject> before/after oj?

Table 13: Templates used for converting Wikidata facts into natural questions. For the L2 questions, t is a randomly
sampled time between the start time ts and end time te of the given fact. The format of t is month and year
(examples shown in Figure 2). oj refers to the object entity name that is before or after the correct answer. The
numbers of queries are from the L2 and L3 training sets of TEMPREASON.
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