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Abstract

As the number of recorded meetings increases,
it becomes increasingly important to utilize
summarization technology to create useful sum-
maries of these recordings. However, there is a
crucial lack of annotated meeting corpora for
developing this technology, as it can be hard to
collect meetings, especially when the topics dis-
cussed are confidential. Furthermore, meeting
summaries written by experienced writers are
scarce, making it hard for abstractive summariz-
ers to produce sensible output without a reliable
reference. This lack of annotated corpora has
hindered the development of meeting summa-
rization technology. In this paper, we present
MeetingBank, a new benchmark dataset of city
council meetings over the past decade. Meeting-
Bank is unique among other meeting corpora
due to its divide-and-conquer approach, which
involves dividing professionally written meet-
ing minutes into shorter passages and aligning
them with specific segments of the meeting.
This breaks down the process of summarizing a
lengthy meeting into smaller, more manageable
tasks. The dataset provides a new testbed of var-
ious meeting summarization systems and also
allows the public to gain insight into how coun-
cil decisions are made. We make the collection,
including meeting video links, transcripts, ref-
erence summaries, agenda, and other metadata,
publicly available to facilitate the development
of better meeting summarization techniques.1

1 Introduction

An astonishing 55 million meetings happen in the
U.S. each week (Flynn, 2022). With the extensive
use of video conferencing software, e.g., Microsoft
Teams, Google Meet and Zoom, it has become eas-
ier than ever before to record meetings. While these
recordings provide a wealth of human intelligence
and actionable knowledge, the temporal nature of
sound makes it difficult for users to navigate and

1Our dataset can be accessed at: meetingbank.github.io

search for specific content (Bengio and Bourlard,
2004). A summarization system that produces text
summaries from transcripts can help, by providing
users with great flexibility in navigating recordings,
including but not limited to: meetings, interviews,
podcasts, lectures, movies and TV series (Papalam-
pidi et al., 2020; Zhu et al., 2021; Song et al., 2022;
Chen et al., 2022; Cho et al., 2022).

Effective meeting summarization requires anno-
tated datasets. Most summarizers, including few-
shot and prompt-based (Goyal et al., 2022), will
benefit directly from benchmark datasets contain-
ing hundreds of thousands of document-summary
pairs such as XSum (Narayan et al., 2018), Multi-
News (Fabbri et al., 2019), GovReport (Huang
et al., 2021), PLoS (Goldsack et al., 2022). How-
ever, datasets for meeting summarization are rela-
tively scarce, small, or unrepresentative. ICSI and
AMI are two benchmark datasets (Janin et al., 2003;
Carletta et al., 2006) that consist of only 75 and 140
meetings, respectively. Other existing datasets for
meetings are developed for speech recognition, or
are in languages other than English and do not have
reference summaries (Tardy et al., 2020; Kratochvil
et al., 2020).

Creating an annotated meeting dataset poses sev-
eral challenges. First, meetings often contain confi-
dential or proprietary information, making it diffi-
cult to share them publicly. Moreover, accurately
annotating meeting summaries is a labor-intensive
process, even for experienced writers familiar with
the meeting topics (Renals et al., 2007). Effective
meeting summaries should capture key issues dis-
cussed, decisions reached, and actions to be taken,
while excluding irrelevant discussions (Zechner,
2002; Murray et al., 2010). There thus is a growing
need for innovative approaches to construct a meet-
ing dataset with minimal human effort to support
advanced meeting solutions.

An increasing number of city governments are re-
leasing their meetings publicly to encourage trans-
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Figure 1: A screenshot of a city council meeting of the City of Boston held on May 4, 2022. The meeting video is
shown on the left, its corresponding minutes document on the right. The meeting includes discussions of multiple
ordinances and resolutions. A summary of the discussion on item 2022-0578 is highlighted in red.

parency and engage residents in their decision mak-
ing process. In this paper, we present a systematic
approach to develop a city council meeting dataset.
A city council is the legislative branch of local gov-
ernment. The council members are responsible for
making decisions on a range of issues that affect the
city and its citizens. These decisions may include
creating and approving annual budgets, setting tax
rates, confirming appointments of officers, enacting
and enforcing ordinances, and setting policies on
issues such as land use, public safety, and commu-
nity development. Figure 1 provides an example
of a regular meeting of the City Council of Boston
held on May 4, 2022.

We present MeetingBank, a benchmark dataset
created from the city councils of 6 major U.S. cities
to supplement existing datasets. It contains 1,366
meetings with over 3,579 hours of video, as well
as transcripts, PDF documents of meeting minutes,
agenda, and other metadata. It is an order of mag-
nitude larger than existing meeting datasets (Car-
letta et al., 2006). On average, a council meeting
is 2.6 hours long and its transcript contains over
28k tokens, making it a valuable testbed for meet-
ing summarizers and for extracting structure from
meeting videos. To handle the max sequence length
constraint imposed by abstractive summarizers, we

introduce a divide-and-conquer strategy to divide
lengthy meetings into segments, align these seg-
ments with their respective summaries from min-
utes documents, and keep the segments simple for
easy assembly of a meeting summary. This yields
6,892 segment-level summarization instances for
training and evaluating of performance. Our repos-
itory can be further enhanced through community
efforts to add annotations such as keyphrases and
queries (Zhong et al., 2021). To summarize, this
paper presents the following contributions:

• We have curated a repository of city council meet-
ings, MeetingBank, to advance summarization in
an understudied domain. We detail our process of
examining 50 major U.S. cities, accessing their
city councils’ websites for meeting videos and
minutes, and obtaining permission to use their
data for research purposes. As more cities partic-
ipate in open government initiatives and release
their council meetings, MeetingBank has the po-
tential to continue growing.

• We test various summarizers including extrac-
tive, abstractive with fine-tuning, and GPT-3 with
prompting on this task. They are provided with
the transcript of a meeting segment and is tasked
with generating a concise summary. Experiments
with automatic metrics and expert annotators sug-
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gest that meeting summarizers should prioritize
capturing the main points of meeting discussions
and maintaining accuracy to the original.

2 Existing Datasets

In this section, we review existing meeting datasets,
discuss the techniques used to create reference sum-
maries for them and identify research challenges
that require attention in this area.

ICSI and AMI are widely used datasets for meet-
ings. ICSI (Janin et al., 2003) is a benchmark of 75
meetings that occurred naturally among speech re-
searchers in a group seminar setting. Each meeting
lasts approximately an hour. AMI (Carletta et al.,
2006) contains 100 hours of recorded meetings, in-
cluding 140 scenario-based meetings where groups
of four participants assume roles within a fictitious
company to design a product. Meetings typically
last around 30-40 minutes, with roles including a
project manager, user interface designer, produc-
tion designer, and marketing expert. A wide range
of annotations are performed by annotators, includ-
ing speech transcriptions, dialogue acts, topics, key-
words, extractive and abstractive summaries. Al-
though small in size, these datasets offer a valuable
testbed for evaluating meeting summarization sys-
tems (Wang and Cardie, 2013; Oya et al., 2014;
Shang et al., 2018; Li et al., 2019; Koay et al.,
2020, 2021; Zhang et al., 2022).

Our study complements recent datasets for meet-
ings such as ELITR and QMSum. Nedoluzhko
et al. (2022) developed ELITR, a dataset of 120
English and 59 Czech technical project meetings
spanning 180 hours of content. Their minutes are
created by participants and specially-trained anno-
tators. Zhong et al. (2021) developed the QMSum
system which extracts relevant utterances from tran-
scripts and then uses the utterances as input for an
abstractor to generate query-focused summaries.
Human annotators are recruited to collect queries
and compose summaries. They annotate a limited
number of 25 committee meetings from the Welsh
Parliament, 11 from the Parliament of Canada, as
well as AMI and ICSI meetings for query-focused
summarization.

Summarization datasets have been developed for
genres similar to meetings, such as podcasts, inter-
views, livestreams and TV series. Spotify (Clifton
et al., 2020) released a dataset of 100,000 podcasts
to support podcast search and summarization. The
dataset includes automatic transcripts with word-

Thank you. Next item, please.
Item 18 Report from Human Resources. Recommendation to 
purchase access workers compensation insurance for a total 
premium amount not to exceed 505,134 citywide.
Any public comment?
No public comment on this item.
OC motion, but counter appearances are a second. Taken my 
customers and they asked Customer Pearce, do you want to? He 
said, You want to. Short staff update.
Yes. I'm not sure which which item it is if it's 18, 19 or 20, but I just. 
Was hoping to get a brief staff report on on the insurance.
On which item?
We'll do it on 18 is fine.
Okay
Alex Vasquez will get the step forward.
Good evening, Mayor and city council. I'm going to turn it over to 
Jolene Richardson.
She's our risk manager and she'll give a brief overview of this 
particular report. Even the mayor and council. This is for the city's 
annual renewal, for the excess workers compensation insurance, 
which is important for us to continue to provide coverage for our 
employees. It also helps us to reduce our negative financial 
consequences for our high exposures or losses that may result from 
injuries or deaths due to accidents, fire or terrorist attacks and 
earthquakes during work hours. This coverage will be obtained 
through the city's casualty.
Broker for a record.
Alliant Insurance Services. This year's policy for excess workers 
compensation will continue to provide 150 million and coverage 
access of 5 million self-insured retention at a premium of 
$505,134, which represents an increase of approximately 6.6% 
from the expiring policy due to increase in city's payroll. I think if 
there's any questions, we'd be happy to answer … 

Speaker 4:
Speaker 0:

Speaker 4:
Speaker 0: 
Speaker 4: 

Speaker 1: 

Speaker 4: 
Speaker 1: 
Speaker 4: 
Speaker 7: 
Speaker 0: 

Speaker 1: 

Speaker 0: 
Speaker 1: 

Reference Summary: Recommendation to authorize City Manager, or designee, 
to purchase, through Alliant Insurance Services, excess workers’ compensation 
insurance with Safety National Casualty Corporation, for a total premium amount 
not to exceed $505,134, for the period of July 1, 2020 through July 1, 2021. 

Figure 2: An example of a transcript snippet for a meet-
ing segment, which serves as the source text for our
summarizer. Similar to BillSum (Kornilova and Eidel-
man, 2019), a short description of the discussed bill
serves as the segment-level reference summary. Source:
Long Beach, 6/23/2022.

level time alignments and creator-provided podcast
descriptions are used as reference summaries. Me-
diaSum (Zhu et al., 2021) is a dataset of media
interviews containing 463.6k transcripts from NPR
and CNN, with overview and topic descriptions
used as reference summaries. StreamHover (Cho
et al., 2021) used crowd workers to annotate 370
livestream videos for both extractive and abstrac-
tive summaries. SummScreen (Chen et al., 2022)
consists of TV series transcripts and human-written
recaps extracted from community websites. Unlike
meetings, these datasets have a smaller number of
participants, usually one or two, and do not involve
decision making.

Meetings can also occur through online chats, as
opposed to face-to-face. SAMSum (Gliwa et al.,
2019) is a dataset of 16k chat dialogs with manually
annotated abstractive summaries. The conversa-
tions are short, ranging from 3 to 30 utterances. Fo-
rumSum (Khalman et al., 2021) is another dataset
that includes online posts collected from inter-
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MEETING-LEVEL INST. SOURCE SUMMARY

CITY #Mtgs #Hrs #Tks #Speakers Period #Segs #Snts #Tks #Snts #Tks

Denver 401 979 25,460 [3,20] 2014–22 1,506 204 5,100 3.32 111
Seattle 327 446 15,045 [3,14] 2015–22 1,497 54 1,499 1.06 78
Long Beach 310 1103 39,618 [4,19] 2014–22 2,695 146 3,826 1.90 86
Alameda 164 730 47,981 [2,15] 2015–22 672 251 6,452 2.04 67
King County 132 247 20,552 [2,10] 2016–22 223 196 5,358 1.00 78
Boston 32 72 23,291 [4,11] 2021–22 299 63 1,422 1.98 77

TOTAL COUNT: 1,366 meetings, 3,579 hours transcribed, 6,892 summarization instances collected

Table 1: Dataset statistics. Our dataset includes a total of 1,366 city council meetings. We present the number
of meetings (#Mtgs), their cumulative duration in hours (#Hrs), the average number of tokens per meeting (#Tks),
and the number of speakers per meeting (#Speakers) for each city. We also provide the number of summarization
instances gathered (#Segs) for each city, as well as the average number of sentences (#Snts) and tokens (#Tks) in
both source and summary texts. On average, across all cities, a meeting has an average duration of 2.6 hours and
28k tokens. A meeting segment has 2,892 tokens in the source transcript and 87 tokens in the summary.

net forums, with associated human-written sum-
maries. DialogSum (Chen et al., 2021) contains
13k dialogs gathered from multiple websites. Med-
ical consultations conducted through online chats
have also been used to create consultation sum-
maries (Zeng et al., 2020; Laleye et al., 2020; Mora-
marco et al., 2021; Gao and Wan, 2022). Our pa-
per focuses on developing a dataset of naturally-
occurring meeting conversations to aid in the devel-
opment of summarization systems from transcripts.

3 Creation of MeetingBank

There is a growing need to make public meetings
more accessible and inclusive for citizens to engage
with their local officials and have their voices heard.
A 2020 report from the American Academy of Arts
and Sciences2 reveals that only 11% of Americans
attend public meetings to discuss local issues. Or-
ganizations such as the CouncilDataProject.org and
CodeforAmerica.org are working to improve the
search infrastructure of public meetings. Creation
of a city council meeting dataset could provide a
valuable testbed for meeting summarizers, and an
effective summarizer could make public meetings
more accessible by allowing citizens to navigate
meetings more efficiently, thus promoting citizen
engagement.

We begin by compiling a list of the top 50 cities
in the U.S. by population3 and narrow it down to
include only cities that regularly release meetings

2amacad.org/ourcommonpurpose/recommendations
3www.infoplease.com/us/cities/

top-50-cities-us-population-and-rank

with accompanying minutes documents, and have
downloadable videos on their city council websites.
An example of a public meeting and its minutes
can be seen in Figure 1. We consult with our legal
team and reach out to city councils when necessary
to ensure compliance with licensing and data poli-
cies.4 Our dataset for this release includes 1,366
meetings from six cities or municipalities spanning
over a decade, including Seattle, Washington; King
County, Washington; Denver, Colorado; Boston,
Massachusetts; Alameda, California; and Long
Beach, California.

Using minutes documents as-is for the develop-
ment of summarization systems can be challenging.
This is because minutes are often provided in PDF
format and do not always align with the flow of
meeting discussions. For instance, minutes may in-
clude a section on the Mayor’s update that provides
detailed information on appointments of officers,
but this is only briefly mentioned in the meeting.
In general, minutes are more formal and compre-
hensive records of meetings, including information
such as the date, location, attendees, summary of
main points discussed, decisions made, and action
items assigned. Minutes are distributed to the stake-
holders after the meeting. In contrast, meeting sum-
maries tend to be shorter and less formal, focusing
on the key points discussed in a meeting.

We propose a divide-and-conquer strategy for

4For example, we have excluded the City of San Francisco
from our dataset as the city has advised us that meeting videos
may be reposted or edited with attribution, but minutes and
agenda are official public documents that are not permitted to
be reposted or edited.
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creating reference meeting summaries. It involves
dividing lengthy meetings into segments, align-
ing them with their corresponding summaries from
minutes documents, and keeping the segments sim-
ple for easy assembly of a meeting summary. To
start, we extract a list of Council Bill (CB) numbers
discussed at the meeting by parsing the minutes and
city council websites.5 For each bill, we then iden-
tify a short description that summarizes its content,
which serves as the reference summary. Next, we
use the bill number to obtain the corresponding
meeting segment, including its start and end time,
by referencing the index of the meeting on the city
council website (see Figure 1). The transcript of
that segment serves as the source text for the sum-
marizer. After filtering out noisy and too short
segments,6 we have a total of 6,892 segment-level
instances in our dataset (Table 1).

We use Speechmatics.com’s speech-to-text API
to automatically transcribe 3,579 hours of meetings,
an order of magnitude larger than existing datasets.
Our transcripts include word-level time alignment,
casing, punctuation, and speaker diarization. City
council meetings range from 2 to 19 speakers, with
an average duration of 2.6 hours and 28,358 to-
kens per transcript. On average, across all cities, a
meeting segment has 2,892 tokens in the transcript
and 87 tokens in the summary. The resulting com-
pression rate is 97%. For every council meeting,
we collect the following information, represented
using their attribute name and sample value:7

1. Title of the meeting (“Full Council 12/14/15”)
2. Meeting ID (“SeattleCityCouncil_12142015”)
3. Link to the specific meeting

(https://www.seattlechannel.org/FullCouncil?
videoid=x60447&Mode2=Video)

4. Link to the meeting video
(https://video.seattle.gov/media/council/full_
121415V.mp4)

5. Link to the meeting minutes
(https://seattle.legistar.com/
View.ashx?M=M&ID=449835&GUID=
712D0B7C-A536-498E-8C99-D3037AE814D9)

6. ID of a specific topic discussed (“CB 118549”)
5E.g., boston.legistar.com/MeetingDetail.aspx?ID=

958849&GUID=CAD14B15-407D-4552-AF01-4BD64314AD2D
6We require a minimum length of 60 seconds for a segment

to be included in our dataset, as segments shorter than this
are too brief to be summarized. The reference summary for a
segment should contain at least 10 words.

7We gather the meeting agenda and other supporting docu-
ments when available. Our focus is on summarizing transcripts
of spontaneous speech where natural language is the primary
means of information conveyance. We do not attempt to obtain
non-verbal cues such as eye gazes, facial expressions, laughter,
or understand persuasive argumentation.
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Alameda
n = 789
c = 60.20

Seattle
n = 1547
c = 10.85

King County
n = 246
c = 84.63

Denver
n = 1748
c = 37.15

Boston
n = 376
c = 24.68

Long Beach
n = 2770
c = 18.23

Figure 3: Coverage and Density scores for segment-
level summarization instances, plotted for individual
cities. Seattle and Boston have the highest density
scores among the cities studied, while Denver has the
lowest, indicating that the minutes for this city have
undergone a high degree of editing.

7. Type of the ID number (“Ordinance”)
8. Start and end times in the video where the topic was

discussed (“00:06:24” to “00:18:19”)
9. Full transcript of the video, along with start and end

points of each segment of the meeting (Figure 2)
10. Reference summary for each meeting segment

4 Data Analysis

We measure the level of abstraction in meeting sum-
maries by quantifying the amount of reused text.
Higher abstraction poses more challenges to the
meeting summarization systems. We employ two
common measures, Coverage and Density (Grusky
et al., 2018), to evaluate segment-level reference
summaries. Results are illustrated in Figure 3, with
coverage on x-axis and density on y-axis.

The Coverage score measures the percentage of
summary words that appear in the source transcript.
E.g., a summary of 10 words that includes 8 words
from the source transcript and 2 new words has a
coverage score of 0.8 (= 8/10). As shown in the
figure, the Coverage score for city council meeting
summaries is in the range of 0.7-0.9 for most cities.
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ROUGE BLEU + MET. EMBEDDINGS QA SUMM

MODEL R-1 R-2 R-L R-We BLEU METEOR BERTS. MoverS. QAEval LEN.

Extr Oracle 61.82 46.60 52.61 55.60 22.99 52.35 69.54 63.15 21.69 64.89
Lead-3 28.15 19.53 25.75 23.77 7.90 23.53 50.20 54.56 9.62 40.79
LexRank 24.61 10.68 19.06 15.98 5.86 17.70 48.55 53.23 6.53 53.70
TexRank 30.25 15.97 24.37 21.91 9.16 22.10 52.32 54.65 8.33 61.81

BART w/o FT 31.02 16.76 23.93 23.11 8.07 16.63 53.04 53.91 13.63 140.65
HMNet 50.55 34.22 45.07 45.05 13.93 46.80 66.38 60.34 12.96 50.44
Longformer 59.89 48.23 55.66 56.15 40.04 50.92 75.31 65.27 23.54 82.86
BART 62.81 51.66 58.84 59.32 41.46 53.24 77.17 66.74 26.87 89.46
Pegasus 68.54 59.28 66.09 65.75 33.29 70.24 80.70 70.44 27.13 49.90
DialogLM 70.30 60.12 67.54 67.55 45.42 66.44 81.61 71.56 25.75 66.36

GPT3-D3 36.37 16.95 26.82 26.14 8.80 25.41 56.53 55.61 10.88 60.41

Table 2: Evaluation of state-of-the-art summarization systems on the test split of our city council dataset. The final
column shows the average length of system summaries, which are generated by each individual summarizer using
their default settings.

This suggests that, unlike news, these meeting sum-
maries tend to include discussion points verbatim
rather than performing abstraction. Given a com-
pression rate of over 90%, an effective summarizer
should focus on accurately identifying content to
be included in the summary.

A Density score evaluates how much a summary
can be characterized as a set of extractive fragments.
For example, a summary of 10 words made up of
two extractive fragments of length 1 and 6 and three
new words would have a density score of 3.7 = (12

+ 62)/10. A summary with long consecutive text
fragments taken from the source transcript would
yield a high density score. We observe that Seattle
and Boston have the highest density scores among
all cities studied, while Denver has the lowest score,
indicating a high degree of editing is performed to
produce the minutes for Denver. We note that cer-
tain resolutions and ordinances are read out plainly
at the council meetings and included in the minutes,
making the summaries often have higher density
scores than those of news documents.

The Coverage and Density measures can be influ-
enced by a range of factors such as the length and
complexity of meetings and the preferences of the
minute-takers. The diversity of meeting summaries
highlights the complexity of this task.

5 Performance of Existing Systems

We evaluate state-of-the-art summarization systems
on city council meetings, focusing on segments of

the meetings rather than entire transcripts due to the
length constraint imposed by abstractive summariz-
ers. We split our dataset into train, validation and
test sets, containing 5169, 861, 862 instances re-
spectively. Each summarizer is given the transcript
of a meeting segment and tasked with generating a
concise summary. The results are reported for the
test set of our meeting dataset.
Extractive. Our extractive methods include the
Oracle, LEAD, LexRank and TextRank (Erkan and
Radev, 2004; Mihalcea and Tarau, 2004). The
Extractive Oracle8 selects the highest-scoring
sentences from the input transcript, adding one sen-
tence at a time until the combined R1 and R2 score
can no longer be improved. The LEAD-N baseline se-
lects the first N sentences of the input. LexRank and
TextRank, both graph-based methods, determine
the importance of sentences by analyzing their cen-
trality in the graph structure. Both methods are set
to extract two sentences from a transcript segment,
which is the average number of sentences in the
reference summaries.
Abstractive with fine-tuning. We investigate five
best-performing neural abstractive summarizers.
These include BART-large (Lewis et al., 2020), a
denoising autoencoder that is trained to reconstruct
original text from corrupted input, Pegasus (Zhang
et al., 2020a), a model that is trained to regenerate
missing key sentences, Longformer (Beltagy et al.,
2020), a model designed to handle long sequences

8github.com/pltrdy/extoracle_summarization
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TEST SET (ALL) TEST SET (BY CITY)

TRAIN #Inst. R-1 R-2 R-L L.B. Denver Seattle Alameda Boston K.C.

w/o L.B. 3,157 60.36 48.57 56.48 21.30↓ 1.95↑ 4.39↑ 1.72↓ 3.92↓ 3.71↓
w/o Denver 3,951 58.74 46.90 54.31 2.84↓ 32.43↓ 1.96↓ 0.22↓ 0.22↓ 1.64↑
w/o Seattle 4,115 53.42 40.05 48.28 3.62↓ 3.34↑ 31.12↓ 2.19↓ 1.06↓ 2.79↓
w/o Alameda 4,698 61.54 50.31 57.48 2.41↓ 4.07↑ 3.00↑ 19.32↓ 2.54↓ 1.68↓
w/o Boston 4,936 62.70 51.62 58.82 1.21↑ 0.75↑ 7.52↓ 1.02↑ 42.82↓ 4.96↑
w/o K.C. 4,988 63.60 52.71 59.87 3.60↓ 3.32↑ 4.37↑ 6.14↓ 3.76↓ 11.6↓

Table 3: Evaluation of the BART summarizer using a series of ablations. LEFT: we remove all the training instances
from a single city and fine-tune the model with the remaining instances, denoted by #Inst. We find that although
the City of Seattle only contributes a moderate number of training instances, removing them has led to a substantial
decrease in summarization performance. RIGHT: we evaluate the performance of the BART summarizer on a
city-by-city basis. We show the variance in R-2 F-scores for each test city when training instances from the same
city are included vs. when they are excluded. ↓ indicates a performance drop and ↑ a performance gain.

through windowed attention, DialogLM (Zhong
et al., 2022), a summarizer developed for summa-
rizing long dialogues and pretrained using window-
based denoising and HMNet (Zhu et al., 2020), a
hierarchical model that uses role vectors to distin-
guish between speakers. We evaluate BART-large
with and without fine-tuning on our dataset, and
compare the results to other models.

GPT-3 with prompting. Large language models
like GPT-3, T5 and PaLM (Brown et al., 2020; Raf-
fel et al., 2020; Chowdhery et al., 2022) have devel-
oped advanced capabilities due to increased com-
putation, parameters, training data size (Wei et al.,
2022). When prompted, GPT-3 can generate a sum-
mary of a source text by identifying the most im-
portant information. The text-davinci-003 ver-
sion of GPT-3 is used in this study, with a prompt
asking the model to summarize the text in two sen-
tences (Goyal et al., 2022).

Evaluation Metrics. We use a variety of automatic
evaluation metrics to assess the quality of transcript
summaries. These metrics are broadly grouped into
three categories: (a) traditional metrics comparing
system and reference summaries based on lexical
overlap, including ROUGE (Lin, 2004), ROUGE-
we (w/ embeddings), BLEU (Post, 2018) and ME-
TEOR (Banerjee and Lavie, 2005); (b) new metrics
making use of contextualized embeddings to mea-
sure semantic similarity, e.g., BertScore (Zhang
et al., 2020b) and MoverScore (Zhao et al., 2019);
(c) question answering-based metrics, where the
hypothesis is that high-quality summaries should
contain informative content and act as a surrogate
for the original document in satisfying users’ infor-

mation needs. We leverage summarization evalua-
tion toolkits provided by Fabbri et al.(2021), Sacre-
BLEU (Post, 2018), QAEval (Deutsch et al., 2021)
and SummerTime (Ni et al., 2021) to report results
using these metrics.

Table 2 shows our experimental results. We ob-
serve that the Extractive Oracle yields a high R-2
F-score of 46.60%, indicating that the content of
reference summaries mostly comes from the source
transcripts, and extractive summarization methods
could be promising. However, it would be desir-
able to develop more sophisticated methods than
LexRank and TextRank, despite their outstanding
performance on news articles, they do not perform
well on this task. We find that DialogLM performs
the best among abstractive summarizers. This is
not surprising as it is designed for summarizing
long dialogues. Pegasus also demonstrates strong
performance, its results are on par with those of
DialogLM. Fine-tuning BART on in-domain data
yields substantial improvement on its performance.
Finally, GPT-3 with prompting does not perform
well according to automatic metrics, but we have in-
teresting findings during human assessment (§7).9

6 City-by-City Analysis

We investigate the characteristics that make effec-
tive training instances for meeting summarization
by conducting a series of ablations. We begin by

9We find that some automatic metrics are affected by the ex-
tractiveness of summaries, such as MoverScore and ROUGE,
while others, such as BERTScore and QAEval, are less sensi-
tive. Metrics that are sensitive to extractiveness give varying
scores across different datasets, and those that are insensitive
tend to produce scores in similar ranges.
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Informativeness: How well does the summary capture the main points of the meeting segment? A good
summary should contain all and only the important information of the source.

Factuality : Are the facts provided by the summary consistent with facts in the meeting segment? A
good summary should reproduce all facts accurately and not make up untrue information.

Fluency : Consider the individual sentences of the summary, are they well-written and grammaticall?

Coherence: Consider the summary as a whole, does the content fit together and sound natural? A
good summary should not just be a collection of related information, but should build from
sentence to sentence to a coherent body of information about a topic.

Redundancy : Does the summary contain redundant content? A good summary should not have
unnecessary word or phrase repetitions in a sentence or semantically similar sentences.

Table 4: Human evaluation criteria, adapted from Fabbri et al. (2021).

removing all training instances from a single city
and using the remaining instances to fine-tune the
BART summarizer. The results are shown in Ta-
ble 3 (left panel), where we present the R-1, R-
2, and R-L F-scores. We find that although the
City of Seattle only contributes a moderate num-
ber of training instances, removing them has led
to a substantial decrease in summarization perfor-
mance, resulting in an R-2 F-score of 40.05%. It
suggests that these training instances are quite ef-
fective and the City Council of Seattle might have
implemented a better practice of producing high-
quality meeting minutes compared to other cities.

We evaluate the performance of the BART sum-
marizer on a city-by-city basis. We show the vari-
ance in R-2 F-scores for each test city when train-
ing instances from the same city are included vesus
when they are excluded, as seen in the right panel
of Table 3. For instance, we observe a performance
drop (↓) of 32.43% for the City of Denver when
all training instances from the same city are re-
moved from fine-tuning.10 We observe that Seattle,
Boston, and Denver benefit more from fine-turning
using same-city training data. Particularly, Seattle
and Boston have shorter source transcripts and their
reference summaries tend to reuse texts from the
source. It suggests that different cities may have
varying levels of discussions in council meetings
and different styles of meeting minutes, and that
training instances from the same city are crucial for
achieving the best performance.

7 Human Evaluation

We evaluate the performance of seven state-of-the-
art summarization systems, including fine-tuned ab-
stractive models HMNet, BART, Pegasus, DialogLM,

10We fine-tune the BART summarizers for the same number
of steps in both cases to mitigate the impact of varying number
of training instances.

GPT-3 with prompting, and traditional extractive
models LexRank and LEAD to best assess the effec-
tiveness of system-generated meeting summaries.
All abstractive models have been fine-tuned on the
train split of our city councils dataset to achieve the
best possible results.

To ensure high quality in the assessment of sum-
maries, we have worked with iMerit.net, a labor
sourcing company, to recruit experienced evalua-
tors from the U.S. and India to perform annotations.
The workers are registered on Appen.com, a crowd-
sourcing platform, to complete the tasks and deliver
results. A total of three workers from the United
States and six workers from India participate in our
evaluations, including pilot annotations.11

The workers are asked to watch a video segment,
typically 30 minutes or less, read the transcript, and
then evaluate the quality of each system summary
based on five criteria: informativeness, factuality,
fluency, coherence, and redundancy. These criteria
are outlined in Table 4. Importantly, summaries
are presented in a random order to prevent workers
from making assumptions about quality based on
the order they are presented.

In Table 5, we present the performance of sum-
marization systems on 200 randomly selected in-
stances. A 5-point Likert scale is used to evaluate
each criterion. The scores are then averaged, and
standard deviation is also reported. We find that
among the five criteria, redundancy is the least of
concern. Furthermore, we observe that abstractive
systems perform stronger than extractive systems.
The best-performing abstractive system is Pegasus.
We believe its effectiveness is attributed to the pre-
training method of masking key sentences within

11All workers have excellent English proficiency, with U.S.
workers being native speakers. After a pilot annotation, we
decide to work with only U.S. workers due to their high quality
of work. They are compensated at $27.50/hr.
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EXTRACTIVE ABSTRACTIVE W/ FINETUNING PROMPTING

CRITERION LEAD LexRank HMNet BART DialogLM Pegasus GPT-3

Informativeness 1.72±1.22 1.90±1.15 2.44±1.15 3.43±1.13 3.50±1.15 3.65±1.10 3.74±1.17

Factuality 1.92±1.35 2.42±1.31 2.65±1.18 3.45±1.19 3.58±1.09 3.79±1.13 3.82±1.09

Fluency 2.89±1.50 3.22±1.32 2.78±1.32 3.58±1.13 3.47±1.14 3.71±1.23 4.52±0.83

Coherence 2.14±1.34 2.70±1.39 2.74±1.39 3.64±1.15 3.72±1.13 3.88±1.13 4.41±1.00

Redundancy 3.79±1.38 3.53±1.40 3.42±1.40 3.54±1.41 3.96±1.35 4.15±1.25 4.57±0.75

AVERAGE SCORE 2.49 2.75 2.81 3.53 3.65 3.84 4.21

Table 5: Human evaluation results. We observe that abstractive systems perform stronger than extractive systems.
GPT-3 is well received in human assessments, but still falls short in terms of informativeness and factuality.

a document and using the remaining sentences to
regenerate them, making it particularly well-suited
for this task and effective at identifying important
content from the transcripts.

We find that GPT-3 achieves the highest over-
all score of 4.21 according to human evaluations
across all criteria. This aligns with recent studies
that demonstrate GPT-3’s near-human performance
in news summarization (Goyal et al., 2022; Zhang
et al., 2023). On our meeting dataset, GPT-3 shows
exceptional performance in terms of fluency and
coherence, receiving scores of 4.52 and 4.41 respec-
tively. However, its results are less impressive in
terms of informativeness and factuality with scores
of 3.74 and 3.82, but still on par with the best ab-
stractive model, Pegasus. Our findings suggest that
meeting summarization solutions should continue
to focus on capturing the main discussion points
and staying true to the original content.

8 Conclusion

We created a benchmark dataset from city council
meetings and tested various summarization systems
including extractive, abstractive with fine-tuning,
and GPT-3 with prompting on this task. Our find-
ings indicate that GPT-3 is well received in human
assessments, but it falls short in terms of informa-
tiveness and factual consistency. Our MeetingBank
dataset could be a valuable testbed for researchers
designing advanced meeting summarizers and for
extracting structure from meeting videos.

9 Limitations

We present a new dataset for meeting summariza-
tion that has the potential to improve the efficiency
and effectiveness of meetings. However, we note
that the dataset is limited to city council meetings

from U.S. cities over the past decade and licensing
issues have restricted our ability to include certain
city council meetings in the dataset. For example,
we contacted the City Council of San Francisco and
were informed that they do not allow the redistri-
bution of meeting minutes. Moreover, our dataset
does not include non-verbal cues such as eye gazes,
gestures and facial expressions, which may make it
less suitable for developing summarization systems
that rely on these cues. Despite these limitations,
we believe that the dataset is of high quality and
will be a valuable resource for the development of
meeting summarization systems.

10 Ethical Considerations

The city council meetings included in this dataset
are publicly accessible. We obtain meeting videos,
minutes documents, and other metadata from pub-
licly available sources. We consult with our legal
team and reach out to city councils as necessary to
ensure compliance with licensing and data policies.
We release this dataset to facilitate the development
of meeting summarization systems and have made
efforts to ensure that the dataset does not include
confidential information. Our dataset is intended
for research purposes only.
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Cann, Caiming Xiong, Richard Socher, and Dragomir
Radev. 2021. SummEval: Re-evaluating Summariza-
tion Evaluation. Transactions of the Association for
Computational Linguistics, 9:391–409.

Jack Flynn. 2022. 28 incredible meeting statistics:
Virtual, zoom, in-person meetings and productivity.
https://www.zippia.com/advice/meeting-statistics/.

Mingqi Gao and Xiaojun Wan. 2022. DialSummEval:
Revisiting summarization evaluation for dialogues.
In Proceedings of the 2022 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 5693–5709, Seattle, United States. Association
for Computational Linguistics.

Bogdan Gliwa, Iwona Mochol, Maciej Biesek, and Alek-
sander Wawer. 2019. SAMSum corpus: A human-
annotated dialogue dataset for abstractive summa-
rization. In Proceedings of the 2nd Workshop on
New Frontiers in Summarization, pages 70–79, Hong
Kong, China. Association for Computational Linguis-
tics.

Tomas Goldsack, Zhihao Zhang, Chenghua Lin, and
Carolina Scarton. 2022. Making science simple: Cor-
pora for the lay summarisation of scientific literature.
arXiv preprint arxiv:2210.09932.

Tanya Goyal, Junyi Jessy Li, and Greg Durrett. 2022.
News summarization and evaluation in the era of
gpt-3. arXiv preprint arXiv:2209.12356.

16418

https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://doi.org/10.18653/v1/2022.acl-long.589
https://doi.org/10.18653/v1/2022.acl-long.589
https://doi.org/10.18653/v1/2021.findings-acl.449
https://doi.org/10.18653/v1/2021.findings-acl.449
https://doi.org/10.18653/v1/2021.emnlp-main.520
https://doi.org/10.18653/v1/2021.emnlp-main.520
https://aclanthology.org/2022.emnlp-main.8
https://aclanthology.org/2022.emnlp-main.8
https://doi.org/10.18653/v1/2020.coling-main.519
https://doi.org/10.18653/v1/2020.coling-main.519
https://doi.org/10.1162/tacl_a_00397
https://doi.org/10.1162/tacl_a_00397
https://doi.org/10.1162/tacl_a_00397
https://www.aaai.org/Papers/JAIR/Vol22/JAIR-2214.pdf
https://www.aaai.org/Papers/JAIR/Vol22/JAIR-2214.pdf
https://www.aaai.org/Papers/JAIR/Vol22/JAIR-2214.pdf
https://doi.org/10.18653/v1/P19-1102
https://doi.org/10.18653/v1/P19-1102
https://doi.org/10.18653/v1/P19-1102
https://doi.org/10.1162/tacl_a_00373
https://doi.org/10.1162/tacl_a_00373
https://doi.org/10.18653/v1/2022.naacl-main.418
https://doi.org/10.18653/v1/2022.naacl-main.418
https://doi.org/10.18653/v1/D19-5409
https://doi.org/10.18653/v1/D19-5409
https://doi.org/10.18653/v1/D19-5409


Max Grusky, Mor Naaman, and Yoav Artzi. 2018.
Newsroom: A dataset of 1.3 million summaries with
diverse extractive strategies. In Proceedings of the
2018 Conference of the North American Chapter of
the Association for Computational Linguistics: Hu-
man Language Technologies, Volume 1 (Long Pa-
pers), pages 708–719, New Orleans, Louisiana. As-
sociation for Computational Linguistics.

Luyang Huang, Shuyang Cao, Nikolaus Parulian, Heng
Ji, and Lu Wang. 2021. Efficient attentions for long
document summarization. In Proceedings of the 2021
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 1419–1436, Online.
Association for Computational Linguistics.

A. Janin, D. Baron, J. Edwards, D. Ellis, D. Gelbart,
N. Morgan, B. Peskin, T. Pfau, E. Shriberg, A. Stol-
cke, and C. Wooters. 2003. The ICSI meeting corpus.
In Proceedings of the 2003 IEEE International Con-
ference on Acoustics, Speech, and Signal Processing
(ICASSP).

Misha Khalman, Yao Zhao, and Mohammad Saleh.
2021. ForumSum: A multi-speaker conversation
summarization dataset. In Findings of the Associa-
tion for Computational Linguistics: EMNLP 2021,
pages 4592–4599, Punta Cana, Dominican Republic.
Association for Computational Linguistics.

Jia Jin Koay, Alexander Roustai, Xiaojin Dai, Dillon
Burns, Alec Kerrigan, and Fei Liu. 2020. How do-
main terminology affects meeting summarization per-
formance. In Proceedings of the 28th International
Conference on Computational Linguistics, pages
5689–5695, Barcelona, Spain (Online). International
Committee on Computational Linguistics.

Jia Jin Koay, Alexander Roustai, Xiaojin Dai, and Fei
Liu. 2021. A sliding-window approach to automatic
creation of meeting minutes. In Proceedings of the
2021 Conference of the North American Chapter of
the Association for Computational Linguistics: Stu-
dent Research Workshop, pages 68–75, Online. Asso-
ciation for Computational Linguistics.

Anastassia Kornilova and Vladimir Eidelman. 2019.
BillSum: A corpus for automatic summarization of
US legislation. In Proceedings of the 2nd Workshop
on New Frontiers in Summarization, pages 48–56,
Hong Kong, China. Association for Computational
Linguistics.

Jonas Kratochvil, Peter Polak, and Ondrej Bojar. 2020.
Large corpus of Czech parliament plenary hearings.
In Proceedings of the Twelfth Language Resources
and Evaluation Conference, pages 6363–6367, Mar-
seille, France. European Language Resources Asso-
ciation.

Fréjus A. A. Laleye, Gaël de Chalendar, Antonia Blanié,
Antoine Brouquet, and Dan Behnamou. 2020. A
French medical conversations corpus annotated for
a virtual patient dialogue system. In Proceedings of

the Twelfth Language Resources and Evaluation Con-
ference, pages 574–580, Marseille, France. European
Language Resources Association.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Veselin Stoyanov, and Luke Zettlemoyer. 2020.
BART: Denoising sequence-to-sequence pre-training
for natural language generation, translation, and com-
prehension. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 7871–7880, Online. Association for Computa-
tional Linguistics.

Manling Li, Lingyu Zhang, Heng Ji, and Richard J.
Radke. 2019. Keep meeting summaries on topic:
Abstractive multi-modal meeting summarization. In
Proceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 2190–
2196, Florence, Italy. Association for Computational
Linguistics.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Rada Mihalcea and Paul Tarau. 2004. TextRank: Bring-
ing order into text. In Proceedings of the 2004 Con-
ference on Empirical Methods in Natural Language
Processing, pages 404–411, Barcelona, Spain. Asso-
ciation for Computational Linguistics.

Francesco Moramarco, Alex Papadopoulos Korfiatis,
Aleksandar Savkov, and Ehud Reiter. 2021. A pre-
liminary study on evaluating consultation notes with
post-editing. In Proceedings of the Workshop on Hu-
man Evaluation of NLP Systems (HumEval), pages
62–68, Online. Association for Computational Lin-
guistics.

Gabriel Murray, Giuseppe Carenini, and Raymond Ng.
2010. Generating and validating abstracts of meeting
conversations: a user study. In Proceedings of the
6th International Natural Language Generation Con-
ference. Association for Computational Linguistics.

Shashi Narayan, Shay B. Cohen, and Mirella Lapata.
2018. Don’t give me the details, just the summary!
topic-aware convolutional neural networks for ex-
treme summarization. In Proceedings of the 2018
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 1797–1807, Brussels, Bel-
gium. Association for Computational Linguistics.

Anna Nedoluzhko, Muskaan Singh, Marie Hledíková,
Tirthankar Ghosal, and Ondřej Bojar. 2022. ELITR
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A Experimental Settings

Our implementation details and hyperparameter
settings for both extractive systems and abstractive
systems with fine-tuning are shown in Table 6. We
use text-davinci-003 version of GPT-3 in our
experiments. We follow the convention of Goyal et
al. (2022) and use the following prompt asking the
model to summarize a transcript in two sentences:
Article:{{article}}

Summarize the above article in N sentences.

B Comparison to ICSI/AMI

By introducing a corpus, we aim to spur research
and development in the area of meeting summariza-
tion. However, meetings often pertain to special-
ized domains and exhibit unique structures. Our
preliminary experiments suggest that a BART sum-
marizer fine-tuned for our dataset does not perform
optimally on the ICSI/AMI datasets. In particular,
the ICSI meetings pose a challenge as they are re-
search seminars conducted by a group of speech
researchers, whereas our dataset is collected from
city councils in the U.S.

Extractive Oracle

We use the implementation provided by Paul Tardy:
github.com/pltrdy/extoracle_summarization

(a) “-length_oracle” sets the output to have the same
number of sentences as the reference summary.
(b) “-method greedy -length 999” allows the greedy
algorithm to select an optimal number of sentences
that yield the highest (R1+R2) scores.
In this paper, we report results using option (b).
LexRank and TextRank

We use SummerTime’s implementation of LexRank
and TextRank with default parameters.
https://github.com/Yale-LILY/SummerTime

For each meeting segment, 2 sentences are extracted.
BART

The BART model is initialized using bart-large-cnn:
The default model parameters are used,
with some of the important ones listed below.
- max input sequence length: 1,024 tokens
- min output length: 56 tokens
- max output length: 142 tokens
- beam width: 4
- length penalty: 2.0
- initial learning rate: 2.5e-6
Pegasus

Pegasus is initialized using google/pegasus-xsum
- max sequence length: 512
- max output length: 64
- beam width: 8
- length penalty: 0.6
- initial learning rate: 2.5e-6
Longformer

Longformer is initialized using patrickvonplaten/
longformer2roberta-cnn_dailymail-fp16
- max sequence length: 4,098
- min output length: 56
- max output length: 142
- beam width: 1
- length penalty: 1.0
- Initial Learning Rate: 2.5e-6
HMNet

We use the implementation of Zhu et al. (2020).
HMNet is initialized using HMNet-pretrained
- max sequence length: 8300
- min output length: 10
- max output length: 300
- beam width: 6
- initial learning rate: 1e-4
DialogLM

We use the original DialogLM source implementation.
- max sequence length: 5,632
- min output length: 10
- max output length: 300
- beam width: 6
- Initial Learning Rate: 7e-5

Table 6: Implementation details and hyperparameter
settings for extractive systems and abstractive systems.
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