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Abstract

We investigate the effects of post-training quan-
tization and quantization-aware training on the
generalization of Transformer language models.
We present a new method called self-distilled
quantization (SDQ) that minimizes accumula-
tive quantization errors and outperforms base-
lines. We apply SDQ to multilingual models
XLM-RBase and InfoXLMBase and demonstrate
that both models can be reduced from 32-bit
floating point weights to 8-bit integer weights
while maintaining a high level of performance
on the XGLUE benchmark. Our results also
highlight the challenges of quantizing multi-
lingual models, which must generalize to lan-
guages they were not fine-tuned on.

1 Introduction

A main aim of neural network quantization is to
reduce the size and computational demands of a
model while maintaining its performance. There
are two main approaches: quantization-aware train-
ing (QAT) (Banner et al., 2018; Chin et al., 2020;
Faghri et al., 2020; Kim et al., 2020; Wang et al.,
2018) and post-training quantization (PTQ) (Neill,
2020; Bondarenko et al., 2021; Kim et al., 2021;
Dettmers et al., 2022). Both of these approaches
have limitations in terms of dealing with accumula-
tive quantization errors that are propogated within
the layers of a neural network during the forward
pass (Zhao et al., 2019; Fan et al., 2020). To ad-
dress this issue, we propose a method called Self-
Distilled Quantization (SDQ) that combines self-
attention and output distillation with quantization
to compress large language models. SDQ involves
injecting quantization noise into the student net-
work during training and distilling knowledge from
a fine-tuned teacher network from both its final
output and outputs of intermediate self-attention
layers. By distilling knowledge of the self-attention
layers, as depicted in Figure 1, we further reduce
the compounding effect of quantization errors in

Unquantized FP32 Quantized INT8

Figure 1: Self-Attention Self-Distilled Quantization

the network. We use SDQ for self-attention models
and demonstrate its effectiveness in compressing
multilingual models XLM-RBase and InfoXLMBase,
achieving high compression rates while maintain-
ing performance on the XGLUE benchmark. Lastly,
we identify that quantization error is largest at the
output of self-attention modules.

2 Related Work

Combining quantization and distillation has been
previously explored by Mishra and Marr (2017),
who used three different schemes to combine low
bit precision and knowledge distillation (KD) us-
ing a 4-bit ResNet network. Polino et al. (2018)
used a distillation loss with respect to a quantized
teacher network to train a student network, and also
proposed differentiable quantization, which opti-
mizes the location of quantization points through
SGD. Zhou et al. (2017) used iterative quantization,
supervised by a teacher network, to retrain an FP-
32 model with low precision convolution weights
(binary, ternary, and 4 bits). Kim et al. (2019) used
QAT and fine-tuning to mitigate the regularization
effect of KD on quantized models. Unlike previous
work, I-BERT (Kim et al., 2021) also approximates
nonlinear operations (GELU, LayerNorm and Sof-
tax) in integer format for pure and faster INT-8 in-
ference i.e no MP.Q8BERT (Zafrir et al., 2019) and
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fully Quantized Transformer (Prato et al., 2019)
applied QAT with the Straight-Through Estimator
to approximate non-differentiable quantization in
INT-8 format.

TernaryBERT (Zhang et al., 2020) uses inter-
mediate layer distillation with layerwise and row-
wise weight ternarization. At the extremum of com-
pression rates, BinaryBERT (Bai et al., 2020) bi-
narizes the weights by using ternary weight split-
ting to avoid the difficulties of training binary neu-
ral network directly. BinaryBERT too uses knowl-
edge distillation to improve quantization. Unlike,
TernaryBERT and BinaryBERT our work quanti-
tatively measures accumulative quantization errors
in the network and thus combines distillation to
address this with 1) iterative Product Quantization
(iPQ) (Stock et al., 2019) that iteratively quantizes
the layer by layer throughout training and 2) Quant-
Noise (Fan et al., 2020) which injects sub-block
quantization noise during training. We now move
to describing the methodology of SDQ.

3 Methodology

We begin by defining a dataset D := {(Xi, yi)}Di=1

with samples si = (Xi,yi), where each Xi :=
(x1, . . . ,xN ) and xi ∈ Rd is the i-th vector. For
structured prediction yi ∈ {0, 1}N×dy and for
single and pairwise sentence classification, yi ∈
{0, 1}dy , where dy is the number of classes. Let
yS = fθ(Xi) be the output prediction (yS ∈ Rdy )
from the student fθ(·) with pretrained parameters
θ := {Wl, bl}Ll=1 for L layers and the outputs of
self-attention blocks are denoted as Al. The loss
function for standard classification fine-tuning is
defined as the cross-entropy loss ℓCE(y

S ,y).

Self-Distilled Quantization For self-distilled
quantization, we also require a fine-tuned teacher
network fΘ, that has been tuned from the pre-
trained state fθ, to retrieve the soft teacher labels
yT := fΘ(x), where yT ∈ RC and

∑C
c yTc = 1.

The soft label yT can be more informative than the
one-hot targets y used for standard classification
as they implicitly approximate pairwise class simi-
larities through logit probabilities. The Kullbeck-
Leibler divergence (KLD) ℓKLD is then used with
the main task cross-entropy loss ℓCE to express
ℓSDQKLD

as shown in Equation 2,

ℓSDQKLD
= ℓCE(y

S ,y)+ατ2DKLD

(
yS ,yT

)
(1)

where DKLD(y
S ,yT ) = H(yT )− yT log(yS),

H(yT ) = yT log(yT ) is the entropy of the teacher

distribution and τ is the softmax temperature.
Following (Hinton et al., 2015), the weighted
sum of the cross-entropy loss and the KLD loss
ℓSDQKLD

=ℓCE(y
S ,y)+ατ2DKLD

(
yS ,yT

)
is used

as our main SDQ-based KD loss baseline, where
α ∈ [0, 1]. However, DKLD only distils the knowl-
edge from the soft targets of the teacher but does
not directly reduce accumulative quantization er-
rors of the outputs of successive self-attention lay-
ers. This brings us to our proposed attention-based
SDQ loss ℓSDQAtt-KLD

shown in Equation 2,

ℓSDQAtt-KLD
=ℓCE(y

S ,y)+ατ2DKLD

(
yS ,yT

)

+β
1

LH

L∑

l=1

H∑

h=1

ℓAttention

(
AS
lh,AT

lh

) (2)

where α and β are regularization terms and ℓAttention
computes the loss between the student and teacher
outputs of each self-attention block in L layers and
H attention heads per layer. We also consider two
baselines, ℓSDQAtt which is the same as Equation 2
without ατ2DKLD(y

S ,yT ) and ℓSDQHid which ap-
plies the Mean Squared Error (MSE) loss between
the hidden state outputs instead of the attention
outputs. The gradient of DKLD(·, ·) is expressed as
∂DKLD(yS

i ,y
T
i )

∂yS
i

= τ(yS
i /τ − yT

i /τ) and as τ →∞,

the gradient is approximately 1/(dyy
S
i −yT

i ). Sim-
ilarly, the gradient of the MSE loss on a sin-
gle self-attention output in layer l and head h is
1/nlh(a

S
j −aT

j ) for a single sample input x. Hence,
we see the connection between derivatives between
the KLD loss and the MSE loss when combining
them in a single objective. We now move to de-
scribing how SDQ is used in two QAT methods.

Iterative Product Distilled Quantization We
first consider using SDQ with iPQ (Stock et al.,
2019). This is achieved by quantizing m subvec-
tors for each k columns of W where a codebook
for each k subvectors is learned to map each sub-
vector to its nearest neighbor in the learned code-
book C ∈ Rk×d where k is the number of code-
words. The codebook is updated by minimizing
||W−W̃||22 =

∑d
i ||W[:,i]−ϕ(w[:,i])||22 where ϕ(·)

is the quantization function. This objective can
be efficiently minimized with the k-means algo-
rithm and the codewords of each layers are updated
with SGD by averaging the gradients of each as-
signed block of weights. This is done iteratively
from the bottom layers to the top layers through-
out training where the upper layers are finetuned
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(a) Quantization Error (b) F-Norm Elementwise Errors

Figure 2: Dynamic Quantization of InfoXLMBase After Quantization Aware Fine-Tuning on XNLI.

while the lower layers are progressively being quan-
tized (Stock et al., 2019). When using iPQ with
SDQ, omitting the KLD loss and cross-entropy loss,
the objective is ℓSDQiPQ =

∑L−F
l=1

[
||Wl − W̃l||22 +

β
L-F

∑d
i (A

S
l,i − AT

l,i)
2
]

where F is the number of
finetuned layers (non-quantized) at that point in
training. Hence, SDQ progressively quantizes the
layers throughout training when used with iPQ.

Block-Wise Distilled Quantization Noise For
the majority of our QAT-based experiments we
use Quant-Noise (Fan et al., 2020). Quant-Noise
is a SoTA QAT method that applies (fake) block-
wise quantization noise at random to each weight
matrix. Concretely, blocks of weights bkl in Wl

are chosen at random at a rate p and quantization
noise is added to the chosen blocks. We can define
AS = Softmax

( W̃QW̃K√
dk

W̃⊤
V W̃⊤

Q

)
W̃QW̃U where

W̃ represents (fake) quantized weights and is given
as W̃ = ϕINT-8(W) = s(round(W/s + b) − b)
where s and b are scalars learned throughout train-
ing and represent the scaling factor and offset re-
spectively. We then pass AS and AT to Equation 2
to compute the loss.

4 Empirical Results

We begin by referring the reader to the supplemen-
tary material for the experimental setup in subsec-
tion A.2 and subsection A.3. Before discussing
the main results on XGLUE, we first analyse the
mean absolute quantization error and the Frobe-
nius norm of the elementwise difference in self-
attention blocks between an INT-8 dynamically
quantized InfoXLMBase and an unquantized FP-32
InfoXLMBase in Figure 2. We see in Figure 2a that
the output layer contains the largest mean absolute

error across each layer and highest error variance.
In contrast, the query, key and value (QKV) pa-
rameters have much smaller error. However, since
most of the parameters are found in the QKV lay-
ers, the sum of the quantization error is larger, as
seen in Figure 2b. This motivates us to focus on
the output of the self-attention block when mini-
mizing quantization errors with our proposed loss
in Equation 2 as the mean error is higher near the
output as it accumulates errors from previous layers
in the block. This is also reflected in the parame-
ter distribution of each layer type across all layers
in Figure 3, where the x-axis is the mean absolute
quantization error and the y-axis is the layer indices.
We see the quantization noise is more apparent on
the output layer as the Gaussian distrbutions are
non-smooth and have clear jitter effect.
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Figure 3: Dynamic Quantization of InfoXLMBase After
Quantization Aware Fine-Tuning on XNLI.
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Student Teacher Mem XNLI NC NER PAWSX POS QAM QADSM WPR Avg.

X - 1.22 73.9 83.2 83.8 89.3 79.7 68.4 68.3 73.6 77.5
I - 1.22 74.6 83.6 85.9 89.6 79.8 68.6 68.9 73.8 78.1

X-PTQDynamic - 0.52 71.4 81.5 82.9 87.1 76.1 66.3 65.8 68.2 74.9
I-PTQDynamic - 0.52 72.5 81.8 83.0 87.8 75.8 66.6 66.1 68.7 75.3

X-QNAT - 0.52 70.5 81.8 83.0 87.4 78.4 66.8 66.9 70.4 75.7
I-QNAT - 0.52 73.0 82.1 83.1 87.8 78.0 67.2 67.2 70.8 76.2

X-QNATKLD X 0.52 72.5 82.0 83.2 88.1 78.8 67.1 67.2 70.7 75.8
X-QNATKLD I 0.52 73.3 82.1 82.8 88.2 78.3 67.3 67.5 70.5 75.9
I-QNATKLD I 0.52 73.6 82.6 83.1 88.4 79.5 67.6 67.9 71.8 76.8
I-QNATAtt I 0.52 73.2 82.4 83.0 88.3 78.3 67.8 67.7 71.7 76.6
I-QNATAtt-KLD I 0.52 73.8 82.8 83.4 88.8 79.5 67.9 68.0 72.4 77.1

I-QNATAtt IQNAT-PTQ 0.52 72.1 82.1 83.1 89.2 78.8 68.0 67.8 71.9 76.6
I-QNATHid IQNAT-PTQ 0.52 70.7 81.9 82.4 88.8 78.4 67.3 68.0 71.4 76.1
I-QNATKLD IQNAT-PTQ 0.52 73.1 82.3 83.0 88.4 79.2 67.6 67.9 72.1 76.7
I-QNATAtt-KLD IQNAT-PTQ 0.52 73.4 82.5 83.3 88.9 79.6 67.9 68.2 72.6 77.1

Table 1: XGLUE INT-8 Zero-Shot Quantization Results with Post-Training Dynamic Quantization.

4.1 Quantization Results on XGLUE.

We show the per task test performance and the un-
derstanding score (i.e average score) on XGLUE
for quantization baselines and our proposed SDQ
approaches in Table 1 (for brevity we denote
InfoXLMBase as I and XLM-RBase as X). Our
proposed QNATAtt-KLD achieves the best average
(Avg.) score and per task performance for all
tasks, using a fine-tuned InfoXLMBase (XNLI, NC,
NER and QAM) and a fine-tuned InfoXLMBase
trained with QuantNoise and dynamically quan-
tized post-training (PAWSX, POS, QAM, QADSM
and WPR). We also find that QNATAtt-KLD im-
proves over QNATKLD, highlighting that the at-
tention loss is improving quantized model perfor-
mance. In preliminary experiments we found it is
better to distil from a fine-tuned teacher that has the
same pretrained model type. Lastly, We note, that
both of our proposed methods that achieve an 71.1
understanding score are within 1.0 understanding
score of the original “I” fine-tuned FP-32 model.

XNLI Per Language Results Table 2 shows
the baselines and our SDQ methods applied to
XLM-RBase and InfoXLMBase. Here, both mod-
els are only trained on the English language and
hence the remaining languages in the evaluation
set test the zero-shot performance after INT8 quan-
tization (apart from the first 3 rows that show FP-
32 fine-tuned results). The first row is fine-tuned
zero-shot results from the original paper (Con-

Student Quant Method Teacher Quant Method en Avg.

XLM-RBase Conneau et al. - - - 84.6 74.5
XLM-RBase - - - 83.9 73.9
InfoXLMBase - - - 84.1 74.6
InfoXLMBase PTQDynamic - - 81.7 71.4
XLM-RBase PTQDynamic - - 80.1 72.5

XLM-RBase QNAT - - 82.1 70.5
InfoXLMBase QNAT - - 83.7 73.0

XLM-RBase QNATKLD XLM-RBase - 83.4 72.5
XLM-RBase QNATKLD InfoXLMBase - 84.4 73.3
InfoXLMBase QNATKLD InfoXLMBase - 83.9 73.6
InfoXLMBase QNATAtt InfoXLMBase - 84.1 73.2
InfoXLMBase QNATAtt-KLD InfoXLMBase - 84.1 73.8

InfoXLMBase QNATAtt InfoXLMBase QNAT-PTQ 83.3 72.1
InfoXLMBase QNATHid InfoXLMBase QNAT-PTQ 81.1 70.7
InfoXLMBase QNATKLD InfoXLMBase QNAT-PTQ 83.7 73.1
InfoXLMBase QNATAtt-KLD InfoXLMBase QNAT-PTQ 83.9 73.4

The best performance obtained are marked in bold.

Table 2: XNLI standard and zero-shot test accuracy
using (Fake) Quantization-Aware Training with INT-8
Post-Training (Real) Dynamic Quantization.

neau et al., 2019). On average, we find that best
student networks results are found when distill-
ing using QNATAtt-KLD SDQ with the outputs
of an FP-32 teacher for InfoXLMBase at 73.8%
test accuracy points, where the original FP-32
InfoXLMBase achieves 74.6%. Additionally we
see that QNATAtt-KLD improves over QNATKLD
distillation, indicating that attention output distil-
lation improves the generalization of the INT-8
student model. We also found that largest perfor-
mance drops correspond to languages that have
less pretraining data and are morphologically rich
(Swahili, Urdu, Arabic), while performance in En-
glish for the best INT-8 XLM-RBase (84.4%) is
within 0.2% of the original network (84.6%) and
the best InfoXLMBase that uses QNATAtt-KLD is on
par with the FP-32 results.
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Figure 4: Accuracy versus Number of Bits for XGLUE Tasks with FP-32-16 and INT-8-4-2 formats.

4.2 Performance versus Compression Rate

Figure 4 shows how the performance changes for
four approaches, including two of our proposed
objectives (QNATKLD and QNATAtt-KLD), when
training InfoXLMBase. As before, PTQdynamic is a
dynamically quantization fine-tuned InfoXLMBase
and QNAT-PTQdynamic is the same as PTQdynamic
except fine-tuned also using QuantNoise. Unlike
our previous results, here we apply fake quantiza-
tion at inference to achieve compression lower than
INT-8 and be comparable to previous work (Fan
et al., 2019). We see that performance is gener-
ally well maintained up until 8 bits. However, per-
formance significantly degrades for all quantiza-
tion methods for 4 and 2 bit weights. We find that
QNATAtt-KLD maintains higher performance when
compared to the baselines and directly quantizing
with no QAT (PTQdynamic) leads to the poorest re-
sults, also reflected in Table 1 results with real
dynamic quantization at inference time.

Student Teacher XNLI NC NER POS Avg.

- - 74.6 83.6 85.9 79.7 81.0

iPQScalar - 69.1 79.4 81.9 76.3 76.7
iPQScalar-KLD Standard 70.4 80.1 82.3 76.9 77.4
iPQScalar-KLD iPQScalar 70.8 80.7 82.6 79.4 78.4
iPQScalar-Att-KLD Standard 72.2 80.4 82.5 77.4 78.1
iPQScalar-Att-KLD iPQScalar 71.3 80.4 82.9 79.6 78.6

iPQEM - 69.1 79.4 81.9 76.3 76.7
iPQEM-KLD Standard 70.4 80.1 82.3 76.9 77.4
iPQEM-KLD iPQEM 72.8 81.6 82.8 79.8 79.3
iPQEM-Att-KLD Standard 73.2 82.3 82.7 79.1 79.3
iPQEM-Att-KLD iPQEM 73.1 82.5 83.0 79.2 79.5

QNAT - 70.5 81.8 83.3 78.4 78.5
QNATKLD Standard 73.2 82.6 83.1 79.5 79.6
QNATKLD QNAT 73.1 82.3 83.0 79.2 79.4
QNATAtt-KLD Standard 73.8 82.8 83.4 79.5 79.9
QNATAtt-KLD QNAT 73.4 82.5 83.3 79.6 79.7

Table 3: SoTA INT-8 Iterative Product Quantization
methods with and without SDQ for InfoXLMBase.

4.3 Ablation with Current QAT Methods

Table 3 shows the results from a subset of the
XGLUE tasks where the first two columns describe
how the student and teacher networks are trained
and “Standard” refers to standard FP-32 fine-tuning.
This includes iPQ (Stock et al., 2019) with scalar
quantization (iPQScalar), iPQ that uses expectation
maximization to create the codebook during train-
ing (iPQEM) and previous results of QuantNoise
(QNAT) as a reference point. In this setup, we only
apply the attention loss, ℓAttention, to the layers that
are quantized during iPQ. When using SDQ, the
average score increases by 1.9 points for iPQScalar,
1.9 points for iPQScalar 2.8 points for iPQEM and
1.4 points for QNAT. Moreover, adding SDQ dis-
tillation of the logits and the self-attention outputs
improves when compared to logit distillation only.

5 Conclusion

In this paper we proposed an attention-based dis-
tillation that minimizes accumulative quantization
errors in fine-tuned masked language models. We
identified that most of the quantization errors ac-
cumulate at the output of self-attention blocks and
the parameter distribution of the output layer is ef-
fected more by quantization noise. The proposed
distillation loss outperforms baseline distillation
without the attention loss and the resulting INT-
8 models are within 1 understanding score points
on the XGLUE benchmark with real quantization
post-training. Moreover, fine-tuning the teacher net-
work with quantization-aware training can further
improve student network performance on some of
the tasks. Further compression can be achieved up
to 4-bit and 2-bit weights but performance steeply
degrades as the network capacity is drastically re-
duced coupled with the models having to generalize
to multiple languages it was not trained on.
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6 Limitations

Dataset and Experimental Limitations. The
datasets and tasks we focus on are from the
XGLUE benchmark (Liang et al., 2020). The
structured prediction tasks, namely Named Entity
Recognition (NER) and Part of Speech (PoS) Tag-
ging, both have a limited number of training sam-
ples at 15k and 25.4k samples respectively. This is
due to the difficulty in annotating on the token level,
however it can still be viewed as a limitation when
compared to the remaining sentence-level tasks the
majority of tasks have at least 100k samples.

Methodological Limitations. Below are a list of
the main methodological limitations we perceive
of our work:

• Our method requires a teacher model that is
already trained on the downstream task which
can then be used to perform knowledge dis-
tillation. This is limiting when there are con-
straints on the computing resources required
to produce the quantized model.

• We have focused on the problem of reducing
accumulative qunatization errors which be-
come more apparent the deeper a network is.
However, this problem is intuitvely lessened
when the model is shallow (e.g 3-4 layers) but
perhaps wider. Hence the results may be less
significant if the model is shallower than what
we have experimented in this work.

• By introducing the distillation loss we require
an additional regualrization term β to be opti-
mally set, relative to the main distillation loss
α. This can be viewed as a potential limitation
has it introduced an additional hyperparame-
ter to be searched to obtain best results on a
given task.

• Lastly, since intermediate layer outputs of the
teacher network are required for self-attention
distillation, we have to perform two forward
passes during training. Since standard KLD
distillation only requires the output logits, it
is common to store the training data teacher
logits, eliminating the need to perform two
forward passes at training data. However, this
is not an option with self-atttention outputs
as the storage required offline scales with the
number of self-attention heads, number of lay-
ers and the size of the training data.

7 Ethics Statement

Here we briefly discuss some ethical concerns of
using such compressed models in the real world,
specifically the two techniques used in this work,
quantization and knowledge distillation. Hooker
et al. (2020) have found that compressed models
can amplify existing algorithmic bias and perform
very poorly on a subset of samples while the av-
erage out-of-sample accuracy is maintained close
to the uncompressed model. This general finding
for pruning and quantization may be also extrap-
olated to our work (including distillation), hence
it is important to recognize that our work, much
like the remaining literature on compression, may
have ethical concerns with regards to algorithmic
bias and how that effects downstream tasks. How-
ever, smaller models are more cost-efficient and
thus become more widely available to the general
public. To summarize, it is important to analyse any
aforementioned bias amplification for subsets of
samples for downstream tasks compressed models
are used for.
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A Supplementary Material

A.1 Self-Attention in Transformers

Consider a dataset D = {(Xi, yi)}mi=1 for D ∈ D
and a sample s := (X, y) where the sentence
X := (x1, . . . xn) with n being the number of
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words x ∈ X . We can represent a word as an input
embedding xw ∈ Rd, which has a corresponding
target vector y. In the pre-trained transformer mod-
els we use, Xi is represented by 3 types of embed-
dings; word embeddings (Xw ∈ Rn×d), segment
embeddings (Xs ∈ Rn×d) and position embed-
dings (Xp ∈ Rn×d), where d is the dimensionality
of each embedding matrix. The self-attention block
in a transformer mainly consists of three sets of pa-
rameters: the query parameters Q ∈ Rd×l, the key
parameters K ∈ Rd×l and the value parameters
V ∈ Rd×o. For 12 attention heads (as in XLM-
RBase and InfoXLMBase), we express the forward
pass as follows:

−→
X = Xw + Xs + Xp (3)

−→
Z :=

12⊕

i=1

softmax
(−→

X Q(i)KT
(i)

−→
X T

)−→
X V(i) (4)

−→
Z = Feedforward(LayerNorm(

−→
Z +

−→
X )) (5)

←−
Z = Feedforward(LayerNorm(

←−
Z +

←−
X )) (6)

The last hidden representations of both direc-
tions are then concatenated Z′ :=

←−
Z
⊕−→

Z′ and pro-
jected using a final linear layer W ∈ Rd followed
by a sigmoid function σ(·) to produce a probability
estimate ŷ, as shown in (7). Words from (step-3)
that are used for filtering the sentences are masked
using a [PAD] token to ensure the model does not
simply learn to correctly classify some samples
based on the association of these tokens with coun-
terfacts. A linear layer is then fine-tuned on top of
the hidden state, hX,[CLS] emitted corresponding
to the [CLS] token. This fine-tunable linear layer
is then used to predict whether the sentence is coun-
terfactual or not, as shown in Equation 7, where
B ⊂ D is a mini-batch and Lce is the cross-entropy
loss.

Lce :=
1

|B|
∑

(X,y)∈B
y log

(
σ(hX,[CLS] ·W)

)
(7)

Configurations We use XLM-RBase and
InfoXLMBase, which uses 12 Transformer blocks,
12 self-attention heads with a hidden size of 768.
The default size of 512 is used for the sentence
length and the sentence representation is taken as
the final hidden state of the first [CLS] token.

A.2 Experimental Setup and Hardware
Details

Below describes the experimental details, includ-
ing model, hyperparameter and quantization de-
tails. We choose modestly sized cross-lingual lan-
guage models as the basis of our experiments,
namely XLM-RBase (Conneau et al., 2019) and
InfoXLMBase (Chi et al., 2020), both approximately
1.1GB in memory and these pretrained models are
retrieved from the huggingface model hub.

We choose both XLM-RBase and InfoXLMBase
because they are relatively small Transformers and
are required to generalized to languages other than
the language used for fine-tuning. Hence, we be-
gin from a point that model are already relatively
difficult to compress and are further motivated by
the findings that larger overparameterized networks
suffer less from PTQ to 8-bit integer format and
lower (Jacob et al., 2018; Krishnamoorthi, 2018).

For both XLM-RBase and InfoXLMBase the
hyper-parameters are set as follows: 768 hidden
units, 12 heads, GELU activation, a dropout rate of
0.1, 512 max input length, 12 layers in encoder. The
Adam Optimizer with a linear warm-up (Vaswani
et al., 2017) and set the learning rate to 2e-5 for
most tasks. For all sentence classification tasks the
batch size is set to 32 and we fine-tune with 10
epochs. For POS Tagging and NER, we fine-tune
with 20 epochs and set the learning rate to 2e-5. We
select the model with the best average results on the
development sets of all languages. For SDQ-based
models, we report the best performing model for
α ∈ [0.1, 0.2, 0.5, 0.8] and β ∈ [10, 100, 200, 500].
All experiments are carried out on Tesla V100-
SXM2 32 Gigabyte GPUs (NVIDIA, 2017) with no
constraint on GPU hours used on these machines.
In all reported results, we report the best (max) re-
sult from 8-16 different runs when searching for α
and β depending on each particular task.

A.3 Model Configuration and
Hyperparameter Settings

XLM-RBase and InfoXLMBase uses 12 Transformer
blocks, 12 self-attention heads with a hidden size of
768. The default size of 512 is used for the sentence
length and the sentence representation is taken as
the final hidden state of the first [CLS] token. A
fine-tuned linear layer W is used on top of both
models, which is fed to through a softmax function
σ as p(c|h) = σ(Wh) where c is used to calibrate
the class probability estimate and we maximize the

1336

https://huggingface.co/models


log-probability of correctly predicting the ground
truth label.

Table 4 shows the pretrained model configura-
tions that were already predefined before our ex-
periments. The number of (Num.) hidden groups
here are the number of groups for the hidden lay-
ers where parameters in the same group are shared.
The intermediate size is the dimensionality of the
feed-forward layers of the the Transformer encoder.
The ‘Max Position Embeddings’ is the maximum
sequence length that the model can deal with.

Hyperparameters XLM-RBase InfoXLMBase

Vocab Size 250002 250002
Max Pos. Embeddings 514 514
Hidden Size 3072 3072
Encoder Size 768 768
Num. Hidden Layers 12 12
Num. Hidden Groups 1 1
Num. Attention Heads 12 12
Hidden Activations GeLU GeLU
Layer Norm. Epsilon 10−12 10−12

Fully-Connected Dropout Prob. 0.1 0.1
Attention Dropout Prob. 0 0

Table 4: Model Hyperparameter Settings

We now detail the hyperparameter settings for
transformer models and the baselines. We note that
all hyperparameter settings were performed using
a manual search over development data.

A.3.1 Transformer Model Hyperparameters
We did not change the original hyperparam-
eter settings that were used for the original
pretraining of each transformer model. The
hyperparameter settings for these pretrained
models can be found in the class arguments
python documentation in each configuration
python file in the https://github.com/huggingface/
transformers/blob/master/src/transformers/
e.g configuration_.py.For fine-tuning trans-
former models, we manually tested different
combinations of a subset of hyperparameters
including the learning rates {50−4, 10−5, 50−5},
batch sizes {16, 32, 128}, warmup proportion
{0, 0.1} and ϵ which is a hyperparameter in the
adaptive momentum (adam) optimizer. Please
refer to the huggingface documentation at
https://github.com/huggingface/transformers for
further details on each specific model e.g at https:
//github.com/huggingface/transformers/blob/
master/src/transformers/modeling_roberta.py, and
also for the details of the architecture that is used
for sentence classification and token classification.
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