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Abstract
We propose a novel challenge for large lan-
guage models: ellipsis-dependent reasoning.
We define several structures of paired exam-
ples, where an ellipsis example is matched to
its non-ellipsis counterpart, and a question is
posed which requires resolution of the ellipsis.
Test results show that the best models perform
well on non-elliptical examples but struggle
with all but the simplest ellipsis structures.

1 Introduction

Ellipsis is a fundamental feature of human lan-
guage, occurring in all registers, where parts of
sentences are omitted, although the missing parts
are essential for understanding the meaning. The
following is an example of Verb Phrase Ellipsis
(VPE)(Bos and Spenader, 2011):

(1) William went running. Harold did too.

(1) is understood as asserting that Harold went run-
ning; that is, the hearer or reader naturally fills
in the missing material. This is done by identify-
ing the antecedent VP, went running, in the first
sentence. The following is the non-elliptical coun-
terpart of (1):

(2) William went running. Harold went run-
ning too.

With such examples, we can test understanding
of ellipsis by targeting the ellipsis phrase with a
simple Yes/No question:

(3) Did Harold go running?

If a system answers the question incorrectly for (1),
the ellipsis example, but answers correctly for (2),
the non-elliptical counterpart of (1), we can ascribe
the result specifically to the challenge of ellipsis,
since the examples are otherwise identical.

As with pronominal anaphora and other dis-
course processes, there is great flexibility in the

way ellipsis can occur in discourse. Example (1)
involves two simple adjacent sentences. It is also
possible for ellipsis or the antecedent to occur in
embedded clauses. Furthermore, ellipsis can occur
either before or after the antecedent. Finally, an
arbitrary amount of material can intervene between
the antecedent and the ellipsis occurrence.

In this paper, we propose the challenge of
ellipsis-dependent reasoning. This challenge con-
sists of examples involving an ellipsis clause, the
target. Each ellipsis example is paired with its non-
elliptical counterpart, where the target clause is
overt rather than elliptical. We then pose a question
whose answer is dependent on the target clause. A
key aspect of the challenge is that ellipsis occur-
rences are possible in a variety of diverse structural
configurations. We test a series of GPT-3 models
(GPT) on several such ellipsis structures.

2 Related Work

There is a large literature concerning the prob-
ing of language models from a variety of perspec-
tives. Furthermore, there has been substantial work
specifically addressing ellipsis in NLP. In this pa-
per, we are proposing the challenge of ellipsis-
dependent reasoning. This proposal builds on var-
ious strands of prior research; below we consider
some particularly relevant aspects of this literature.

2.1 Probing Models for Knowledge

The Winograd Schema (Kocijan et al. (2022);
Levesque et al. (2012)) involves test examples that
use the linguistic problem of pronoun resolution
to gain insight into the commonsense reasoning
abilities of an AI system. To do this, the Winograd
Schema requires pairs of examples that differ only
in one specific, small way, as in (4):

(4) The city councilmen refused the demonstra-
tors a permit because they feared/advocated
violence.
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With “feared", the pronoun “they" refers to the city
councilmen, while with “advocated", it refers to the
demonstrators. Humans understand this because
of general, commonsense knowledge about what
would reasonably explain the refusal of a permit
in the two cases. It is difficult to ensure that such
examples can only be solved through such sophis-
ticated reasoning, and, according to Kocijan et al.
(2022)[p. 8], “Solving Winograd schemas is not
a surrogate for the ability to do commonsense rea-
soning".

A different approach is exemplified by Lin et al.
(2019): here, examples are constructed which test
specific aspects of linguistic knowledge of a sys-
tem, namely, whether BERT embeddings “encode
hierarchical information". For example, a task is
defined to identify the main auxiliary verb in a
sentence, even in cases where the main auxiliary
is not the first auxiliary verb to appear. Training
and testing datasets are automatically generated us-
ing a context-free grammar for several such tasks
involving hierarchical syntactic information.

2.2 Anaphora and Question Answering
Quoref (Dasigi et al. (2019); Zhang and Zhao
(2022)) is a question-answer dataset designed so
that correct answers cannot be given unless a coref-
erence relationship is correctly identified; that is,
the reasoning involved in question answering is
dependent on resolving coreference. This is, in a
sense, the inverse of the Winograd schema, where
resolving coreference is dependent upon reasoning.
Just as with the Winograd schema, it is difficult to
ensure that resolving this dependency is required
for system success. (Dasigi et al., 2019)[p. 1] note
that this is “challenging, because it is hard to avoid
lexical cues that shortcut complex reasoning", and
based on a random sample, found that coreference
resolution was required for 78% of questions.

2.3 Ellipsis as a Task
There has been substantial work on ellipsis as a
discrete NLP task (Khullar (2020), Zhang et al.
(2019); Kenyon-Dean et al. (2016); Bos and Spe-
nader (2011)). Vanderlyn et al. (2022) surveys a
variety of forms of what they call “implicit ref-
erence", which includes ellipsis and related phe-
nomena. Aralikatte et al. (2021) frame ellipsis as
a question-answering task, i.e., a task of locating
an antecedent, understood as a span of tokens in
context. Aralikatte et al. (2021) report token F1
scores of 78.66 for VPE and 86.01 for sluicing, an-

other form of ellipsis. It’s important to note that the
task here, of antecedent identification, is a sub-part
of the ellipsis challenge. Before the antecedent is
identified, an ellipsis occurrence must be identified,
and after the antecedent is identified, it must be
interpreted, or “reconstructed", at the ellipsis site.

2.4 Relevance for Ellipsis-Dependent
Reasoning

The specific task of ellipsis is addressed in work
like that of Aralikatte et al. (2021), but the key
difference here is that we are probing for a com-
plete solution to the ellipsis problem. The proposed
ellipsis-dependent reasoning task involves a ques-
tion that can only be answered correctly if the el-
lipsis is properly identified and interpreted. This
combines aspects of the preceding works in a novel
way: like the Winograd schema and the syntactic
work by Lin et al. (2019), it probes for what we
see as a specific type of psychologically-defined
knowledge: namely, a representation of context
that supports the resolution of ellipsis. Similarly to
the work on Quoref, we use targeted questions to
probe for discourse-related knowledge.

There is an extensive literature on the contextual
interpretation of natural language, resting on the
idea of a dynamic, ongoing model of discourse. For
example, Discourse Representation Theory (Kamp,
1981) describes a semantic model supporting dis-
course phenomena such as pronominal and tempo-
ral anaphora, and Sag and Hankamer (1984) argue
explicitly that ellipsis and other such phenomena
are interpreted with respect to a discourse model
(Garnham, 2010). As one study puts it, “Inter-
preting a verb-phrase ellipsis (VP ellipsis) requires
accessing an antecedent in memory, and then in-
tegrating a representation of this antecedent into
the local context" (Martin and McElree, 2008). In
this paper, we seek to determine whether a large
language model is capable of such an interpretive
process.

3 Data

There is a great deal of variety in the structural
configurations in which ellipsis can occur. In ta-
bles 1 and 2 we define structures for ellipsis and
antecedent occurrences.

In all structures, there is an ellipsis occurrence,
and the question targets the ellipsis occurrence. Fur-
thermore, each ellipsis example is paired with a
non-ellipsis version. The first two structures, Sep-
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Structure Example

Separate William went running.
Sentence John did too.
Conjoined William went running,
Sentence and John did too.
Subordinate Because William went running,
Antecedent John did.
Subordinate William went running
VPE after John did.
Backwards Because John did,

William went running.
Two Actions William didn’t go running

but John did.
William went shopping
and John didn’t.

Question Did John go running?

Table 1: Structures for Positive Answer

arate Sentence, and Conjoined Sentence, involve
two adjacent main clauses. This is followed by two
structures in which either the VPE or antecedent oc-
cur in a subordinate clause. There is a Backwards
structure where the VPE precedes the antecedent;
here the VPE is in a subordinate clause. Finally, we
have a Two Actions structure; that is, two ellipsis
occurrences each with their respective antecedent
VPs. We have two versions: one in which the target
question has a correct answer of “Yes", shown in
table 1, and another where the target question has
a correct answer of “No", shown in table 2.

We generate large numbers of examples of each
structure by performing random substitutions for
both the subject and verb. The substitution lists are
given in the appendix, along with samples of each
structure and the size of the resulting sets. 1

4 Test

For each instantiation of a given structure, we pro-
duce paired ellipsis and non-ellipsis examples, with
an associated Yes/No question. We randomly select
1000 examples for each structure, including 500
ellipsis examples and 500 examples which are their
non-elliptical counterparts. Each example is pre-
sented to the system, preceded by the text, “Please
give a Yes or No answer:". We test five GPT-3 mod-
els on these structures: Davinci-003, Davinci-002,

1Datasets and associated programs can be ac-
cessed at https://github.com/DanHardtDK/
ellipsisGPT3.

Structure Example

Separate William went running.
Sentence But John didn’t.
Conjoined William went running,
Sentence but John didn’t.
Subordinate Because William went running,
Antecedent John didn’t.
Subordinate William went running
VPE after John didn’t.
Backwards Because John didn’t,

William went running.
Two Actions William didn’t go shopping

but John did.
William went running
and John didn’t.

Question Did John go running?

Table 2: Structures for Negative Answer

Curie-001, Babbage-001, and Ada-001. According
to the GPT-3 documentation, Davinci-003 is the
most powerful model and Ada-001, the least.

5 Results

Figure 1 gives the accuracy for ellipsis and non-
ellipsis, for each of the five models. We have set
up the test examples so that an ellipsis example
is paired with a non-ellipsis example that is oth-
erwise identical. Because of this, we claim that
the difference in accuracy of the non-ellipsis case
vs. the ellipsis case provides a measurement of the
difficulty specifically posed by ellipsis. For all but
the least powerful model, Ada, the non-ellipsis ac-
curacy is substantially higher than ellipsis accuracy,
supporting the hypothesis that ellipsis-dependent
reasoning presents a difficult challenge for these
models. While the Ada model actually performs
somewhat better for ellipsis than non-ellipsis, this
is not because the Ada model does well with ellip-
sis cases; rather, the model has great difficulty with
both the ellipsis and non-ellipsis cases, and is close
to a random guessing baseline of .50.

In figures 2 through 6, we present results for each
model. We show the accuracy for each structure,
for both the ellipsis version and the non-ellipsis ver-
sion. Consider the most powerful models, Davinci-
003 and Davinci-002. In figures 2 and 3, we can see
that ellipsis is not difficult in the first two structures:
2Sent (Separate Sentence) and 1Sent (Conjoined
Sentence). Here the accuracy is nearly perfect for
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Figure 1: Model Accuracy – Ellipsis vs. Non-Ellipsis
(5000 examples per model.)

Figure 2: Ellipsis Accuracy – davinci-003 (1000 exam-
ples per structure.)

the ellipsis as well as the non-ellipsis condition.
However, in all the other structures, there is a large
divergence in accuracy between ellipsis and non-
ellipsis, for both the Davinci-003 and Davinci-002
models. Subordination for either antecedent or el-
lipsis is quite challenging, with accuracies ranging
from 48.8 to 85.8. The Backwards and Two Ac-
tions structures are even more difficult for ellipsis.

6 Analysis

For the two most powerful models, it is clear that
ellipsis poses a difficult challenge, except in the two
simplest ellipsis structures. For the less powerful
models, the picture is mixed. For these models,
the non-ellipsis examples are themselves a difficult
challenge, so we are not able to observe the specific
difficulties posed by ellipsis.

As we can see in figure 1, the Davinci-002 model
performs somewhat better overall than Davinci-

Figure 3: Ellipsis Accuracy – davinci-002 (1000 exam-
ples per structure.)

Figure 4: Ellipsis Accuracy – curie-001 (1000 examples
per structure.)

003, on both ellipsis and non-ellipsis. However,
figures 2 and 3 show that the advantage of Davinci-
002 on ellipsis is exclusively due to the subordi-
nate antecedent construction. In every other el-
lipsis structure, Davinci-003 performs better than
Davinci-002.

There are striking differences in the distribution
of errors. For both the Davinci-003 and Davinci-
002 models, errors are nearly always false negatives
– that is, incorrect “No" answers. There are virtually
no false positives, either for the ellipsis case or non-
ellipsis case. For the other three models, there are
many errors of each type, with a much higher ratio
of false positives.

7 Conclusion

Most of the current rapid progress in NLP is due
to pre-trained large language models. GPT-3 is
an impressive publicly available collection of such
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Figure 5: Ellipsis Accuracy – babbage-001 (1000 exam-
ples per structure.)

Figure 6: Ellipsis Accuracy – ada-001 (1000 examples
per structure.)

models, and is able to perform in a way that sug-
gests human-level understanding. Because of this,
it is important to explore areas in which it might
still differ from human language understanding. In
this paper we have argued that ellipsis is one such
area. For many simple ellipsis structures, the most
powerful GPT-3 models struggle, with accuracies
far lower on ellipsis examples than on non-elliptical
counterparts.

In many ways, GPT-3 appears to understand
the texts that it processes, often being able to
answer questions that appear to rely on sophisti-
cated reasoning. However, the challenge of ellipsis-
dependent reasoning provides evidence that GPT-3
is not able to understand in anything like the way
humans do.

Figure 7: Ellipsis case – Errors by model. False Pos-
itives (Incorrect “Yes") vs. False Negatives (Incorrect
“No")

Figure 8: Non-ellipsis case – Errors by model. False
Positives (Incorrect “Yes") vs. False Negatives (Incor-
rect “No")

8 Limitations

This paper argues that the proposed task of ellipsis-
dependent reasoning is a difficult challenge for
GPT-3 models, which are among the most power-
ful current language models. The data constructed
here is restricted to English, and furthermore is re-
stricted to a single form of ellipsis, namely verb
phrase ellipsis. It may well be that other forms of
ellipsis may give rise to different effects, and it is
also important to test the claims made here on other
languages.
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A Appendix

A.1 Sample Instantiations

Below are sample instantiations for the Single
Sentence and Two Action structures. The complete
datasets for all the structures can be accessed
at https://github.com/DanHardtDK/
ellipsisGPT3.

Single Sentence

Mary went swimming, and Harold did too.
Mary went swimming, and Harold went swimming
too.

Q: Did Harold go swimming?
A: Yes

Mary went swimming, but Harold didn’t.
Mary went swimming, but Harold didn’t go swim-
ming.

Q: Did Harold go swimming?
A: No

Two Actions
Mary didn’t go swimming but Harold did.
Mary went shopping and Harold didn’t.
Mary didn’t go swimming but Harold did go swim-
ming.
Mary went shopping and Harold didn’t go shop-
ping.

Q: Did Harold go swimming?
A: Yes
Q: Did Harold go shopping?
A: No
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Category Substitution List

Subject “Mary", “Harold", “Sam", “William",
“The teacher", “The student", “The driver",
“My friend", “John", “Elena", “Karen",
“Mrs Jones"

Verb “swimming", “shopping", “running",
“walking", “skiing", “jogging", “hiking"

Table 3: Substitutions

A.2 Substitutions
The examples are produced using the substitutions
for subjects and verbs in the different structures, as
shown in table 3.
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