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Abstract

This study proposes a new multimodal neural
machine translation (MNMT) model using syn-
thetic images transformed by a latent diffusion
model. MNMT translates a source language
sentence based on its related image, but the
image usually contains noisy information that
are not relevant to the source language sen-
tence. Our proposed method first generates a
synthetic image corresponding to the content of
the source language sentence by using a latent
diffusion model and then performs translation
based on the synthetic image. The experiments
on the English-German translation tasks using
the Multi30k dataset demonstrate the effective-
ness of the proposed method.

1 Introduction

Recently, multimodal neural machine translation
(MNMT) (Specia et al., 2016), which uses images
in addition to source language sentences for transla-
tion, has attracted attention in the field of machine
translation (MT). Images related to source language
sentences are considered to improve translation per-
formance by resolving ambiguity during translation
and complementing information that is difficult to
capture with source language sentences. However,
a source language sentence often only describes
one aspect of the contents included in its related
image.

Figure 1 shows an example from a standard
dataset in MNMT, the Multi30k dataset (Elliott
et al., 2016). As shown in Figure 1, multiple source
language sentences with differing content are as-
sociated with a single image in the Multi30k. For
example, Source Language Sentence 2 does not
mention the house in the related image. There-
fore, related images are not necessarily optimal as
auxiliary information for MT.

Therefore, in this study, we propose a new
MNMT model using a synthetic image generated

by image conversion with a latent diffusion model.
Specifically, an original related image is converted
with a latent diffusion model based on its source
language sentence; content unrelated to the source
language sentence is eliminated from the original
image, and an image conforming with the source
language sentence is generated. Subsequently,
translation is performed by using the converted syn-
thetic image instead of the original related image.
Our aim is to improve translation performance by
using related images that better reflect the content
of source language sentences as auxiliary informa-
tion for translation.

We verified the effectiveness of our proposed
method on the English-German translation tasks
using the Multi30k dataset (Elliott et al., 2016)
and the Ambiguous COCO dataset (Elliott et al.,
2017). The results confirmed that, compared with
a conventional MNMT using the original related
images in the Multi30k, our method improved the
BLEU score by 0.14 on both the Multi30k Test
2016 and Test 2017, and by 0.39 on the Ambigu-
ous COCO. Additionally, CLIPScore (Hessel et al.,
2021), which was used to calculate the similarity
between a source language sentence and an image,
confirmed that the synthetic images used in our
method more closely match the source language
sentences than the original related images.

2 Conventional MNMT Models

MNMT models based on Transformer (Vaswani
et al., 2017) have recently become mainstream in
the field of MNMT. Various attempts have been
made to improve their translation performance, in-
cluding the introduction of visual attention mech-
anisms (Nishihara et al., 2020), as well as the
method of simultaneously learning feature repre-
sentations of text and images using a shared en-
coder (Elliott and Kádár, 2017). Li et al. (2022)
have proposed a Transformer MNMT model incor-
porating Selective Attention, an attention mecha-
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Figure 1: Overview of the Proposed Method

nism that captures relationships between words in a
source language sentence and patches of its related
image. We outline the Selective Attention MNMT
model, which is used as the base MNMT model in
this study, below.

The Selective Attention MNMT model first en-
codes the source language sentence X text and the
related image X img into feature expressions H text

and H img by Eqs. (1) and (2), respectively.

H text = TextEncoder(X text), (1)

H img = W ImageEncoder(X img), (2)

where W , TextEncoder, and ImageEncoder are the
parameter matrix, Transformer Encoder, and Vi-
sion Transformer (Dosovitskiy et al., 2021), respec-
tively.

Then, Selective Attention captures relationships
between image patches and source words using an
attention mechanism as follows:

H
img
attn = Softmax

(
QKT

√
dk

)
V, (3)

where Q, K, and V are H text, H img, and H img,
respectively, and dk is the dimension of H text.

Subsequently, the gated fusion mecha-
nism (Zhang et al., 2020) generates a feature
expression Hout that represents the source lan-
guage sentence and the image while controlling
the influence of the image by Eqs. (4) and (5).

λ = Sigmoid(UH text + V H
img
attn), (4)

Hout = (1− λ) ·H text + λ ·H img
attn, (5)

where U and V are learnable parameter matrices.
Finally, Hout is input to the Transformer Decoder
to generate a translated sentence.
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Figure 2: Training Process of a Latent Diffusion Model

3 Proposed Method

In this section, we propose an MNMT model that
uses synthetic images transformed from related
images based on source language sentences. Figure
1 shows an overview of the proposed method.

The MNMT dataset consists of the triplets of a
source language sentence, a target language sen-
tence, and a related image. In typical MNMT
datasets, each source language sentence usually
only represents one aspect of the content included
in the related images; there are many cases where
content unrelated to the source language sentence
exists in the related image. For example, the image
in Figure 1 shows a scene where a girl in a pink
dress climbs the stairs to enter a wooden house,
but Source Language Sentence 1 does not mention
the climbing of stairs. Further, Source Language
Sentence 2 does not refer to a house. Therefore,
related images are not necessarily the best aids to
translation.

Accordingly, our proposed method first uses a la-
tent diffusion model to eliminate content unrelated
to the source language sentence from the related
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image and generate a synthetic image that corre-
sponds to the source language sentence (see Section
3.1). Then, translation is performed with a conven-
tional MNMT model (e.g., the Selective Attention
MNMT model in our experiments) using the gen-
erated synthetic image and the source language
sentence. Because this makes it easier to capture
the relationship between the input image and text
during translation, we expect the improvement of
translation performance.

3.1 Image Transformation: Latent Diffusion
Model

This section explains the latent diffusion
model (Rombach et al., 2022) used in the image
transformation step of our proposed method.
The latent diffusion model applies the diffusion
model (Sohl-Dickstein et al., 2015) to the latent
space of VAE (Kingma and Welling, 2014) and
consists mainly of the VAE, U-Net (Ronneberger
et al., 2015), and a text encoder (see Figure 2).
In the latent diffusion model, an input image is
projected from pixel space into a low-dimensional
latent space using a VAE Encoder to obtain its
latent representation. Then Gaussian noise is
continuously added to the latent expression by
a diffusion process. Next, in a reverse diffusion
process, U-Net is used multiple times to gradually
remove noise from the latent expression that
contained noise. At this time, the U-Net is
conditioned by the feature representation generated
from a text by the text encoder. This conditioning
is realized by a cross attention mechanism. Finally,
the VAE decoder projects the denoised latent
representation from latent space to pixel space to
obtain the output image.

The loss function for the latent diffusion model
is given as follows:

LLDM := Eε(x),y,ϵ∼N (0,1),t[∥ϵ− ϵθ(zt, t, τθ(y))∥22],

where ε, ϵθ, and τθ represent a VAE encoder, an
U-Net, and a text encoder, respectively, and x, y,
ϵ, t, and zt are an input image, a text, a Gaussian
noise, time, and the latent representation of time t,
respectively.

In our proposed method, a source language sen-
tence and its related image are input to the text
encoder and the VAE encoder, respectively, to con-
vert the related image into a synthetic image that
conforms to the source language sentence.

4 Experiments

4.1 Experimental Setup

We verified the effectiveness of the proposed
method on the English-German translation tasks
using the Multi30k and the Ambiguous COCO. We
used the Multi30k training data (29,000 triplets)
and the Multi30k validation data (1,014 triplets)
as our training and validation data, and used the
Multi30k Test 2016 (1,000 triplets), the Multi30k
Test 2017 (1,000 triplets), and the Ambiguous
COCO (461 triplets) as our test data.

We compared the translation performance of our
proposed method (MNMT(conv.)) with the transla-
tion performance of 1) an NMT model that does
not use related images (NMT); 2) an MNMT model
that uses original images from the dataset as related
images (MNMT(orig.)); 3) and an MNMT model
that uses images generated only from source lan-
guage sentences as related images (MNMT(gen.)).

Transformer-Tiny1 was used as the NMT model.
This model, with a reduced number of layers, size
of hidden layers, number of attention mechanism
heads, etc., as compared to typical Transformer
models, is suitable for small-scale datasets.2 Ac-
cording to Wu et al. (2021), we set the number of
encoder and decoder layers, the size of the hidden
layer, the input size of the feed-forward layer, the
number of attention mechanism heads, the dropout,
and the label smoothing weight to 4, 128, 256, 5,
0.3, and 0.1, respectively. Adam (Kingma and Ba,
2015) was used as the optimization method, with
β1 = 0.9 and β2 = 0.98. The learning rate was
linearly warmed up from 1e−7 to 5e−3 over the
first 2,000 steps, and then it was decreased propor-
tionally to the number of updates. The vocabulary
dictionary was shared between the source language
and the target language, and created by Byte Pair
Encoding (Sennrich et al., 2016) with 10,000 merge
operations.

The Selective Attention MNMT3 was used as
the MNMT model. As for Vision Transformer,
vit_base_patch16_3844 was used for image feature
extraction. Stable Diffusion,5 based on a latent

1https://github.com/LividWo/
Revisit-MMT

2Wu et al. (2021) reported that Transformer-Tiny outper-
forms Transformer Base/Small on the Multi30k dataset.

3https://github.com/libeineu/fairseq_
mmt

4https://github.com/rwightman/
pytorch-image-models

5https://github.com/CompVis/
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Model
Test Test Ambiguous
2016 2017 COCO

NMT 40.50 31.31 27.81
MNMT(orig.) 41.06 32.06 27.91
MNMT(gen.) 40.81 31.81 28.54
MNMT(conv.) 41.20 32.20 28.30

Table 1: Translation Performance (BLEU [%])

Model
Test Test Ambiguous
2016 2017 COCO

MNMT(orig.) 79.59 78.32 78.17
MNMT(conv.) 79.74 79.35 80.08

Table 2: CLIPScore: Similarity between Source Lan-
guage Sentences and Related Images

diffusion model, was adopted for the generation
of related images in MNMT(gen.) and the image
transformation in MNMT(conv.); the specific model
used was stable-diffusion-v1-5.6 StableDiffu-
sionPipeline and StableDiffusionImg2ImgPipeline
from diffusers,7 were used for implementation.
For image generation in MNMT(conv.) and
MNMT(gen.), we used the default parameters. We
set guidance_scale and num_inference_steps to 7.5
and 50 for MNMT(gen.), and guidance_scale and
strength to 7.5 and 0.8 for MNMT(conv.). The hy-
perparameters, optimization methods, and vocab-
ulary dictionary creation methods during training
were the same as the settings used for the NMT
model.

In decoding for all models, we averaged check-
points at the last 10 epochs before the end of train-
ing, and used beam search with a beam width of 5.
BLEU (Papineni et al., 2002) was used as the eval-
uation measure. We trained the models with five
different random seeds, and evaluated the model
with the highest BLEU on the validation data.

4.2 Results

Table 1 shows the experimental results. As Table
1 shows, the three MNMT models using image
information have higher BLEU scores across all
datasets than the NMT model that does not use
image information. This confirms that image infor-
mation helped improve translation performance on

stable-diffusion
6https://huggingface.co/runwayml/

stable-diffusion-v1-5
7https://github.com/huggingface/

diffusers

the datasets used in our experiments.
Further, a comparison of the three MNMT

models shows that our proposed MNMT(conv.)
achieved the highest translation performance on
Test 2016 and Test 2017. MNMT(gen.) had a
higher translation performance than MNMT (conv.)
on Ambiguous COCO, but overall, MNMT (conv.)
had better results, confirming the effectiveness of
the proposed method.

5 Discussion

This section analyzes the synthetic images used in
the proposed method. Examples of transformed
images are shown in Appendix A. In order to in-
vestigate how much of the image corresponds to
the source language sentence, we computed Clip-
Score (Hessel et al., 2021), which measures the
similarity between the image used and the source
language sentence by using CLIPScore(c,v) =
w ·max(cos(c,v), 0), where c and v are the fea-
ture vectors from the text encoder and the image
encoder of the CLIP (Radford et al., 2021), re-
spectively. w is used to rescale the output, and
following Hessel et al. (2021), we set it to 2.5.

The evaluation results are shown in Table 2. The
table shows that the synthetic images converted
by our proposed method have a higher similarity
to the source language sentences than the original
related images across all datasets. In particular, the
largest improvement (+1.91 CLIPScore) has been
observed on Ambiguous COCO, which includes
more ambiguity than the other two test datasets.
These results confirm that related images which
better reflect the source languages can be used as
aids to translation via our proposed method.

6 Conclusion

In this study, we proposed a new MNMT model that
uses a latent diffusion model to transform related
images into synthetic images that more closely con-
form to source language sentences and uses the
transformed images as auxiliary information for
MT. The experiments on the English-German trans-
lation tasks using the Multi30k dataset showed that
the proposed method can achieve higher translation
performance than conventional methods, demon-
strating the effectiveness of our proposed method.
The evaluation using CLIPScore confirms that the
images used in our method possess more similari-
ties to the source language sentences than the origi-
nal images.

79

https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://github.com/CompVis/stable-diffusion
https://huggingface.co/runwayml/stable-diffusion-v1-5
https://huggingface.co/runwayml/stable-diffusion-v1-5
https://github.com/huggingface/diffusers
https://github.com/huggingface/diffusers


Limitations

In this work, we confirm the effectiveness of the
proposed method only on the English-German
translation tasks using the Multi30k dataset, the
most commonly used dataset in the MNMT re-
serach area. It is not clear whether the proposed
method is effective for translation for language
pairs other than English and German or translation
when a larger training dataset is used (e.g., when
using an existing data augmentation method for
MNMT). We will leave these verification experi-
ments for future work.

The proposed method has improved translation
performance of MT, but the performance is not per-
fect and translation results could include translation
errors. Accordingly, there still remains a possibil-
ity that translation results by the proposed method
could convey incorrect information.

The proposed method requires an additional pro-
cess for transforming images, compared with con-
ventional MNMT models. The experiment, in-
cluding model training and testing, on the pro-
posed model MNMT(conv.) took about 20 hours
longer than that on the baseline MNMT model
MNMT(orig.) when using RTX3090 GPU × 1.
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A Appendix

a man grilling meat on an outdoor grilling pit .

a young girl in a red dress is wearing a black 
cowboy hat .

one man holds another man's head down and 
prepares to punch him in the face .

a man wearing black and white stripes is trying to stop a horse .

Successful Examples Unsuccessful Examples 

Source Language Sentence

Source Language Sentence

Source Language Sentence

Source Language Sentence

Original Related Image

Original Related Image

Original Related Image Transformed ImageTransformed Image

Transformed ImageTransformed Image Original Related Image

Figure 3: Successful (Left) and Unsuccessful (Right) Examples of our Image Transformation

82


