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Abstract
Commentary of Gongyang, Commentary of Gu-
liang, and Commentary of Zuo are collectively
called the Three Commentaries on the Spring
and Autumn Annals, which are the supplement
and interpretation of the content of Spring and
Autumn Annals with value in historical and liter-
ary research. In traditional research paradigms,
scholars often explored the differences between
the Three Commentaries within the details in
contexts. Starting from the view of Stylistic
Analysis, this paper examines the differences in
the language style of the Three Commentaries
through the representation of language, which
takes the methods of deep learning. Specifi-
cally, this study vectorizes the context at word
and sentence levels. It maps them into the same
plane to find the differences between the use
of words and sentences in the Three Commen-
taries. The results show that the Commentary
of Gongyang and the Commentary of Guliang
are relatively similar, while the Commentary
of Zuo is significantly different. This paper
verifies the feasibility of deep learning meth-
ods in stylistics study under computational hu-
manities. It provides a valuable perspective
for studying the Three Commentaries on the
Spring and Autumn Annals.

1 Introduction

Style is an additional component in the process of
language expression and expression. It changes
due to the social era and environment in which
language is used and in various forms due to the
user’s expression habits and intentions. This char-
acteristic has received longstanding attention from
stylistics. Among the study of ancient Chinese clas-
sics, the Spring and Autumn Annals was known as
"having profound meaning in simple words." and
the Historical Records were called "Li Sao without
rhyme." These are classic summaries of ancient
Chinese books. The language style can also be
used to compare and analyze authors, such as Li
Bai and Du Fu honored as "Poetic Immortal" and

"Poetic Sage". For the study of stylistics, the tradi-
tional paradigm generally starts from vocabulary,
rhetoric, sentence patterns, etc., with the help of
examples, and forms an interpretive logic that is
now called "close reading". Corresponding to this
is the "distance reading" after the rise of digital
humanities. With the help of many computational
methods such as lexical statistics, quantitative lin-
guistics, and natural language processing, the study
of textual style has increasingly inclined towards re-
sults with precision value. This research paradigm,
or computational humanities, provides new explo-
ration perspectives for studying stylistics.

This study focuses on the style of ancient books
in computational humanities. Compared with tradi-
tional methods, the advantage of the computational
humanities lies in quantification, which is based
on data and computation to obtain objective and
verifiable conclusions. The study of stylistics under
this paradigm also presents a variety of technical
and theoretical frameworks due to the intersection
of fields, forming a developing trend of mutual in-
tegration. This study of the style of ancient books
depends on multi-level observations from Chinese
characters to vocabulary and sentences. Represen-
tation learning can also provide more comprehen-
sive quantification for the style analysis of ancient
books.

This research focuses on the Three Commen-
taries on the Spring and Autumn Annals and re-
lated ancient books. The Three Commentaries are
the most important classics among ancient Chi-
nese books and have also received much attention
in computational humanities. On the other hand,
stylistic studies on the difference between the Three
Commentaries have also gained much attention.
Specifically, this study will take Hong Ye’s Index
on Spring and Autumn Annals and the Three Com-
mentaries as the data source and use text represen-
tation learning in deep learning to examine the style
differences between the Three Commentaries. As
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an essential content of computational humanities,
this study will provide a compelling computational
research idea and reference for studying style in
ancient books.

2 Related Research

The Three Commentaries on the Spring and Au-
tumn Annals revolve around the history of the Lu
State recorded in the Spring and Autumn Period
in terms of content and ideological system. Still,
there are apparent differences in the writing and
language style focus. Scholars often draw rele-
vant conclusions based on a careful reading of the
Three Commentaries(Chen, 2021), which have sig-
nificantly contributed to the development of histo-
riography but need more accurate, verifiable, and
reproducible digital indicators to prove it. More-
over, the entry point for investigation is single, of-
ten only starting from a specific problem, needing a
macroscopic inspection from a global perspective.

As one of the research directions of ancient Chi-
nese text mining, the metrological research of old
books has the characteristics of mature technology
and diverse perspectives. According to the different
properties of the research objects, it can be divided
into different research levels, such as vocabulary,
sentences, and text. The measurement research of
ancient books based on vocabulary includes word
segmentation(Huang et al., 2015), part-of-speech
tagging(Zhang et al., 2021), named entity recogni-
tion(Liu and Wang, 2018), keyword extraction(Qin
and Wang, 2020), etc. In the quantitative research
conducted around the sentence level, taking sen-
tence segmentation (Zhao et al., 2022), sentence
classification(Liu et al., 2013), and sentence extrac-
tion(Zhou et al., 2021) as examples, it is possible to
explore the implicit features and inter-sentence re-
lationships of sentences in ancient books. Research
at the chapter level includes research on automatic
summarization(Xu et al., 2022), bibliographic in-
formation measurement(Tong et al., 2021), etc. In
summary, studying computational humanities in
ancient books has extended research in various di-
rections at different levels and has gradually formed
a mature research paradigm. However, there is still
a gap in the study of the style and style of ancient
books, and there needs to be more research that
takes ancient books as the main body and uses
quantitative analysis to observe the differences in
digital indicators of ancient books. This study takes
the Three Commentaries on the Spring and Autumn

Annals as the research object. It aims at texts of
different levels to explore the language style dif-
ferences formed in writing the three biographies.
This is significant for exploring ancient books in
the Spring and Autumn Periods.

3 Style Comparison With Text
Representation

Words and sentences are important objects in stylis-
tics research; different from the measurement of
word frequency in traditional diagrams, this study
uses representation learning models in deep learn-
ing to automatically obtain the vectorized repre-
sentation of words and sentences to acquire knowl-
edge about vocabulary and sentence style. Specifi-
cally, Word2vec and Sentence-BERT were chosen
respectively for vectorizing words and sentences
in the Three Commentaries, and mapping scatter
points with dimensionality reduction was used for
the style comparison.

3.1 Model Introduction

Word2vec is a neural network language model that
can capture semantic information between contexts,
map each word into a word vector, and mine con-
nections between words(Mikolov et al., 2013). The
Word2vec model contains two models for train-
ing word vectors: the CBOW (Continuous Bag-
of-Words Model) model and the Skip-gram model.
The former uses N words before and after the fea-
ture word to predict the word, and the latter uses
the word’s context to predict N words before and af-
ter. The Word2vec model adds contextual analysis
to the context, which makes the semantic analysis
more abundant.

Sentence BERT (SBERT for short) is a sen-
tence vector computing model proposed (Reimers
and Gurevych, 2019), which maps text into Vec-
tor space in sentence units. One vector can repre-
sent the semantics expressed by a sentence in the
text. Compared with the BERT model, SBERT can
better generate sentences. The Embedding vector
enables the vectorized expression to carry more
semantic information.

3.2 Word Vectorization Mapping

As was written in the name, the Three Commen-
taries were all commentaries on Spring and Au-
tumn Annals, which provided detailed descriptions
of historical events of the State of Lu in the Spring
and Autumn period. Their themes and contents
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Figure 1: The mapping of words in the Three Commen-
taries

Figure 2: The mapping of single-occurrence words in
the Three Commentaries

are similar to a certain extent, but their language
styles are different. Based on this, it can be con-
sidered that the differences shown in the map-
ping on the scatterplot are more due to the differ-
ences in the language styles of the Three Commen-
taries, rather than the "fixed collocation" between
words, that is, the differences caused by different
recorded content. We use the word-segmented text
to train the Word2vec model and generate words
into multi-dimensional word vectors. To map in
two-dimensional space, PCA is used to reduce the
dimensionality of word vectors and map them on
the graph through different colors.The distribution
of words and single-occurrence words of the three
biographies is shown in Figure 1 and Figure 2.

Each dot represents a word in the scatter plot,
and the three colors correspond to the Three Com-
mentaries. For example, a blue dot represents a
word in the Commentary of Zuo. The number
of points determines the depth of the color at the
coordinate position. Since a point represents a
word, the distance between points represents the
degree of similarity between the two words. It
can be observed that the three biographies have
a slight overlap near the point ( 0, 0 ) in Figure
1. In addition, the blue word points representing
the Commentary of Zuo are mainly concentrated

in the upper right corner of Figure 1, with a rel-
atively clear and intuitive boundary between the
Commentary of Gongyang and the Commentary of
Guliang. Based on this, from the perspective of
words, even though the content is similar, the three
biographies still have differences in language style.
The Commentary of Gongyang and the Commen-
tary of Guliang are identical in language style and
preferred word definition. At the same time, the
Commentary of Zuo has a unique narrative style
that prefers supplementary historical events.

Single-occurrence words refer to the words
that occurred only in one of the Three Commen-
taries.Compared with some more general words,
these words that only appear in certain commen-
taries can better reflect the language habits in the
process of writing the book. On the map of single-
occurring words, there is almost no overlapping
part, which conforms to the definition concept of
single-occurring words, which can explain that
based on similar content, the language styles of the
Three Commentaries are different in terms of words.
And the distribution of each commentaries point is
consistent with that shown in Figure 2. The above
image also reflects the orange dots near points (4,1).
The distribution of single-occurrence words deep-
ens the accuracy and credibility of the above picture
from the side.The distribution of single-occurrence
words deepens the accuracy and credibility of the
above picture from the side, which confirms that
the Three Commentaries not only show differences
in the overall language style but also have different
habits in the use of single-occurrence words.

3.3 Sentence Vectorization Mapping

The process of generating sentence vectors is to
use the text after the sentence to train the SBERT
model, and each generated vector represents a sen-
tence. Similar to the word vector dimensionality
reduction method, PCA is used to reduce the di-
mensionality of the sentence vector so that it can
be presented on a two-dimensional graph. The dis-
tribution of sentence vectors is shown in Figure 3.

Each point in Figure 3 represents a sentence,
and the distance between points represents the sen-
tence’s similarity. In the sentence vector, it is ob-
served that the dispersion of the sentence vector is
slightly smaller than that of the word vector, and
the overlapping area is larger around the point (0,0).
Most of Figure 3’s color blocks are composed of
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Figure 3: The distribution of sentence vectors in the
Three Commentaries

mixed and interlaced colors. But the Commentary
of Zuo still shows differences, converging into a
single color block around the point (-7.5, 2). This
phenomenon is consistent with what the word vec-
tors offer, and it reflects that the Commentary of
Zuo is significantly different from the other two
biographies in style.

Based on the mapping results of word vectors
and sentence vectors, the style of the Commen-
tary of Gongyang and the Commentary of Guliang
are relatively similar, and the Commentary of Zuo
shows distinct style differences. This result aligns
with the views of ancient and modern scholars who
have carefully read Three Commentaries on the
Spring and Autumn Annals and can deepen the con-
clusion that the Commentary of Zuo is different in
language style.

4 Conclusion

From the perspective of Natural language process-
ing, uses a deep learning model with good versa-
tility to calculate the language style differences be-
tween different levels of the Three Commentaries
on the Spring and Autumn Annals. It concludes that
the Commentary of Zuo differs from the Commen-
tary of Gongyang, and the Commentary of Guliang,
realizing the mining research on the language char-
acteristics of ancient books.

In the follow-up research, we will use other meth-
ods to examine the differences between the Three
Commentaries. From the perspective of natural
language processing, this study has verified the
feasibility of the general language model in discov-
ering the differences in the Three Commentaries,
and subsequent language models suitable for an-
cient Chinese, such as GuwenBERT, SikuBERT,
and other pre-training based on ancient Chinese
domain data enhancement model to further observe
differences in language styles. In addition, the dif-

ference between the Three Commentaries can be
observed from multiple perspectives, such as au-
tomatically mining different types of entities, or
observing the usage habits of words from the part
of speech.

From the perspective of quantitative linguistics,
the language style differences between the Three
Commentaries will be observed through different
levels of language measurement indicators. At
the word level, the index selects the average word
length to measure the difference in word length,
selects the word density, standard type ratio, and
single word ratio to measure the difference in the
richness of the Three Commentaries vocabulary,
and observes the information carrying capacity of
the richness of the Three Commentaries by cal-
culating the entropy of text information. At the
sentence level, the writing characteristics of the
Three Commentaries were examined through av-
erage sentence length, sentence dispersion, sen-
tence fragmentation, and other indicators. From
the above two perspectives, the linguistic charac-
teristics and stylistic differences of the Three Com-
mentaries on the Spring and Autumn Annals can be
examined from a new perspective, which provides
new verification ideas for the research related to
Three Commentaries on the Spring and Autumn
Annals.
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