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Abstract

This contribution presents an overview of Par-
allel Text Processing, particularly Translation
Alignment, and illustrates the current status
of this task in ancient languages. In the first
part, we provide the fundamental principles of
Parallel Texts and give an overview of their
applications for the study of ancient texts. In
the second part, we indicate how Parallel Texts
can be leveraged to perform other NLP tasks,
including automatic alignment, dynamic lexica
induction, and Named Entity Recognition. In
the conclusion, we emphasize current limita-
tions and future work.

1 Introduction

Parallel Text Processing refers to various compu-
tational tasks based on parallel corpora (Véronis,
2000). Parallel corpora are collections of texts that
show some level of equivalence between them: for
example, a text and its translations, or different
versions of the same text.

The most important task in Parallel Text Process-
ing is Text Alignment, that is, the automatic estab-
lishment of equivalences across various types of
units: document, chunk, sentence, and word (Kay
and Röscheisen, 1993). The task of aligning a text
against its translation(s) is called Text-Translation
Alignment (from now on, TA). The output of TA
is defined as Translation Pairs (TPs), which corre-
spond to pairs of the various units aligned (chunks,
sentences, words, etc.).

TA can be considered a subfield of Text Align-
ment: however, it has very unique challenges at-
tributed to the complex dynamics underlying the
relationship between texts and their translations.
In particular, word-level TA poses considerable
complexity due to the inherent uncertainty in estab-
lishing individual equivalences: translations are not
perfect transpositions of the originals, and tend to
alter, normalize, expand or simplify parts of the text.
Moreover, structural differences across languages,

such as morphology and word order, contribute to
additional difficulties.

The goal of this paper is to offer a programmatic
survey of the current status of TA research in the
specific domain of ancient languages, particularly
Ancient Greek. As such, we will cover many differ-
ent applications, both in Philology and Computer
Science, with the intent of demonstrating the poten-
tial of this method in the study of ancient languages.
Our aim is to illustrate how TA and parallel cor-
pora can be used for a wide range of research, to
contribute to existing debates and to inspire new
questions.

2 Design and Concept of Translation
Alignment Tools

Since TA was established, several tools have been
designed to collect TPs, with or without integrated
reading environments for visualizing the align-
ments (overviews are provided in our previous
works Yousef and Janicke 2020; Yousef 2023). In
the context of ancient languages, a limited num-
ber of tools have been developed. These include
Alpheios (Almas and Beaulieu, 2013), DUCAT
Citation Alignment Tool (Blackwell et al., 2020),
Benner’s tool for aligning the Bible (Benner, 2014),
and UGARIT1, designed to enable word-level align-
ments in low-resourced languages (Yousef et al.,
2022c). Currently, UGARIT counts about 50
aligned languages, 700 users, and more than a mil-
lion TPs2, establishing itself as the most popular
tool in this area.

UGARIT was designed as a crowd-sourcing
project to collect training data for automatic align-
ment methods for ancient languages, but it ex-
panded into a range of diverse applications, mostly
thanks to its global community of scholars and

1https://ugarit.ialigner.com/
2Of this number, about 240,000 TPs are automatically

generated through traditional statistical automatic alignment
tool (Giza++).

https://ugarit.ialigner.com/
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students. The alignment workflow, which allows
bilingual and trilingual alignments, is simple and
intuitive.UGARIT allows different types of TPs:
word-to-word (1-1), word-to-phrase (1-N), phrase-
to-word (N-1) and phrase-to-phrase (N-N).

Alignments are immediately published online.
The visualization of published alignments allows
the user to compare aligned texts token by token,
providing a transliteration service for non-Latin
alphabets, statistical information about the percent-
age of aligned and not-aligned tokens, types of
links, a downloadable list of TPs, and an embed-
ding option (Figure A.1).

The tool integrates a dynamic lexicon, which can
be triggered through the search function or simply
by clicking on a word in an aligned text. The re-
sults are visualized as a radial cluster dendrogram,
a tree view, and as a list of words with frequency
(Figure A.2). The lexicon extracts all the transla-
tion equivalents of a given word across the whole
database, providing a list of all languages in which
that word has been translated.

3 Applications of Translation Alignment

In many modern languages, TA is successfully em-
ployed in a wide range of NLP tasks. For example,
it is essential in word- and phrase-based Statisti-
cal Machine Translation (SMT) pipelines (Brown
et al., 1993; Koehn et al., 2003); it can be used to
analyze the output of Neural Machine Translation
models (NMT) and assess their performance qual-
ity (Neubig et al., 2019); to filter and clean noisy
parallel corpora (Kurfalı and Östling, 2019; Zarin, a
et al., 2015); to transfer linguistic annotation from
one text to its translation, such as Semantic Role
labels, POS tags, Named Entity tags (Yousef, 2015;
Ni et al., 2017; Huck et al., 2019). Parallel Corpora
aligned at word-level can support the work of pro-
fessional translators (Liu, 2020), bilingual lexicon
induction (Marchisio et al., 2021), and word sense
disambiguation (Procopio et al., 2021). Moreover,
they provide extremely useful information for vo-
cabulary assimilation and language teaching (Vy-
atkina and Boulton, 2017), and for the study of the
history of transmission of a corpus (Laviosa, 2021).

In the following sections, we will survey the cur-
rent state of TA research for ancient languages,
illustrating how the parallel corpora created on
UGARIT are used for qualitative and quantitative
research.

3.1 Qualitative Studies: Pedagogy and
Translation Studies

Manual or supervised TA is essential for the cre-
ation of high-quality Gold Standards and training
datasets. However, it can also be configured as
a close reading task for translation study and lan-
guage learning. In recent years, efforts have been
undertaken in the realm of Digital Philology, in
the context of a major emphasis on the develop-
ment of open resources for innovative approaches
to learning Classical languages (Crane et al., 2023).

3.1.1 Pedagogy and User Behavior

Parallel corpora on UGARIT are currently being
used to teach Ancient Greek, Latin, and Persian
in several universities, including Leipzig, Furman,
Sâo Paulo, Tufts, University of Zagreb, Göttingen,
Cattolica University, but also in schools across Eu-
rope, such as the Liceo G. Peano Tortona in Italy.

The active engagement with the text through
the effort of establishing fine-grained equivalences
stimulates a reflective approach to the text and cre-
ates an opportunity to design exercises that invite
language learners to reflect upon the cultural and
linguistic specificities of ancient texts through the
contrastive comparison with modern translations:
through specific exercises tailored to the level, stu-
dents are stimulated to reflect on the depths of
semantic and linguistic differences, and their im-
pact on the very operation of translating (Palladino,
2020). Moreover, this process encourages a criti-
cal approach to translations as interpretations, re-
thinking their role in understanding ancient texts,
and enabling the students to be part of a broader
conversation about the reception and significance
of a text over time. Palladino et al. 2021 provide
a series of use cases showing how TA can be used
for learning Ancient Greek or Latin at various lev-
els, through a series of reflective and project-based
exercises. Most importantly, the comparison of
different translations of the same texts provides a
tangible sense of the different strategies employed
by professional translators, and gives a strong prag-
matic understanding of the fluidity of translations
and their (in)ability to transmit the original in its
full meaning. Shamsian and Crane 2022 showed
how TA can be integrated with grammar explana-
tions and other types of annotations to create born-
digital pipelines for learning ancient languages,
even at beginner level. Through TA, students are
able to critique existing scholarly translations and
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reflect on how to create more accurate representa-
tions of the original. This process is particularly
useful in linguistic contexts where available trans-
lations are mostly derivative from translations in
other languages, like in the case of Persian.

3.1.2 Empirical study of translations and
intertextual phenomena

While translations constitute a crucial aspect in the
history of the transmission of ancient texts, very
few studies have used computational approaches
to investigate them. In this area, manual and au-
tomatic TA provides an extremely promising re-
source. Bizzoni et al. 2017 used an automatic align-
ment workflow based on the Needleman-Wunsch
algorithm, using proper names as anchors to align
selected passages of the Odyssey against a large cor-
pus of French translations, to identify large-scale
trends in translation practices across the 16th and
17th century. Shukhoshvili 2017 used UGARIT

to support the creation of a complete translation
of Plato’s Theaetetus into Georgian and used the
resulting corpus to investigate cross-linguistic dy-
namics between the two languages. Somewhat in
the opposite direction, Xie 2023 used UGARIT to
examine the Ancient Greek translation of the Latin
text of the Res Gestae: the method applied com-
bined close reading to inspect specific semantic
phenomena, and distant reading through the con-
sultation of the alignment statistics provided by the
tool. Interestingly, while Xie 2023 found a remark-
able degree of accuracy in the corpus, the trilingual
alignment of the Rosetta Stone performed by Amin
et al. 2023 on UGARIT demonstrated that the three
versions of the text bear considerable differences
and they cannot be considered one and the same
text. Finally, Palladino et al. 2022a propose a work-
flow that combines close reading and quantitative
indicators to support alignment-based evaluation of
translations of Ancient Greek texts: the set of crite-
ria includes frequency of link types, percentage of
aligned and not-aligned words, intersection across
translators, POS intersection, in combination with
close reading of selected passages.

The ever-increasing amount of corpora in
UGARIT also allows for big-data exploration sce-
narios. Palladino and Yousef 2023 used the
UGARIT database to investigate cross-linguistic
dynamics, studying how language and culture af-
fect the establishment of word equivalents between
text and translation. Their data show how different
language systems influence the process of transla-

tion, creating very distinctive results for specific
language pairs, but also that cultural context, text
genre and modalities of transmission have an im-
pact in determining structural differences in trans-
lations.

3.2 Quantitative Studies: AI and Parallel
Corpora

The various applications described above show the
importance of parallel corpora for the study of texts
from different perspectives. For this reason, it is im-
portant to develop workflows for automated align-
ment tasks, which support the scalability of both
qualitative and quantitative research. While this
area is very well developed for modern languages,
it is still in its infancy for ancient ones. In the fol-
lowing section, we will show current efforts in the
improvement of automatic alignment models, and
indicate how automatic TA can be used to enhance
the performance of important NLP tasks.

Until the advent of transformer-based models,
the state of the art of automatic TA was statis-
tical methods, such as Giza++ (Och and Ney,
2003), fast_align (Dyer et al., 2013) and EfLomAl
(Östling and Tiedemann, 2016). However, the per-
formance of statistical alignment models relies on
the presence and size of training datasets in the
form of parallel sentences.

Recently, however, Neural Machine Translation
(NMT) and multilingual transformer models have
introduced the possibility of creating accurate align-
ments even with no training datasets (Jalili Sabet
et al., 2020). Most notably, transformer models fa-
cilitate the creation of contextualized word embed-
dings, which encode information about a meaning
of a word based on its context. Pre-trained multi-
lingual transformer models, such as Multilingual
Bert (mBERT) and XLM-RoBERTa, achieved sig-
nificant performance improvements for numerous
cross-lingual tasks (Conneau et al., 2019b; Devlin
et al., 2018a).

Language models are now increasingly used for
various NLP tasks in ancient languages (Sommer-
schield et al. 2023 provide a comprehensive survey
in the field). Most current applications are devel-
oped with a strong interest in POS tagging and
morphological analysis. To the best of our knowl-
edge, we are pioneers in employing transformer
models to automate TA tasks in ancient corpora,
and to leverage on the resulting parallel texts to
explore new possibilities in other NLP tasks. We
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Figure 1: The alignment workflow.

use Ancient Greek as a case study, but the model
we developed is multilingual and can be fine-tuned
for other ancient languages.

3.2.1 Alignment Guidelines and Gold
Standards

In order to evaluate the performance of automatic
alignment models, it is essential to have high-
quality gold standard datasets. Gold Standards are
typically created by two or more annotators, whose
Inter-Annotator Agreement (IAA) is measured to
ensure consistency in the dataset. Guidelines are
created and used to ensure that annotators are fol-
lowing a similar strategy.

While there is no lack of guidelines and stan-
dards for modern languages,3 we developed the
first ones specifically aimed at ancient languages:
using Ancient Greek as case study, we considered
translations into English, Portuguese, Persian,4 and
scholarly Latin. These guidelines can be used for
the evaluation of automatic alignment tasks, but
also as a general reference for students and schol-
ars who wish to create their own parallel corpus
for other purposes (Ferreira et al., 2022; Palladino
et al., 2022b; Palladino and Shamsian, 2022).

The resulting Gold Standards are based on a
corpus of 5,500 words from Ancient Greek epic
poetry and prose (Homer, Xenophon, and Plato)
and on 100 fragments of Ancient Greek translated
into Latin from the Digital Fragmenta Historico-
rum Graecorum (DFHG)5. Two annotators aligned
each corpus separately, after having drafted the
Guidelines. The resulting IAA was measured at
86.17% for GRC-ENG and 83.31% for GRC-POR,
and GRC-LAT 90.50%.

Our guidelines considered the same general prin-
ciples established for modern languages (Lambert
et al., 2005), but working within the specificities of
an ancient language: for example, we had to care-

3An overview of available resources can be found on the
UGARIT website: https://ugarit.ialigner.com/
guidelines.php.

4This set of guidelines has not yet been used for the cre-
ation of Gold Standards, therefore we did not employ it for
evaluation purposes.

5https://www.dfhg-project.org/

fully address the impact of high inflection and the
inconsistency shown in the translation of linguistic
and rhetorical structures. As a result, while most
guidelines cover 7-10 classes of phenomena, ours
covered 14 main classes with several subclasses.
Therefore, it is easy to understand how the align-
ment of an ancient text may result in higher am-
biguities than modern corpora traditionally used
in TA: moreover, modern corpora are usually tech-
nical texts, which leave little space for variation,
but that is not the case for ancient texts, which are
necessarily literary or even poetical. Although our
guidelines reach and exceed the 80% threshold of
optimal consistency, it is important to reflect on
the origins of disagreements across annotators in
order to individuate areas of improvement for both
the Gold Standards and automatic TA models: fac-
tors such as the native language of the annotators,
their proficiency with the language/s, their familiar-
ity with the text and specific dialect, and the time
at their disposal may all have an impact on their
performance. This qualitative study is part of our
future work.

3.2.2 The UGARIT Ancient Greek Alignment
Model

In our previous works (Yousef et al., 2022b,d), we
have trained an automatic TA model that employs
the recent advances in language modelling and is
able to generate accurate word-level alignments
even with small amounts of training data. In this
context, we adapted the pipeline illustrated in Fig-
ure 1 proposed by (Jalili Sabet et al., 2020; Dou
and Neubig, 2021).

The core concept is to leverage pre-trained
multilingual contextualized language models such
as MBERT (Devlin et al., 2018b) and XLM-
ROBERTA (Conneau et al., 2019a) or fine-tuned
versions of them. A similarity matrix can be de-
rived based on distance/similarity metrics that cal-
culate the similarity for every two tokens based
on their embeddings. Then, the word-level align-
ments can be predicted by employing an extraction
algorithm over the similarity matrix.

The initial experiments we conducted on the pre-

https://ugarit.ialigner.com/guidelines.php.
https://ugarit.ialigner.com/guidelines.php.
https://www.dfhg-project.org/
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Experiment Languages Data Size Source

Phase 1 GRC Monolingual 12 Millions Tokens
Perseus DL, TreeBanking,
First1kGreek

Phase 2
GRC-ENG, GRC-LAT

GRC-KAT
45.000 sentences

Perseus DL, DFHG,
UGARIT

Phase 3 Mixed dataset
5000 sentences
190k TPs

UGARIT

Table 1: The proposed fine-tuning strategy.

mBERT XLM-RoBERTa
Precision Recall F1 AER Precision Recall F1 AER

Softmax 80.80% 56.91% 66.78% 32.72% 92.62% 66.85% 77.65% 21.88%
Match 65.42% 72.76% 68.90% 31.31% 79.22% 87.26% 83.05% 17.17%
Argmax 84.95% 52.47% 64.87% 34.57% 94.44% 63.32% 75.81% 23.70%

ENG

Itermax 78.43% 64.08% 70.53% 29.14% 91.05% 71.65% 80.19% 19.42%

LAT

Softmax 85.67% 84.64% 85.15% 14.83% 94.64% 92.39% 93.50% 6.47%
Match 62.18% 87.97% 72.86% 27.55% 80.61% 96.30% 87.76% 12.50%
Argmax 88.46% 80.80% 84.46% 15.09% 95.52% 91.38% 93.40% 6.55%
Itermax 81.27% 84.78% 82.99% 17.06% 92.21% 93.33% 92.77% 7.25%

POR

Softmax 63.84% 61.27% 62.53% 37.40% 76.11% 75.61% 75.86% 24.13%
Match 50.00% 72.61% 59.22% 41.50% 58.79% 86.17% 69.89% 31.01%
Argmax 66.01% 54.92% 59.96% 39.76% 77.25% 71.10% 74.05% 25.81%
Itermax 59.67% 64.06% 61.79% 38.35% 72.22% 81.02% 76.37% 23.91%

Table 2: Evaluation results of the automatic alignment model on three gold standard datasets.

trained MBERT and XLM-ROBERTA (Zero-Shot)
showed significantly poor performance on Ancient
Greek-English, Ancient Greek- Latin, and Ancient
Greek-Portuguese datasets. Therefore, fine-tuning
those models was necessary to achieve better per-
formance. Due to the availability of parallel sen-
tences and in order to obtain the best outcome from
the training process, we conducted several experi-
ments employing multiple training objectives (Dou
and Neubig, 2021) aiming to find the best training
strategy. Each experiment tested various combi-
nations of unsupervised and supervised training.
Table 1 illustrates our proposed training strategy
which consists of three phases. The initial stage in-
volved training pre-existing models using monolin-
gual Ancient Greek corpora, which encompassed a
total of 12 million tokens. Subsequently, the model
underwent an unsupervised fine-tuning process uti-
lizing a collection of 45,000 parallel sentences.
This fine-tuning phase encompassed sentences in
Greek-English, Greek-Latin, and Greek-Georgian.
Ultimately, the model underwent supervised fine-
tuning, where it was refined using precise manual
alignments extracted from the UGARIT database.

The performance of the model was evaluated

against the gold standard datasets using Precision,
Recall, F1 and Alignment Error Rate AER.

Table 2 presents the performance evaluation of
our model during phase 3, utilizing three gold stan-
dard datasets: Greek-English, Greek-Latin, and
Greek-Portuguese. We evaluated the model’s per-
formance using four alignment extraction heuristics
and two fine-tuned models: mBert-based model
and XLM-RoBERTa-based model. Notably, the
fine-tuned XLM-RoBERTa models consistently
outperformed the mBERT-fine-tuned models across
all cases, demonstrating their superior performance
in alignment extraction. The Match heuristic sig-
nificantly outperformed other models regarding Re-
call. However, it achieved always the lowest Pre-
cision. On the other hand, the Argmax heuristic
consistently achieved the highest precision but the
lowest recall. Both the Softmax and Itermax heuris-
tics demonstrated balanced performance, with a
relatively equal consideration given to recall and
precision. Itermax showcased superior recall com-
pared to Softmax, while Softmax displayed better
precision than Itermax. Overall, the performance
of these heuristics varies in terms of recall and
precision, with each exhibiting strengths and weak-
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nesses. The choice of the appropriate heuristic will
depend on the specific requirements and priorities
of the task at hand, balancing the trade-off between
recall and precision based on the desired outcomes.

Our alignment model is available on HUGGING

FACE 6 and can be downloaded and used locally.
In order to make it more accessible, however, we
implemented an online tool7 that integrates the pre-
trained model and allows users to simply paste their
texts and align them automatically, with an option
to visualize and download the results (Figure A.1).

The pre-trained alignment model can be used to
scale all the qualitative operations described above,
but also for a variety of downstream tasks. In the
following sections, we will describe our prelimi-
nary results in the areas of Bilingual Lexica Induc-
tion and Named Entity Recognition.

3.2.3 Bilingual Lexica Induction
The significance of aligned word-level parallel cor-
pora as a data source for terminology banks and
bilingual dictionaries is emphasized by Véronis
2000. These resources are highly valuable to im-
prove the performance of professional translators,
to enrich and train translation memory software,
to retrieve terminology lists for technical texts,
or in lexicographic studies. However, it is worth
noting that not all language pairs can be easily
aligned, especially when dealing with ancient and
low-resourced languages. In this proof of concept,
we applied automatic dictionary induction to pro-
duce high-quality translation pairs for languages
that do not share parallel texts. Additionally, we
represented the acquired translation pairs within a
graph-based data structure. This approach allows
us to integrate manual alignments and dictionary
entries and facilitate performing clustering or pivot-
ing to generate translation pairs of languages with
no direct connections.
Corpora: we used 400,000 parallel sentences in
6 languages (Ancient Greek, Arabic, English, He-
brew, Latin, and Persian). Our corpus derives from
the Bible8, the Perseus Digital Library9, and the
DFHG corpus.
Alignment: we used our fine-tuned align-
ment model for Ancient Greek to perform the

6https://huggingface.co/UGARIT/
grc-alignment

7http://ugarit-aligner.com
8https://github.com/christos-c/

bible-corpus.
9http://www.perseus.tufts.edu/hopper/.

word/phrase alignments. We employed Itermax
heuristic to extract the most accurate translation
pairs from the similarity matrix since it achieved
the highest Phrase Alignment Accuracy (Yousef
et al., 2023; Yousef, 2023).
Graph Generation: Figure 2 illustrates the pro-
posed graph structure. We model every translation
pair as two nodes connected with an edge. Addi-
tional relations can be added to indicate different
linguistic features if they are available. For exam-
ple, connecting a phrase with its constituent words
or linking a word with its lemma. These relations
can be beneficial for running sophisticated queries.
Shi et al. (2021) proposed a matching ratio that con-
siders the alignment frequency and how frequently
the two words co-occurred in the corpus. However,
this ratio works only with one-to-one alignments.
Therefore we proposed an alignment score that con-
siders phrases as well:

score(s, t) =
2 ∗A(s, t)

A(s|Lt) +A(t|Ls)
(1)

Where A(s, t) indicates how many times the two
words/phrases are aligned together, A(s|Lt) in-
dicates how many times s is aligned in total to
words/phrases in the same language as t, and
A(t|Ls) indicates how many times t is aligned in
total to words/phrases in the same language as s.

Figure 2: The graph structure of the induced TPs.

The resulting graph contains over 614k nodes
and 1,620k edges from Automatic Alignment, and
an additional 193k TPs collected from UGARIT as
Manual Alignment. Moreover, graph clustering
algorithms such as CHINESE WHISPER (Biemann,
2006), a hard partitioning and flat clustering al-
gorithm, can be applied to cluster graph entries
into sets containing words/phrases that are seman-
tically related or share the same meaning. Figure
3 shows a cluster of aligned words/phrases in vari-
ous languages. This cluster is one of 7300 clusters

https://huggingface.co/UGARIT/grc-alignment
https://huggingface.co/UGARIT/grc-alignment
http://ugarit-aligner.com
https://github.com/christos-c/bible-corpus.
https://github.com/christos-c/bible-corpus.
http://www.perseus.tufts.edu/hopper/.
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Figure 3: An example from graph clustering results.

obtained after filtering out the relations with fre-
quency less than 5, alignment score less than 0.25,
and running CHINESE WHISPER clustering algo-
rithm for 20 iterations. Figure A.4 shows another
cluster with an extended visualization, in which
manual alignments and PART_OF relations are dis-
played.

The results of this work are available on our
GitHub10: The resulting dictionaries can provide
an invaluable resource to establish equivalences
across languages that are not normally translated
into each other: for example, a Persian speaker
studying Ancient Greek can use this resource to
extract Persian equivalents of Greek words, instead
of relying on English or French translations. More-
over, the dictionaries provide insights into real-
world use of the words, as they derive directly from
contextual usages in texts. Therefore, the develop-
ment of this application will considerably improve
the use of parallel corpora for teaching, translating,
and language learning.

Our future work in this regard includes expand-
ing the corpus of accurate manual alignments for
other low-resourced languages, and expanding the
monolingual and bilingual datasets to improve the
accuracy of the model in other languages. We will
also develop a user interface with various search
and visualization functions.

3.2.4 NER for Ancient Greek
An additional application of our alignment model
pertains to enhancing the efficacy of Named Entity
Recognition (NER) in the context of ancient lan-
guages through the employment of annotation pro-
jection. This workflow leverages on cross-lingual
transfer: the basic principle is that, if NER mod-

10https://github.com/UgaritAlignment/

els reach accurate results in one language, we can
use an automatic alignment workflow to align an
annotated text with another one, for which NER
models do not achieve such a high performance.
This principle, called annotation projection, con-
sists in projecting NER annotations performed on
English translations on an aligned text in an ancient
language, so that Named Entities can be extracted
and classified through the alignment process.

NER is in great demand among scholars of an-
cient languages. However, it comes with signif-
icant challenges including OCR-generated errors
and noisy data, complexity of the sources, lack of
gold standards and guidelines. The only survey on
the topic for historical languages is provided by
Ehrmann et al. 2021, with some recent updates in
Sommerschield et al. 2023. New pipelines based
on transformers have shown considerable improve-
ment in this area, although NER remains a par-
ticularly challenging task (Palladino et al., 2020;
Yousef et al., 2022a; Burns, 2023; Yoo et al., 2022).

While most of these experiments use a di-
rect training approach with annotated datasets of
Named Entities in the target language, we propose
a novel workflow that integrates annotation pro-
jection and leverages on our automatic alignment
model. Figure 4 illustrates our pipeline: we col-
lect a parallel corpus of Ancient Greek and English
translations; automatically annotate the text of the
English translations using AllenNLP, an accurate
off-the-shelf NER system11; then, we employ auto-
matic word alignment to retrieve translation pairs,

11We benchmarked three high-quality English NER models,
namely, spaCy, AllenNLP and flairNLP to select the model
with the highest accuracy on our corpus. The comparison re-
vealed that AllenNLP and flairNLP significantly outperformed
spaCy, and their performance was very close.

https://github.com/UgaritAlignment/
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Figure 4: Named-Entity annotation projection pipeline.

and project the annotations from the English trans-
lations onto the corresponding tokens in the An-
cient Greek text using a direct mapping heuristic.

While AllenNLP provides four entity classes
(PERS, LOC, ORG, MISC), we only used PERS,
LOC, and MISC, as the ORG entity label does not
apply intuitively to ancient naming systems (see
further on this issue Ehrmann et al. 2021; an alter-
native strategy for labeling is proposed for Latin by
Burns 2023.).

We tested the workflow on the Bible corpus, us-
ing English for annotation and selecting versions
in Ancient Greek, Latin, and Arabic12. We decided
to expand the range of languages beyond Ancient
Greek, which is still the most present in training
datasets, to show the potential of the multilingual
model.

Two domain experts performed qualitative eval-
uation on 100 random verses (about 550 entities
per dataset) and assigned a score as shown in ta-
ble 3. The evaluation results show an accuracy
of 86.63% in Ancient Greek, 82.34% in Latin,
and 75.54% in Arabic: understandably, Arabic
showed the worst performance because we had
much less corpora available for training. The most
common errors were found in the misclassification
of entities, sometimes as a consequence of the fact
that English translations adopted a different entity
type. Most notably, many ethnonyms (MISC in our
dataset) were translated with place-names in En-
glish, and therefore classified as LOC in the ancient
language. Moreover, incomplete or partial align-
ments were frequent in multi-token entities, such
as "Jesus Christ", "Simon Zelotes", and "Pontius
Pilate".

12All versions were taken from the Bible Corpus on GitHub,
while the Ancient Greek version was retrieved from the
Perseus Digital Library.

4 Conclusions and Future Work

Parallel Corpora are today’s Rosetta Stones (Véro-
nis, 2000). They can be used for a variety of philo-
logical and computational tasks, as they provide
a medium between languages and cultures. This
study shows the importance of parallel text pro-
cessing, specifically in the context of Translation
Alignment, for various activities in the study of
low-resource languages. The value of TA emerges
in its various applications, which include language
learning, NLP development, dictionary extraction,
and research on translations and cross-linguistic
interactions.

Most importantly, the development of accurate
TA models can significantly contribute to improve
the performance of important NLP tasks in ancient
languages through the mdeium of annotation pro-
jection. For this reason, we plan a significant ex-
pansion of monolingual and bilingual corpora for
supervised and unsupervised training, in order to
improve performance on other ancient languages.
Moreover, we will test analogous workflows based
on annotation projection for other NLP tasks, such
as POS tagging and lemmatization. In this sense,
the development of accurate sentence alignment
workflows is fundamental, as it can significantly
enhance the performance of word-alignment mod-
els.

Despite the great success of transformers and lan-
guage models, we want to emphasize that manually
annotated corpora and guidelines are still essen-
tial to ensure accurate performance and to detect
patterns of error. Gold Standards and output evalua-
tion require strong disciplinary expertise, especially
in scenarios where the research questions are com-
plex. For this reason, as already emphasized by
Sommerschield et al. 2023, the best efforts in the
domain of automatic text processing are achieved
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Score Ancient Greek Latin Arabic
Correct alignment / Correct NER 86.63% 82.34% 75.54%
Incorrect alignment / Correct NER 7.26% 12.87% 21.16%
Correct alignment / Incorrect NER 5.28% 3.96% 2.98%
Incorrect alignment / Incorrect NER 0.83% 0.83% 0.33%

Table 3: Manual evaluation of 100 randomly selected verses.

by multidisciplinary teams, where the contribution
of scholars of the language and philologists can pro-
vide better information about the idiosyncrasies of
the material, and crucially contribute to the evalua-
tion of the results. High-quality philological work
is essential for progress in this field, and the only
way we can produce reliable tools that will be used
by Digital Humanists and Humanists as well.
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Figure A.1: Ugarit manual alignment tool, Side-by-side visualization of bilingual aligned texts.

Figure A.2: Visualization of translation pairs search results.
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Figure A.3: Ugarit automatic alignment tool.

Figure A.4: An example from graph clustering results with extended relations.
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Figure A.5: An example of the annotation projection using the proposed pipeline.


