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Abstract

Recent advancements in Large Language mod-
els (LLMs) have empowered them to achieve
text generation capabilities on par with those of
humans. These recent advances paired with the
wide availability of those models have made
Large Language models adaptable in many do-
mains, from scientific writing to story genera-
tion along with many others. This recent rise
has made it crucial to develop systems to dis-
criminate between human-authored and syn-
thetic text generated by Large Language mod-
els (LLMs). Our proposed system for the ALTA
shared task, based on ensembling a number of
language models, claimed first place on the de-
velopment set with an accuracy of 99.35% and
third place on the test set with an accuracy of
98.35%.

1 Introduction

In the realm of human-computer interactions, the
recent advancements in AI-generated texts are hall-
marked by the introduction of Large Language
Models (LLMS), such as GPT4 (OpenAI, 2023),
GPT3 (Brown et al., 2020), T5 (Raffel et al., 2020),
LLAMA (Touvron et al., 2023) and much more.
This has resulted in AI’s ability to generate text of
high quality and fluency comparable to that of hu-
mans. These language models have had widespread
integration and adaptations across many different
fields including but not limited to, law, medicine
and education. Nonetheless, similar to any rev-
olutionary technology, LLMs possess both posi-
tive and negative aspects for our society. Apart
from spreading misleading information, the poten-
tial misuse of LLMs could lead to numerous social
and ethical challenges, such as academic miscon-
duct (Yun et al., 2023) and spread of misinforma-
tion (Else, 2023). The recent growth in adaption
of Large Language Models in many domains and
their unprecedented ability to generate high quality
fluent text similar to that of humans have caught

researchers’ attention. This lead to the develop-
ment of systems with the goal of being able to
differentiate between human-generated texts and
machine-generated ones. Those systems vary ac-
cording to their scope of operation, ranging from
domain specific ones that detect deep fakes based
on specific models to more generalized ones, yet
there have been efforts to build a unified model
able to operate on different domains and generalize
to novel LLMs despite not being trained on their
respective data. Large Language Models are ex-
pected to fundamentally change many aspects of
life and with the trend in the number of Large Lan-
guage Models introduced each year (Naveed et al.,
2023), The challenges of detecting text generated
by Large Language Models are expected to reach
new heights in the upcoming years. The ALTA
2023 shared task (Molla et al., 2023) focuses on
this important topic, offering a dataset for evalu-
ation and training. The dataset addresses several
issues and supports the creation of a single, readily
generalizable model. Our proposed model uses an
ensemble-based approach paired with fine-tuning a
number of language models. The structure of this
research paper will unfold as follows: The related
work section will provide an overview of various
solutions explored by different researchers in the
context of this problem. Subsequently, the data
section will detail the properties of the provided
dataset and any preprocessing steps undertaken. In
the system description section, we will go through
the architecture of our proposed model. The results
section will then offer a detailed analysis of the
outcomes generated by the proposed system, com-
plemented by a comprehensive evaluation of the
model’s overall performance. Finally, the summary
section will synthesize the paper’s content, briefly
touch on potential future research directions, and
consider possible improvements to the model.
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2 Related Work

We will touch on the most recent developments
in identifying data produced by Large Language
models in the section that follows. Because of
the widespread use of LLMs and their possible
drawbacks, academics have been particularly inter-
ested in this area in recent years. Many researchers
have proposed systems that use both deep learn-
ing techniques and traditional machine learning
models. One interesting approach was when (So-
laiman et al., 2019) built a logistic regression based
detector which made use of TF-IDF unigram and
bigram features. The model was trained on GPT-2
outputs and WebText samples and yielded an accu-
racy up to 97% at 124 million parameters and up to
93% at 1.5 billion parameters. (Fröhling and Zubi-
aga, 2021) experimented with a number of conven-
tional machine learning approaches, mainly Sup-
port Vector Machines, Random Forests and Logis-
tic Regression. In the realm of deep learning, many
models were proposed to tackle the problem of AI-
generated text, yet many of the proposed systems
either focused on specific domains, or they were
model specific (Yang et al., 2023; Mitchell et al.,
2023). One interesting system was proposed by (Li
et al., 2023) which consisted of training 3 detection
models; a language model based on Longformer
(Beltagy et al., 2020), FastText (Joulin et al., 2016)
and GLTR (Gehrmann et al., 2019) and testing the
model on multiple settings to ensure its success
ranging from domain-specific & model-specific to
unseen domains and unseen models. Many studies
have also shown that text written by LLM is more
objective and less emotional than human-generated
text (Webber et al., 2020). Another factor has to
do with the fact that LLMs have a condition called
hallucinations, which results from the generation of
material that is nonsensical or inconsistent (Ji et al.,
2023). Something that makes it possible to apply
fact-verification procedures. A different strategy
is known as "white box detection," where the de-
tector can monitor any unauthorized or suspicious
behavior by inserting hidden watermarks into its
outputs and having complete access to the target
language model (Abdelnabi and Fritz, 2021).

3 Data

The dataset used is the dataset provided in the
ALTA 2023 shared task. Below is an illustration
of the dataset distribution. The dataset is derived
from a number of sources, including several LLMs

Dataset Train Dev Test
Texts 18000 2000 2000

Table 1: Data distribution for the task.

(e.g., T5, GPT-X) and domain sources (e.g., le-
gal, medical). The labels are AI-generated and
Human-generated, represented as 1 and 0 respec-
tively, which formulate a Binary Classification
problem. There were 9000 samples in the train-
ing set for each of the corresponding labels, spread
evenly. Other than the language model-specific
preprocessing, no further preprocessing was used.

4 System Description

In the subsequent section, we will outline our ex-
perimentation on the dataset, highlighting the key
stages involved in the development of the previ-
ously mentioned system.

4.1 Conventional Machine Learning Models

Our approach commenced with word embedding
utilizing diverse pretrained word embedding, in-
corporating padding, and iterative experimentation
with various models such as Support Vector Ma-
chines and Logistic Regression. While initially
productive, these models did not produce satisfac-
tory results. Consequently, we pivoted towards
exploring Deep Learning methodologies, focusing
primarily on Language Models to enhance the out-
comes.

4.2 Language Models

Language models have demonstrated outstanding
results on a variety of tasks in recent years. Other
researchers have expanded on this accomplishment
by creating other models based on BERT (Devlin
et al., 2018). Using the dateset we were given,
we fine-tuned many BERT-based models. After
evaluating the fine-tuning of DistilBERT (Sanh
et al., 2019) on our given dataset, achieving an
accuracy of 98.5% on the development set, we de-
cided to adopt Roberta (Liu et al., 2019) as our
primary model due to its strong performance in
similar scenarios (Zhan et al., 2023). Specifically,
fine-tuning Roberta resulted in an impressive accu-
racy of 99.15%. Additionally, XLMRoberta (Con-
neau et al., 2019) demonstrated a high accuracy of
98.75%, affirming our decision to select Roberta as
the foundational model for our development. While
experimenting with different hyperparameters for
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Roberta, we maintained a consistent accuracy of
99.15%, indicating that higher results were not at-
tainable. Nevertheless, a notable finding was that,
despite identical prediction accuracy to our initial
model, there were disparities in the predictions.
This realization prompted us to implement an en-
semble approach.

4.3 Ensembling

An ensemble of machine learning models is a
method that combines many different machine
learning models, often of different kinds or ver-
sions, to enhance robustness, generalization, and
predictive performance. By utilizing the combined
intelligence of several models, this method outper-
forms utilizing a single model in terms of predic-
tion accuracy and stability. Our approach involved
employing hard voting, a technique where multiple
individual models are trained and make predictions
on a given dataset. The final prediction is deter-
mined through a "voting" mechanism, where each
model in the ensemble "votes" for a specific class
(in classification tasks). The final output of the
ensemble is based on the majority of votes for a
particular class or prediction. We experimented
with ensembling multiple learners; DistillBERT,
XLMRoberta and Roberta Base, then we ensem-
bled multiple Roberta base models. This resulted
in the highest performance of the development set.
One approach that was only used in an unofficial
submission is ensembling Roberta large models,
which was found to outperform our previously men-
tioned models.

4.4 Experiment settings

The training procedure was conducted using the
Google Colab platform for training our pipeline,
which has 12.68 GB of RAM, a 14.75 GB NVIDIA
Tesla T4 GPU, and Python language. We used
ktrain’s (Maiya, 2020) fit one cycle, which applies
a one cycle policy (Smith, 2018). The learning
rate was determined via the lr_plot function, which
experiments with a range of learning rates and sug-
gests multiple possible learning rates. The parame-
ters set for our experiment are mentioned in Table
2.

Parameter Value
Epochs 10
Learning Rate Varying
Batch Size Varying
Max Length 128
Optimizer AdamW
Loss Function Binary Cross Entropy

Table 2: Training parameters.

We experimented with 3 different learning rates
for Roberta of 1e-5, 2e-5 and 8.675e-6 as well as
different batch sizes of 32, 64 and 128.

5 Results

This section examines how well our suggested
AAST-NLP system performed in the ALTA-2023
shared task related to the identification of data pro-
duced by big language models. Table 3 presents our
results, some of which were not evaluated because
of submission limit restrictions.

Model Used Validation Test
BASELINE 50.3% _
DistillBERT 98.5% _
XLMRoberta 98.75% _
Roberta BASE 99.15% 98.25%
Ensemble 1 99.3% 98.35%
Ensemble 2 99.35% 98.35%
Ensemble 3 99.3% 98.6%

Table 3: Accuracy of the models on the respective
datasets. Ensemble 1 refers to an ensemble of Distil-
BERT, Roberta and XLMRoberta. Ensemble 2 refers
to an ensemble of 3 Roberta-base models. Ensemble 3
refers to an ensemble of 3 Roberta-large models.

Our ensembled models performed the best of the
suggested systems, placing first on the test set
and third on the development set, suggesting some
progress on ensembling multiple learners. Due to
computational power constraints, we initially con-
ducted our experiments using Roberta-base. How-
ever, after experimenting with Roberta-large, we
discovered that when three Roberta-large models
were ensembled, they outperformed our top rank-
ing system on the test set.

6 Discussion

The results of these experiments showed that an
ensembling-based approach is worth further explor-
ing in the pursuit of a generalized model for classi-
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fying synthetic text data generated by LLMS. Some
potential further improvements include adding
larger models to the ensemble, such as xlm-roberta-
XL. Other improvements include supplementing
the development data set with more training data
such as the one used in (Li et al., 2023). Another
approach could be to further tune the hyperparam-
eters of the individual members of the ensemble,
which could lead to marginal improvements in the
overall performance of the ensemble. Overall, the
system has promising implications and, with more
research, could prove very fruitful in combating
the spread of fake data in the modern world. Ad-
dressing this problem is a very pressing matter as
this spread of fake synthetic text data could spread
far and wide and have catastrophic effects on the
journalism industry,the education industry, along
with several other industries.

7 Summary

The presented system, utilizing an Ensemble ap-
proach through Hard Voting, was thoroughly de-
scribed in this study. The conducted experiments
were comprehensively addressed. Incorporating
pretrained language models, along with ensem-
bling, effectively addresses the challenge of identi-
fying text generated by extensive language models,
though there remains room for enhancement. Our
forthcoming research will concentrate on evaluat-
ing our model in analogous settings, utilizing data
generated by recently developed Large Language
Models across diverse domains to assess its per-
formance. Another compelling avenue for future
investigation involves conducting additional exper-
iments with larger language models, particularly
emphasizing the adaptation of Roberta-large to our
specific problem. This aspect warrants further ex-
ploration in subsequent research endeavors.
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