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Abstract

Stock market prediction is considered a com-
plex task due to the non-stationary and volatile
nature of the stock markets. With the increas-
ing amount of online data, various information
sources have been analyzed to understand the
underlying patterns of the price movements.
However, most existing works in the literature
mostly focus on either the intra-modality infor-
mation within each input data type, or the inter-
modal relationships among the input modalities.
Different from these, in this research, we pro-
pose a novel Multi-Modal Cross Attention Net-
work for Stock Market Prediction (MCASP)
by capturing both modality-specific features
and the joint influence of each modality in a
unified framework. We utilize financial news,
historical market data and technical indicators
to predict the movement direction of the mar-
ket prices. After processing the input modali-
ties with three separate deep networks, we first
construct a self-attention network that utilizes
multiple Transformer models to capture the
intra-modal information. Then we design a
novel cross-attention network that processes
the inputs in pairs to exploit the cross-modal
and joint information of the modalities. Ex-
periments with real world datasets for S&P500
index forecast and the prediction of five indi-
vidual stocks, demonstrate the effectiveness of
the proposed multi-modal design over several
state-of-the-art baseline models.

1 Introduction

Stock market movements are inherently affected by
a multitude of data sources, encompassing histor-
ical price data, technical indicators (Vargas et al.,
2017), financial news (Schumaker and Chen, 2009),
social media (Chen et al., 2018), and official an-
nouncements (Feuerriegel and Gordon, 2018). It
has been established that analyzing these multi-
ple data modalities together enables the capture of
underlying patterns in stock movements, render-
ing stock market prediction a multi-modal learning

task (Akita et al., 2016). The efficacy of employing
effective multi-modal representation and learning
techniques to uncover the joint influence of these
data modalities is pivotal for model performance
(Li et al., 2020). Simultaneously, it is important
to extract the intra-modal information within each
data source. Early information fusion techniques
combine raw input features initially and then con-
struct a prediction model, which aids in capturing
the combined influence of modalities but neglects
intra-modal information. Late fusion techniques,
conversely, analyze input features separately and
subsequently employ a fusion layer for prediction.
While this approach facilitates a focus on modality-
specific features, it may overlook inter-modal infor-
mation. Balancing the capture of intra-modal and
inter-modal information from input modalities is
essential.

Researchers have identified that pairs of data
modalities, such as financial news and market
prices, as well as market prices and technical in-
dicators (Vargas et al., 2017), both impact price
movements. However, existing models, while striv-
ing to capture the joint influence of all modalities
together, may overlook the underlying bi-modal re-
lationships between various data inputs. Therefore,
in addition to capturing their collective influence, it
is also crucial to understand the bi-modal relation-
ships among pairs of input modalities.

To address these challenges, various methods
have been developed, primarily categorized as
inter-modality and intra-modality-based techniques.
Inter-modality methods aim to capture the underly-
ing relationships among input modalities but may
miss the connections within each modality. Con-
versely, intra-modality techniques focus on uncov-
ering modality-specific relations but tend to dis-
regard the inter-modal connections across input
modalities. Combining modality-specific features
with inter-modal connections can synergize and
enhance overall analysis. Hence, exploring a uni-
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fied framework capable of capturing both inter-
modality and intra-modality relations within the
input data is imperative.

Motivated by these challenges, we present a
novel Multi-Modal Cross-Attention Network for
Stock Market Prediction (MCASP). MCASP fore-
casts the direction of price movements by jointly
modeling inter-modality and intra-modality rela-
tionships within the input data (i.e., financial news,
market data, and technical indicators) within a uni-
fied deep learning framework. To achieve this, we
construct two distinct attention networks: a self-
attention network and a cross-attention network,
designed to capture intra-modal and inter-modal
relationships, respectively.

The self-attention module focuses on extracting
modality-specific features from the input modal-
ities. We first employ two separate Long Short-
Term Memory (LSTM) networks to extract latent
features from market data and technical indicators.
Simultaneously, we leverage FinBERT (Liu et al.,
2020b) to encode textual data (i.e., financial news).
Within the self-attention network, the LSTM net-
work outputs are processed by two Transformer
(Vaswani et al., 2017) units, while the encoded
textual data undergo analysis via a Convolutional
Neural Network (CNN).

The cross-attention module involves creating
three pairs by concatenating representations of
news and market data, news and technical indi-
cators, and market data and technical indicators.
These pairs are then fed into three separate Trans-
former units. The outputs from the self-attention
and cross-attention modules converge in the Fusion
Layer to generate a combined feature vector. Fi-
nally, we employ a fully-connected layer to predict
the direction of price movements.

2 Related Work

In this section, we review related work in stock
market prediction, multimodal machine learning
and the attention mechanism.

2.1 Stock Market Prediction

Financial news, market data, social media data, of-
ficial company announcements have been widely
used for market analysis research. It has been
shown by Shi et al. (2019a) that using only news ti-
tles is better than using the whole article text. Schu-
maker et al. (2012) proposed the Arizona Financial
Text (AZFinText) system, focusing on sentiment

analysis using propoer nouns. In another study, Var-
gas et al. (2017) represented news headlines using
Word2Vec word embeddings and constructed a mul-
timodal prediction model using Convolutional Neu-
ral Networks (CNN) and Long Short-term Memory
(LSTM) networks. Meanwhile, Huynh et al. (2017)
designed a prediction model using the Bidirectional
Gated Recurrent Unit (BGRU) architecture, extract-
ing news headlines and representing them using
word embedding vectors.

The paper by Nuij et al. (2014) used Viewer-
Pro to extract events from news articles and incor-
porated them with technical indicators. Matsub-
ara et al. (2018) employed paragraph vectors for
news data representation, and Ding et al. (2015)
introduced a CNN-based event embeddings model
where the authors constructed a neural tensor net-
work to learn event embeddings from financial
news data.

2.2 Multimodal Machine Learning

Multimodal learning architectures have been
widely utilized in various fields including robotics
(Lee et al., 2018), healthcare (Ghulam et al., 2021),
multimedia (Liang et al., 2018), and sentiment anal-
ysis (Zadeh et al., 2018). A multimodal paper by
Barnum et al. (2020) applies early fusion in the
multimodal representation of audio and visual in-
puts and another research (Federici et al., 2020) em-
ploys structured image and textual to construct mul-
timodal concept taxonomies. Researchers have also
utilized various RNN structures for multimodal rep-
resentations for different kinds of applications such
as human behaviour analysis (Rajagopalan et al.,
2016) and time-series data analysis (Liang et al.,
2018; Zadeh et al., 2018).

One popular technique for combined utilization
of multimodal data is early fusion (Morency et al.,
2011; Pérez-Rosas et al., 2013). Early fusion con-
catenates low-level features from individual modal-
ities to be utilized with any learning framework
for downstream machine learning tasks. Moreover,
early fusion performs poorly when feature fusion
among non-interacting modalities (such as voice
and fingerprint) is performed. These limitations
are slightly addressed in Zadeh et al. (2016), where
shared embeddings (latent space) among individual
modalities are learned. These shared representa-
tions outperform the early fusion but require careful
parameter tuning.

There also exists a stream of work that perform
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outer-product-based neural frameworks for multi-
modal data fusion. In Lin et al. (2015) a bilinear-
CNN is proposed to obtain bi-modal interactions
among features obtained from two heterogeneous
CNNs. This is accomplished by taking a neural-
based bilinear product of high-level features. The
bilinear layer required parameter estimation of a
quadratic number of neurons and hence prone to
over-fitting. This limitation is alleviated in Fukui
et al. (2016); Hu et al. (2017a) which introduced
an alternate formulation of the bilinear layer and
obtains its compact representation by utilizing so-
phisticated neural-based factorization schemes.

2.3 Attention

The attention mechanism has found success in a
wide range of domains, including natural language
processing (NLP) (Bahdanau et al., 2014; Vaswani
et al., 2017), image captioning (You et al., 2016),
image classification (Xiao et al., 2014), visual ques-
tion answering (Lu et al., 2016), and more (Rush
et al., 2015; Li et al., 2015). Notably, the Trans-
former model (Vaswani et al., 2017) introduced
the self-attention mechanism, which explores intra-
modal relationships, such as the relationships be-
tween words in machine translation.

Taking inspiration from the Transformer model
(Vaswani et al., 2017), the self-attention mecha-
nism has been applied in various works, extend-
ing its utility to visual question answering (Yu
et al., 2019), video analysis (Wang et al., 2017),
and image-text matching (Wu et al., 2019).

In recent years, attention mechanisms have also
made their way into multi-modal learning problems.
While architectures like BERT (Devlin et al., 2019)
were originally designed for NLP tasks, they have
been adapted for multi-modal challenges as well
(Chen et al., 2019; Lu et al., 2019). For instance,
some approaches, like the dual attention network
in Nam et al. (2016), focus on learning inter-modal
relationships between visual regions and textual
elements within sentences. Others, like the co-
attention framework in Lu et al. (2016), tackle tasks
like visual question answering by jointly learning
image and question attentions. Additionally, in
Paulus et al. (2017), a combination of inter-modal
and intra-modal attentions is leveraged within deep
reinforcement learning for text summarization.

3 Model Design

In this section, we provide a detailed description
of the architecture of the proposed MCASP model.
The design of our MCASP model is demonstrated
in Figure1.

3.1 Input Representation

We start by using historical market data and finan-
cial news as our primary data sources. From the
market data, we derive a set of seven technical
indicators. We employ three distinct data modali-
ties for stock market prediction: market data, tech-
nical indicators, and financial news. To process
these modalities, we employ three separate deep
networks.

We construct two LSTM networks to handle the
market data and technical indicator modalities, re-
spectively. Additionally, we utilize text embed-
dings to encode the news data. For this purpose,
we leverage BERT and FinBERT embeddings.

The latent features obtained from the LSTM
networks and the sentence embeddings from Fin-
BERT are then fed into the self-attention and cross-
attention modules to capture both intra-modal and
inter-modal relationships.

3.2 Self-Attention Module

The primary objective of the attention process is
to discern the relationship between two states and
focus on the most crucial features. This is achieved
by assigning higher weights to the most pertinent el-
ements within the input vectors. The attention layer
consists of three key components: the query, keys,
and values, with these elements being identical in
the self-attention context. The attention mechanism
can be conceptualized as mapping a query and a
set of key-value pairs to an output, where the out-
put is a weighted sum of the values. The weight
matrix, determining the weight assigned to each
value, is defined using the query and the key. Sev-
eral options for the attention function are available,
including the dot product, multi-layer perceptron,
and scaled dot product.

The self-attention network is used to capture
intra-modality relations, employing two separate
Transformer units (Li et al., 2014) for market data
and technical indicators, along with a CNN for
financial news data. In the Transformer model,
we employ the scaled dot product to compute the
weight matrix. This module encompasses both
multi-head self-attention and position-wise feed-

69



Figure 1: Demonstration of the MCASP architecture design.

Figure 2: Design of the Transformer model

forward layers, as depicted in Figure 2. The term
’multi-head attention’ implies that attention is com-
puted multiple times. The attention calculation is
as follows:

A(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

Where the dk represents the dimension of the
queries and the keys. In the Transformer mod-
ule, multiple parallel attention values are computed
where each output is called a head. The ith head is
calculated as:

headi = A(QWQ
i ,KWK

i , V W V
i ) (2)

We then concatenate these heads to obtain the
multi-head attention.

MT (Q,K, V ) = Concat(head1, ., headh)W
0

(3)
In our self-attention module, the two Transform-

ers for market data and technical indicators modal-
ities, we get the following two outputs:

fm = MT (Qm,Km, Vm)

ft = MT (Qt,Kt, Vt)
(4)

For the textual data modality, we utilize the out-
puts of the BERT embeddings. The BERT model
incorporates multiple Transformers and is profi-
cient at capturing intra-modality information. Sub-
sequently, we employ a CNN to extract local latent
features denoted as fn.

These three outputs from our self-attention mod-
ule, namely fm, ft, and fn, are later employed to
predict the movement of closing prices.

3.3 Cross-Attention Module
We introduce a novel cross-attention to model both
intra-modality information and the interconnect-
edness of the modalities, achieved by implement-
ing three separate Transformer units. By model-
ing both intra-modality and inter-modality relation-
ships, we aim to capture the joint effect of the
input modalities while retaining modality-specific
features.. Our aim is to capture the interactions
across the input modalities by applying the cross-
attention function to the outputs of the input repre-
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sentation layer. Initially, we establish three distinct
pairs from the modalities to implement the atten-
tion mechanism: from market data to technical
indicators (m − t), from market data to financial
news (m − n), and from technical indicators to
financial news (t−n). Market data and the derived
technical indicators have a significant influence
on market movements, which justifies prioritizing
these pairings with higher weights.

The calculation of these three cross-attention
values is as follows:

Am−n(Qm,Kn, Vn) = softmax(
QmKT

n√
dk

)Vn

Am−t(Qm,Kt, Vt) = softmax(
QmKT

t√
dk

)Vt

At−n(Qt,Kn, Vn) = softmax(
QtK

T
n√

dk
)Vn

(5)
Here, Am−n, Am−t, and At−n represent the

cross-attention between market data and news, mar-
ket data and technical indicators, and technical in-
dicators and news modalities, respectively. Fur-
thermore, Qm and Qt denote the query vectors for
the market data and technical indicators modalities,
while Kt and Kn represent the key vectors, and Vt

and Vn denote the value vectors for the technical
indicators and news modalities, respectively.

With these cross-attention terms in place, we
proceed to compute the attention values for each
head as follows:

headim−n = Am−n(QmWQm

i ,KnW
Kn
i , VnW

Vn
i )

headim−t = Am−t(QmWQm

i ,KtW
Kt
i , VtW

Vt
i )

headit−n = At−n(QtW
Qt

i ,KnW
Kn
i , VnW

Vn
i )

(6)
These terms represent each head in each cross-

attention pair. Subsequently, we combine these
head values for each pair to obtain the multi-head
attention for each cross-attention block:

MTm−n = Concat(head1(m−n), ., head
h
(m−n))W

0
m−n

MTm−t = Concat(head1(m−t), ., head
h
(m−t))W

0
m−t

MTt−n = Concat(head1(t−n), ., head
h
(t−n))W

0
t−n

(7)
Putting all these together, our cross-attention

module produces the following three outputs:

fm−n = MTm−n

fm−t = MTm−t

ft−n = MTt−n

(8)

3.4 Fusion Layer
In the fusion layer, we amalgamate the feature vec-
tors from the self-attention and cross-attention mod-
ules to form a combined feature vector.

fmerged = [fm, ft, fn, fm−n, fm−t, fn−t] (9)

We then employ a fully connected layer with
ReLU as the activation function to process the fea-
ture vector fmerged. In the final step, another fully
connected layer is employed to make predictions.
The overall network is a binary classification model
used for predicting the movement direction of stock
closing prices, and the model weights are optimized
by minimizing the binary cross-entropy loss:

L = −(y log(ŷ) + (1− y) log(1− ŷ)) (10)

where y represents the target class for the move-
ment direction, and ŷ signifies the prediction ob-
tained from MCASP. The movement direction is
defined as the difference between the closing prices
on day t + 1 and day t. The labels are catego-
rized into two classes: Class 1 indicating an up-
ward movement and Class 0 indicating a downward
movement in the closing prices.

4 Experimental Settings

In our experiments, we utilized real-world datasets
encompassing financial news, market data, and
technical indicators spanning from January 1, 2010,
to December 31, 2019, encompassing a 10-year
period. The financial news was sourced from
Reuters1, with each article containing a title, body,
and publication date. The publication date was em-
ployed to align the articles with the daily market
data. We specifically focused on the headlines from
the financial news, as research has demonstrated
that using news titles can yield superior prediction
results compared to using the entire article body
(Shi et al., 2019b). The number of news titles per
trading day varied; hence, we aggregated all the ti-
tles for a given day into a single extended sentence

1https://www.reuters.com/business/
finance/
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and employed FinBERT to encode the textual data
into feature vectors. Consequently, we obtained a
single sentence embedding vector for each trading
day.

We utilize historical market data for S&P in-
dex and individual stocks from Yahoo Finance2

for the corresponding dates. These five companies
included Google, Tesla, Amazon, Apple, and Mi-
crosoft and the data includes Open, High, Low,
Close prices, and Volume. We normalize the mar-
ket data to be within the range of [0, 1].

We initially employ an 80-20% split for train-
ing and testing for index price prediction. We also
evaluate the yearly performances of the models by
utilizing the first 10 months of each year for train-
ing and the last 2 months for testing. We utilize the
80-20% split again for training and testing purposes
for individual stock prediction.

Based on the literature (Kim, 2003), we com-
puted seven technical indicators for each trading
day using the market data over the preceding five
days.

We employ accuracy (Acc) and Matthews Cor-
relation Coefficent (MCC) to evaluate the perfor-
mance of different models. MCC is generalyy em-
ployed when the sizes of classes y = 1 and y = 0
differ.

4.1 Baseline Methods

We compare our approach with the following base-
lines on predicting individual stocks and S&P500
index.

Recurrent Convolutional Neural Network
(RCNN) (Vargas et al., 2017) is a CNN and RNN
based stcok forecast model that utilizes technical
indicators and financial news. Event Embeddings
(EB-RCN) (Oncharoen and Vateekul, 2018) is an-
other LSTM and CNN based model that also in-
cludes market data and employ event embeddings
from (Ding et al., 2015). Bidirectional Gated Re-
current Unit (BGRU) (Huynh et al., 2017) uses
both online financial news and historical price data
to predict the stock movements. LSTM-based
Recurrent State Transition (ANRES) (Liu et al.,
2020a) uses only news events for market movement
prediction. Hybrid Attention Network (HAN)
(Hu et al., 2017b) is a state-of-the-art stock trend
prediction model with hierarchical attention that
utilizes news data. Multi-Modality Attention Net-
work (MMAN) (He and Gu, 2021) Attention-

2https://finance.yahoo.com/

Based Recurrent Neural Network (At-LSTM)
(Liu, 2018) Adversarial Attentive LSTM (Adv-
LSTM) (Feng et al., 2018) is a market prediction
model using historical market data, where the au-
thors employ attentive LSTMs and utilize adversar-
ial training strategy.

Other than these methods, we also perform ab-
lation studies by constructing different variants of
the proposed MCASP model.

5 Results and Analysis

In order to test the effectiveness of our model, we
run experiments using real-world dataset includ-
ing financial news data, historical market data and
technical indicators.

5.1 Main Results

We use our dataset to conduct tests for forecast-
ing of the price movements of S&P500 index and
five individual stocks. The accuracy results are
illustrated in Figure 3, showing that MCASP im-
proves upon the baseline models. The MCC re-
sults, presented in Figure 4, echo the same trend,
with MCASP exhibiting superior prediction perfor-
mance for the price movement directions of all five
stocks and S&P index compared to the baseline
models.

Overall, in our experiments, MCASP consis-
tently achieves the best results in terms of both ac-
curacy and MCC. When compared to the baselines,
MCASP demonstrates improvements in prediction
performance for both index and individual stock
predictions, underscoring the effectiveness of the
proposed multi-modal attention design in leverag-
ing intra-modal and inter-modal information from
multiple input sources.

Among the baseline models, attention-based pre-
diction models perform better than other baselines
in both accuracy and MCC. These results under-
score the significance of the attention module in
capturing critical latent features from the input data.
However, MCASP surpasses the attention-based
baseline models, suggesting that its enhanced per-
formance stems not only from the use of the self-
attention module but also from its ability to extract
inter-modal relationships among input modalities
through the novel cross-attention module.

We also asses the models’ yearly prediction per-
formances for S&P 500 index prediction, where we
use the first 10 months of each year for training and
the last two months for testing. The accuracy re-
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Figure 3: Accuracy results on index and individual stock prediction (the higher, the better).

Figure 4: MCC results on index and individual stock prediction (the higher, the better).

sults, given in Figure 5, demonstrate that MCASP
consistently outperforms all the baseline models for
each year. Although the yearly results are slightly
lower than the initial test results, this can be at-
tributed to the smaller test sample size inherent in
the yearly setup.

Collectively, the experiments involving S&P500
index prediction and the prediction of price move-
ments for five individual stocks demonstrate that
the MCASP model is adept at learning meaning-
ful representations from multiple input modalities,
capitalizing on the self-attention network and the
innovative cross-attention module.

5.2 Ablation Study

To assess the impact of different components of the
MCASP model, we conducted an ablation study
using the same real-world dataset. Initially, we
evaluated the effectiveness of our two attention
modules independently by creating two distinct
models. Subsequently, we explored three text em-
bedding techniques to demonstrate the influence
of the textual representation method on the overall
performance.

Self-attention and cross-attention modules.
This experimental study elucidates the individual
performance of each module and underscores the
significance of capturing both intra-model and inter-
model information, in contrast to the prevalent

approach of focusing solely on either modality-
specific or joint influence of input modalities, as
seen in most existing works. To this end, we devel-
oped two distinct models - MCASP-SA (MCASP
with the self-attention module only) and MCASP-
CA (MCASP with the cross-attention module only)
- and subjected them to testing using our original
dataset.

In our experiments, MCASP consistently out-
performs both MCASP-SA (which exclusively em-
ploys the self-attention module) and MCASP-CA
(which relies solely on the cross-attention module)
across both accuracy and MCC metrics. This sub-
stantiates the effectiveness of our proposed design
in addressing multi-modal problems.

Notably, MCASP-CA yields superior results
compared to MCASP-SA. We postulate that this
is attributed to the cross-attention module’s design,
which initially extracts modality-specific features
and subsequently captures inter-modal relation-
ships among modalities using the attention mecha-
nism.

Moreover, when compared to the baseline mod-
els, both MCASP-SA and MCASP-CA consis-
tently demonstrate improved accuracy and MCC
results in the majority of the tests. This underscores
the success of the proposed sequential design for
both modules. The results further affirm that lever-
aging multiple modalities (i.e., financial news, his-
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Figure 5: Yearly ACC results on S&P index prediction (the higher, the better).

torical market data, and technical indicators) can
enhance model performance.

MCASP with various text embeddings. We
subsequently examined the impact of various tex-
tual embeddings (Transformer-based BERT and
GloVe) on the overall model performance. We em-
ployed three distinct textual embedding methods
to encode and represent the financial news data,
namely GloVe word embeddings, Transformer-
based BERT embeddings, and FinBERT embed-
dings. Our experimental results underscore the
significance of selecting an appropriate text embed-
ding method when utilizing financial news data.

The results, presented in Table1 show that
Transformer-based BERT and FinBERT embed-
dings consistently outperformed GloVe embed-
dings across both accuracy and MCC metrics
for S&P index prediction. Furthermore, Fin-
BERT showed improved results compared to BERT
embeddings, underscoring the value of domain-
specific knowledge in textual data representation.

Table 1: The impact of different text embedding meth-
ods.

Embedding Method Accuracy MCC
GloVe 60.91% 0.208
BERT 61.60% 0.215

FinBERT 62.03% 0.228

Notably, predictions using FinBERT as our text
embedding method exhibited improvement com-
pared to GloVe and BERT embeddings. This high-
lights the utility of domain knowledge in compre-

hending and representing textual data. However,
even without domain knowledge and when employ-
ing RNN-based GloVe embeddings and general
BERT embeddings, MCASP consistently outper-
formed all baseline methods across both metrics
for S&P500 index prediction. These results affirm
that while a robust textual representation technique
can enhance model performance, the primary factor
contributing to improved results lies in the novel
multi-modal design, which incorporates both self-
attention and cross-attention modules to capture
latent features from the input modalities.

6 Conclusion

We have proposed a novel multi-modal cross atten-
tion network for stock market prediction that mod-
els the intra-modal and inter-modal information
from the input modalities in a unified framework.
We first analyze the input modalities via three sep-
arate deep networks to extract the salient features.
We then process these features with the proposed
self-attention and cross-attention modules to jointly
model the intra-modal and inter-modal information.
We analyze financial news, historical market data
and technical indicators to predict the movement
direction of S&P500 index prices and the prices of
five individual stocks. We test the effectiveness of
the proposed multi-modal design using real-world
dataset from Reuters and Yahoo! Finance and com-
pare its performance against multiple state-of-the-
art baseline models. Experimental results show that
our model achieves improved performance in stock
market prediction.
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