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Abstract

This report investigates the continuous chal-
lenges of Machine Translation (MT) systems
on indigenous and extremely low-resource lan-
guage pairs. Despite the notable achievements
of Large Language Models (LLMs) that ex-
cel in various tasks, their applicability to low-
resource languages remains questionable. In
this study, we leveraged the AmericasNLP com-
petition to evaluate the translation performance
of different systems for Spanish to 11 indige-
nous languages from South America. Our team,
LTLAmsterdam, submitted a total of four sys-
tems including GPT-4, a bilingual model, fine-
tuned M2M100, and a combination of fine-
tuned M2M100 with kNN-MT. We found that
even large language models like GPT-4 are
not well-suited for extremely low-resource lan-
guages. Our results suggest that fine-tuning
M2M100 models can offer significantly better
performance for extremely low-resource trans-
lation.

1 Introduction

This paper presents the participation of the Lan-
guage Technology Lab (LTL) from the University
of Amsterdam in the AmericasNLP 2023 Shared
Task, which aims to develop Machine Transla-
tion (MT) systems for indigenous languages of
the Americas. We submitted translation results for
Spanish into all indigenous languages: Hñähñu
(oto), Wixarika (hch), Nahuatl (nah), Guaraní (gn),
Bribri (bzd), Rarámuri (tar), Quechua (quy), Ay-
mara (aym), Shipibo-Konibo (shp), Asháninka
(cni), and Chatino (czn). In the face of limited par-
allel and monolingual data, our approaches focus
on maximizing the potential of available resources
and models. Specifically, our objectives include:
1) evaluating the performance of GPT-4, a state-of-
the-art language model, in extremely low-resource
settings; 2) utilizing a carefully optimized trans-
former setting for low-resource NMT (Araabi and
Monz, 2020; Zwennicker and Stap); 3) exploring

the effectiveness of a fine-tuned version of the mul-
tilingual M2M100 (Fan et al., 2021) model; and 4)
investigating the potential of augmenting a neural
model with a k-nearest-neighbor machine transla-
tion (kNN-MT) (Khandelwal et al., 2021) compo-
nent. Our experiments show that, while GPT-4
demonstrates comparable performance to bilingual
models trained from scratch, it significantly lags
behind the fine-tuned M2M100 models. Notably,
our M2M100+kNN-MT system emerged as our
top-performing approach.

2 Data and preprocessing

2.1 Data
We used the parallel data provided by the shared
task organizers for training across all South Ameri-
can languages (Ebrahimi et al., 2023). For Chatino,
we used the Chatino Speech Corpus Archive
Dataset.1

2.2 Pre-processing
We apply punctuation normalization, tokenization,
data cleaning, and true-casing using the Moses
scripts (Koehn et al., 2007). The sentence length is
limited to a maximum of 175 tokens during train-
ing. After replacing phrases with variables, we also
apply BPE segmentation (Sennrich et al., 2016)
with the BPE parameter effective for each data
size (Araabi and Monz, 2020). Table 2 presents the
number of training samples following preprocess-
ing.

3 Models and experiments

3.1 GPT-4
Large Language Models (LLM) such as ChatGPT
are strong translation models for high-resource lan-
guages (Jiao et al., 2023). For low-resource lan-
guages, ChatGPT produces relatively few halluci-

1https://scholarworks.iu.edu/dspace/handle/
2022/21028
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The translations provided may not be entirely accurate but are the closest possible translations using available resources.

Here is the translation for [TGT]

(Note: The provided text does not contain correct Ashaninka punctuation.)

The 10th sentence cannot be translated since it goes against Bribri cultural values, as the language has certain rules that
may prevent imperative structures or indications that may go against tribal communication.

These translations are based on the Mezquital Ñahñu dialect.

(Note: Nahuatl is an indigenous language spoken in Mexico and there exists variation in vocabulary and grammar across
different dialects, regions and time periods, so these translations may differ from other possible versions)

(Seq items above included due to impossibility of translating Mary Todd, Abe Lincoln, Illinois, and A Christmas Carol.)

The translations provided are approximations based on the Bribri language structure and available lexical resources.

(Note: Unfortunately, there isn’t much appropriate vocabulary available online for Hnahnu/Ñähñu Language, which is an
indigenous language of Mexico. I tried my best to give some translations, but the result may not be accurate.)

Table 1: Some examples of unwanted output produced by ChatGPT during translation.

Language code #sentences #subwords

Asháninka cni 3869 5k
Aymara aym 13000 10k
Bribri bzd 7502 5k
Guaraní gn 26011 20k
Nahuatl nah 15898 20k
Hñähñu oto 4838 5k
Quechua quy 250709 20k
Rarámuri tar 13754 10k
Shipibo shp 29126 20k
Wixarika hch 8963 10k
Chatino czn 310 5k

Table 2: Number of training samples and vocabulary
size after preprocessing.

nations under perturbation, and its hallucinations
are qualitatively different from conventional trans-
lation models (Guerreiro et al., 2023). It remains
unclear how well LLMs perform when translating
into extremely low-resource languages.

We use the ChatGPT (gpt-4) API2 to translate
Spanish source languages into the indigenous tar-
get languages. Following (Jiao et al., 2023) we use
the following translation prompt: “Please provide
the [TGT] translation for these sentences:”. We
add the following role content: “You are a machine
translation system.” (Peng et al., 2023). Initial
experiments with Temperature set to 0 (Peng et al.,
2023) produce results that are inferior to the default
Temperature value, so we stick to the latter. During
translation, ChatGPT frequently added boilerplate

2https://platform.openai.com/docs/
api-reference/chat

text to translations such as “Feel free to make ad-
justments if you have a better understanding of the
language.”. See Table 1 for additional examples
of unwanted ChatGPT boilerplate outputs. While
some of these outputs, such as the warnings about
inaccurate translations, can be valuable to machine
translation users, we remove this boilerplate text in
a post-processing step before evaluating the trans-
lations.

3.2 Bilingual
To conduct our bilingual experiments, we employ
Transformer models (Vaswani et al., 2017) with
parameters proposed by Araabi and Monz (2020),
specifically tailored to extremely low-resource data
regime. We use the Fairseq library (Ott et al., 2019)
for our experiments.

3.3 Finetuned M2M100
Following Adelani et al. (2022), we fine-tuned the
multilingual M2M100 model (Fan et al., 2021) for
translations from Spanish to Indigenous languages.

M2M100 necessitates specifying the target lan-
guage tag during decoding. Given that the Indige-
nous languages of interest are not part of M2M100,
we adopted the approach suggested by Adelani
et al. (2022) and selected a language tag that is rep-
resented in the pre-trained model. Preliminary re-
sults indicated that the translation quality remained
unaffected by the choice of the target language tag,
so we chose Swahili as the target language.

We used the 418M parameter version of
M2M100 and trained individual models for each of
the 11 target languages. These models were fine-
tuned using the HuggingFace toolkit (Wolf et al.,
2020). We employed the default learning rate of
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model oto hch nah gn bzd tar quy aym shp cni czn avg

GPT-4 0.119 0.169 0.161 0.160 0.106 0.141 0.264 0.203 0.180 0.194 − 0.170
bilingual 0.073 0.185 0.072 0.120 0.113 0.113 0.133 0.146 0.129 0.217 0.293 0.145
M2M100 0.131 0.287 0.299 0.301 0.198 0.141 0.360 0.295 0.203 0.262 0.146 0.238
+kNN 0.178 0.458 0.527 0.402 0.401 0.292 0.475 0.459 0.470 0.425 0.158 0.386

GPT-4 0.117 0.157 0.159 0.155 0.094 0.130 0.258 0.183 0.162 0.189 − 0.160
bilingual 0.078 0.210 0.070 0.119 0.123 0.114 0.150 0.140 0.124 0.216 0.366 0.155
M2M100 0.139 0.304 0.260 0.329 0.214 0.151 0.368 0.252 0.198 0.260 0.144 0.238
+ kNN 0.145 0.319 0.273 0.341 0.261 0.180 0.370 0.276 0.279 0.300 0.152 0.263

Table 3: Chrf++ scores for Spanish→X directions on the development set (top rows) and test set (bottom rows).
Best results are depicted in bold, and best results that do not encode the development set are underlined.

5e−5, set the maximum source and target length to
200, and stop training after 3 epochs.

3.4 Finetuned M2M100 + kNN-MT
We made the decision to withdraw this model from
the competition track due to its encoding of the
development set. Although it does not technically
violate the competition rule (which states: "The
only limitation is that we ask participants to not
have the test input translated by hand or train on
the development or test sets"), our solution oper-
ates in a grey area and confers an unfair advantage
over other submissions. That said, we describe the
approach below.

We operated under the assumption that the pro-
vided development data is similar to the test data.
Using the development data during training or
an additional fine-tuning step is a clear strategy
for leveraging this similarity when aiming for en-
hanced performance on the development and test
set domains. However, we opted for an alternative
approach that permits more fine-grained control
over the degree to which the resulting model de-
pends on the development data as opposed to the
training data. Furthermore, we explicitly sought
to prevent encoding information about the devel-
opment set within the resulting model weights, as
this could potentially lead to overfitting and re-
duced generalization capabilities. Such an outcome
would undermine the primary objective of creating
a robust and versatile MT system that can effec-
tively handle a wide range of input data in the con-
text of Indigenous languages.

k-nearest-neighbor machine translation (kNN-
MT) is a semi-parametric model that combines a
parametric component with a nearest neighbor re-
trieval mechanism that allows direct access to a
datastore of cached examples (Khandelwal et al.,
2021). The datastore consists of key-value pairs,
where each key is a decoder output representation,
and the value is the corresponding target token.

At inference time, the model searches the datas-
tore to retrieve the set of k nearest neighbors, and
combines the resulting distribution with the NMT
distribution through interpolation.

For our submissions, we encoded the develop-
ment sets of all Spanish to X directions in separate
datastores. We do a grid search over kNN hyper-
parameters λ ∈ {0.2, 0.3, ...0.7}, k ∈ {8, 16, 32}
and T ∈ {50, 100} on oto and hch. Based on these
results we fix λ to 0.3, k to 32, and T to 50 and re-
port results for those. We use the kNN-transformers
library (Alon et al., 2022) for our experiments.

4 Results

We report Chrf++ scores (Popović, 2017) in Ta-
ble 3. In general, we observe similar patterns for
the development and test sets. Comparing GPT-4
and our bilingual models, we conclude that GPT-4
is better for 7/10 directions on both the develop-
ment and test set. Scores for both models are very
low; neither ChatGPT nor bilingual NMT are good
indigenous translators.

Our kNN approach yields best results for 10/11
language directions, and the fine-tuned M2M100
is the best model that does not encode the develop-
ment set.

Compared to other submissions, our kNN model
ranks first for Spanish-Bribri, Spanish-Asháninka,
and Spanish-Nahuatl, but we decided to withdraw
this model (see Section 3.4).

5 Conclusion

In this paper, we describe our submissions to the
AmericasNLP 2023 Shared Task on Machine Trans-
lation into Indigenous Languages. We submitted
translations for all 11 languages. Our best system
is the result of finetuning M2M100 on an unseen
indigenous language, and augmenting this model
with a k-nearest-neighbor datastore based on the
development set.
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This model ranked first in the Spanish-Bribri,
Spanish-Asháninka, and Spanish-Nahuatl language
pairs in the competition. However, we have made
the decision to withdraw this model due to its oper-
ation in a grey area with respect to the competition
rules. The uncertainty surrounding its compliance
raises concerns about fairness among all partici-
pants, prompting us to take this action after discus-
sion with the organizers.
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