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Abstract

In this work, we present the results of the Amer-
icasNLP 2023 Shared Task on Machine Trans-
lation into Indigenous Languages. This edi-
tion of the shared task features eleven language
pairs, one of which – Chatino–Spanish – uses
a newly collected evaluation dataset, consist-
ing of professionally translated text from the
legal domain. Seven teams participated in the
shared task, with a total of 181 submissions.
Additionally, we conduct a human evaluation
of the best system outputs and compare them to
the best submissions from the 2021 shared task.
We find that this analysis agrees with the quan-
titative measure we use to rank submissions,
ChrF, which itself shows an improvement of
9.64 points on average across all languages,
compared to the prior winning system.

1 Introduction

The majority of Indigenous languages, including
those native to the Americas, are under-represented
in modern natural language processing (NLP), as
technological advances are often concentrated on
the small set of languages that have large amounts
of easily available data (Joshi et al., 2020). Beyond
the lack of data, linguistic factors like morpholog-
ical complexity, non-standard orthographies, and
language isolates make it even more challenging
to adapt existing NLP methods to Indigenous lan-
guages (Mager et al., 2018; Schwartz et al., 2020).

However, there are multiple benefits of develop-
ing technologies that support Indigenous languages
– building NLP models for under-represented lan-
guages can bring equitable access to informa-
tion and technology to speakers of these lan-
guages (Mager et al., 2018). Additionally, several
Indigenous languages in the Americas are endan-
gered, and language technologies have proven to be
beneficial to Indigenous communities and linguis-
tic researchers in the documentation, preservation,
and revitalization of endangered languages (Galla,

Language ISO Family Train Dev Test

Asháninka cni Arawak 3883 883 1002
Aymara aym Aymaran 6531 996 1003
Bribri bzd Chibchan 7508 996 1003
Chatino ctp Oto-Manguean 357 499 1000
Guarani gn Tupi-Guarani 26032 995 1003
Nahuatl nah Uto-Aztecan 16145 672 996
Otomí oto Oto-Manguean 4889 599 1001
Quechua quy Quechuan 125008 996 1003
Rarámuri tar Uto-Aztecan 14721 995 1002
Shipibo-Konibo shp Panoan 14592 996 1002
Wixarika hch Uto-Aztecan 8966 994 1003

Table 1: The languages in the AmericasNLP 2023
shared task. Chatino (bolded) is the new language for
this edition of the competition.

2016; Anastasopoulos, 2019; Zhang et al., 2022;
Rijhwani, 2023). The AmericasNLP workshop
seeks to highlight NLP and linguistic research on
Indigenous languages spoken across the Americas,
and promote the development of computational ap-
proaches which work well for these languages. The
AmericasNLP Shared Task on Machine Translation
into Indigenous Languages is hosted as part of the
workshop to specifically focus on improvements
in machine translation (MT) systems for these lan-
guages. In this work, we describe the third edi-
tion of the shared task. For this year, a new gold-
standard parallel dataset for translation evaluation,
between Spanish and Chatino, was developed. This
dataset uses text from the legal domain, with source
sentences taken from press releases of the Supreme
Court of Mexico. This allows for evaluation on
technical and challenging text, which are likely to
be relevant to speakers of the language.

This work is structured as follows: in Section
2, we present a brief overview of related work on
MT and Indigenous languages; in Section 3 and
4, we provide details on the shared task rules, and
newly collected data; in Section 5, we summarize
the submitted systems; and, in Sections 6 and 7, we
provide an analysis of the main results and further
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Team Andes CIC-NLP Helsinki-NLP* LCT-EHU LTLAmsterdam Playground Sheffield*
Langs 1 11 11 1 11 10 11
Subs 1 33 66 5 33 10 33

D
at

a

Crawl ✓ ✓
Ext. Bilingual ✓ ✓ ✓
Opus ✓
Religous ✓ ✓ ✓
Wikipedia ✓
Prior Year ✓ ✓ ✓ ✓
No Addtl. ✓
Monolingual Trans ✓ ✓ ✓ ✓
Pivot Trans. ✓
Cleaning/Norm ✓ ✓ ✓

Pr
et

ra
in

in
g

ChatGPT ✓
Encoder-Decoder ✓ ✓ ✓ ✓
M2M-100 ✓ ✓
mBART ✓
mT5 ✓
NLLB ✓ ✓

Tr
ai

n Ensemble ✓
Multistage ✓ ✓ ✓ ✓
Multilingual ✓ ✓ ✓ ✓

Table 2: Participating teams (Team) with system description paper. The information contained in this table is
as follows: number of languages with a corresponding submission (Langs.), total number of submissions (Sub.).
(Data) presents a summary of any external data collection, or No Add. if no external data was used, as well
as if preprocessing steps are described. The Pretraining section describes if a pretrained translation model, or
from-scratch encoder-decoder architecture was used. The Train section provides a summary of the training process
for submissions. For more details we refer to the system description paper of each system, and note that certain
external datasets or preprocessing steps may have been used within a system and not described in the description
paper. We describe how each feature is defined in Appendix A.2.

experiments.

2 Related Work

2.1 NLP for Indigenous Languages
Low-resource languages are often referred to as
‘less studied’, ‘resource-scarce’, ‘less computer-
ized’, ‘less privileged’, ‘less commonly taught’, or
‘low-density’ (Magueresse et al., 2020). Indigenous
languages are largely included under this umbrella
term, and they represent a unique challenge when
dealing with NLP tasks.

First, most of the Indigenous languages world-
wide are generally understudied, which means that
even though we can grasp some of their general
grammatical features based on other previously
studied languages from the same linguistic families,
there are still particular traits which haven’t been
described. Second, Indigenous languages are typo-
logically different: some of them are polysynthetic,
such as the languages belonging to Uto-Aztecan
family (e.g. Nahuatl, Wixarika) with rich mor-
phophonemics and a large number of inflections
(Mithun, 2001). Other languages are highly ana-

lytic with simpler morphology, but with complex
tonal systems such as Chatino and Chinantec, from
the Oto-Manguean family. Due to the lack of prior
study, it becomes challenging to even define what
constitutes a language versus a language variety
among Indigenous languages.

Finally, another major challenge is the diversi-
fication of orthographies and the scarcity of writ-
ten corpora in such languages. However, in lieu
of these challenges, there has been a substantial
increase in NLP applications for Indigenous lan-
guages (Mohanty et al., 2023). For example, Hed-
derich et al. (2020) survey common methods used
in low-resource scenarios, such as data augmen-
tation, distant supervision, and cross-lingual lan-
guage models. Mager et al. (2018) provide an
overview of research in NLP related to the Indige-
nous languages of the Americas, with an accom-
panying, and continually-updated,repository of re-
search works and other resources for Indigenous
languages. Recently, ACL 2022 featured a theme
track on Language Diversity: from Low-Resource
to Endangered Languages, which highlights papers
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RANK TEAM VERSION COUNT TOT. CHRF TOT. BLEU AVG. BLEU AVG. CHRF AVG. BLEU ALL AVG. CHRF ALL
1 Sheffield 1 11 335.04 61.29 5.57 30.46 5.57 30.46
2 Sheffield 2 11 333.57 60.35 5.49 30.32 5.49 30.32
3 Sheffield 3 11 325.51 57.59 5.24 29.59 5.24 29.59
4 Helsinki-NLP 6 11 317.09 56.17 5.11 28.83 5.11 28.83
5 Helsinki-NLP 2 11 284.11 43.60 3.96 25.83 3.96 25.83
6 Helsinki-NLP 3 11 283.62 40.57 3.69 25.78 3.69 25.78
7 Helsinki-NLP 4 11 283.09 47.19 4.29 25.74 4.29 25.74
8 Helsinki-NLP 1 11 277.71 44.22 4.02 25.25 4.02 25.25
10 LTLAmsterdam 3 11 261.83 35.53 3.23 23.80 3.23 23.80
11 PlayGround 1 10 249.71 30.52 3.05 24.97 2.77 22.70
12 CIC-NLP 2 11 222.50 17.38 1.58 20.23 1.58 20.23
13 CIC-NLP 1 11 207.80 18.49 1.68 18.89 1.68 18.89
14 Helsinki-NLP 5 11 205.96 15.63 1.42 18.72 1.42 18.72
15 CIC-NLP 3 11 197.69 14.46 1.31 17.97 1.31 17.97
16 LTLAmsterdam 2 11 171.11 18.70 1.70 15.56 1.70 15.56
17 LTLAmsterdam 1 10 160.42 12.68 1.27 16.04 1.15 14.58
18 LCT-EHU 3 1 38.59 3.45 3.45 38.59 0.31 3.51
19 LCT-EHU 1 1 38.40 3.08 3.08 38.40 0.28 3.49
20 LCT-EHU 2 1 38.21 3.11 3.11 38.21 0.28 3.47
21 LCT-EHU 4 1 37.71 3.47 3.47 37.71 0.32 3.43
22 LCT-EHU 5 1 37.26 3.06 3.06 37.26 0.28 3.39
23 Andes 1 1 9.22 0.12 0.12 9.22 0.01 0.84

Table 3: Ranking of the submissions to the shared task. For each team and submission version, COUNT represents
the number of languages supported with TOT. CHRF and TOT. BLEU representing the sum ChrF and BLEU
scores over all supported languages by a submission. While AVG. BLEU and AVG. CHRF represent the average
of all supported languages by a submission, the AVG*ALL columns represent the average over all 11 shared task
languages, with AVG. CHRF ALL determining the final ranking of the submissions.

focusing on Indigenous languages, and featured a
keynote discussion on how to best support linguis-
tic diversity (Muresan et al., 2022).

2.2 Low-Resource MT
Low-Resource MT (LRMT) tackles the challenge
of developing translation systems for language
pairs with limited parallel data. Traditional neu-
ral machine translation approaches struggle in such
scenarios due to data scarcity.

Multilingual transfer learning has been success-
ful in enhancing translation quality in LRMT
by leveraging knowledge from related languages
(Zoph et al., 2016; Nguyen and Chiang, 2017; Aha-
roni et al., 2019). By utilizing shared representa-
tions across languages, multilingual models can
generalize well to unseen language pairs with lim-
ited data.

One effective LRMT approach using transfer
learning is finetuning large multilingual language
models on specific language pairs. This involves
adapting pretrained models like mBART, M2M-
100, and NLLB-200 to target specific language
pairs or domains of interest (Liu et al., 2020;
Fan et al., 2020; Team et al., 2022). Refining
the model’s parameters through this technique en-
hances translation quality for low-resource lan-
guages (Thillainathan et al., 2021; Liu et al., 2020).

Back-translation is another effective technique

employed in LRMT, which generates synthetic par-
allel data by translating and re-translating mono-
lingual data (Sennrich et al., 2016; Feldman and
Coto-Solano, 2020; Lample et al., 2018). By incor-
porating this technique, LRMT systems can benefit
from additional training examples, leading to im-
proved translation performance.

3 Task and Evaluation

The shared task focuses on open machine transla-
tion: outside of the development set and any pro-
hibited datasets, teams are allowed to collect and
train on an unlimited amount of external data. As
translation performance for low-resource Indige-
nous languages is generally low, we choose this
setting to allow models to achieve the best possi-
ble performance, in hopes that usable translation
models become more quickly developed.

Metrics Translation evaluation is done with ChrF
(Popović, 2015), as implemented in SCAREBLEU

(Post, 2018), as the target languages are morpholog-
ically rich. While teams are not required to submit
a system for all languages, the final score for each
submission is calculated by taking an average over
all eleven languages; if there is no model output
for a given language, the score is taken as 0.
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4 Languages and Data

For development and evaluation, the AmericasNLP
2021 shared task used multi-way parallel trans-
lations of the Spanish XNLI test set across 10
languages: Asháninka, Aymara, Bribri, Guarani,
Nahuatl, Otomí, Quechua, Rarámuri, Shipibo-
Konibo and Wixarika (Ebrahimi et al., 2022). For
this edition of the shared task, we use the same eval-
uation set and additionally introduce a new evalua-
tion dataset, created from Mexican court proceed-
ings, for Spanish–Chatino. This set was released as
a surprise language near the end of the competition,
along with a small amount of Spanish–Chatino
and English–Chatino data for training. In this sec-
tion, we describe the Chatino language, Spanish
source data, and translation process. For a detailed
overview of the ten other evaluation languages, we
refer the reader to Ebrahimi et al. (2022) and Mager
et al. (2021).

4.1 Chatino
San Juan Quiahije Chatino (SJQ, ISO 639-3 ctp),
spoken by about 5000 people, is an Oto-Manguean
language spoken in Oaxaca, Mexico and by Chati-
nos who live in many cities throughout the United
States, with a high concentration in the Southeast-
ern United States in the states of North Carolina,
Alabama, and Georgia. The Chatino languages are
some of the most complex tonal languages in the
world. SJQ has 10 tonemes and 15 morphological
tonal categories. In the created corpus, tones are
represented as superscripts.

4.2 Evaluation Dataset
Source Data A main motivation for this dataset
is to create a resource which could be more directly
applicable to the real life needs of the communities
involved, while at the same time limiting negative
ethical implications (Mager et al., 2023). As such,
we choose to use legal text as the source domain.
The Mexican Constitution and the General Law
of Linguistic Rights of Indigenous Peoples (Ley
General De Derechos Lingüísticos de los Pueb-
los Indígenas1) states that the 68 Indigenous lan-
guages spoken in the country before the Spanish
conquest are National Languages. This gives all
people the right to perform bureaucratic and legal
actions in their native language. As a first approxi-
mation of this text, we gather press releases from

1https://www.diputados.gob.mx/
LeyesBiblio/pdf/LGDLPI.pdf

the Mexican Supreme Court.2 This allows us to
avoid the potential harms of directly generating
low-quality translations of written laws and court
decisions, while still allowing for insights into the
issues and challenges of translating legal terms and
text. Furthermore, the text generated by the Mexi-
can Supreme Court is public domain, allowing for
free usage.

Translation Process To create the dataset, we
crawl 10,000 instances from the Supreme Court
press releases, and randomly select a subset for
translation. Translations are jointly done by two
professional translators, who are native San Juan
Quiahije Chatino speakers. Legal terms in Spanish
are translated into Chatino, in order to reduce code-
switching and borrowed words. This translation
of domain-specific terms represents the most chal-
lenging aspect of the translation process, with trans-
lators investigating the context and meaning of spe-
cific words in order to create accurate translations.
For more difficult cases, translators consulted with
lawyers to clarify the meaning of certain texts. For
all translations, both translators worked together
to reach an agreement on the translated text. Ex-
amples of difficult to translate words and entities
include “dismissal, approval, jurisprudence, regula-
tions among others and Chamber of Deputies, the
nation’s Supreme Court of Justice and Magistrate.”

5 Baseline and Submitted Systems

In this section, we describe the 2023 baseline sys-
tem and each team’s approach. We present a sum-
mary of all approaches in Table 2.

5.1 Baseline
The AmericasNLP 2021 shared task used a trans-
former encoder–decoder model (Vaswani et al.,
2017) along with hyperparameters shown to work
well for low-resource settings (Guzmán et al.,
2019). For this year’s edition of the shared task,
we use the winning 2021 system (Vázquez et al.,
2021) as the baseline, as it greatly outperformed
the previous baseline and other submissions on all
languages.

5.2 Andes
The Andes team (Gillin and Gummibaerhausen,
2023) submitted a translation system for Spanish–
Aymara. The system is based on mT5 (Xue et al.,

2https://www.scjn.gob.mx/multimedia/
comunicados
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Figure 1: Main results of the shared task, in ChrF. In the left chart, we plot the performance of every submission,
for each language. On the right, we show the distribution of per-team performance, across all submissions and
languages. We note that distributions may not be directly comparable depending on the number of submissions
from each team.

2021) and is further finetuned on English–Aymara
data, in addition to the provided Spanish–Aymara
data. The English parallel data consists of a lexicon,
collected from books meant for language learning
(Wexler and Programs, 1967; Parker, 2008)

5.3 CIC-NLP
The CIC-NLP team (Tonja et al., 2023) submit-
ted three different models across all languages,
based on either mBART50 (Tang et al., 2021) and
M2M100 (Fan et al., 2020) or a publicly released
English–Spanish translation model.3 The multilin-
gual models were first optionally finetuned on a
concatenation of the es-XX training data across all
languages. Language-specific models were then
created by further finetuning on data for a specific
target language. The English–Spanish model was
only finetuned on data for a specific language pair.

5.4 Helsinki-NLP
The Helsinki-NLP team (Vázquez et al., 2023) sub-
mitted six different models across all languages,
following four main modeling approaches. Model
B is a copy of the team’s winning multilingual
one-to-many 2021 model, and Model C is a re-
implementation of this approach using OpusTrainer
and a language specific-finetuning step. Model
A focuses on knowledge distillation and transfer
learning: a parent English–Spanish model is dis-
tilled from the NLLB model, and is then further
finetuned on target-language data. Model D uses
language-specific decoders as part of a modular ar-
chitecture: a specified number of decoder layers are

3https:huggingface.co/Helsinki-NLP/
opus-mt-es-en

shared across languages, while others are trained
separately per language. The team also focused
heavily on data collection and cleaning. In addition
to the data provided by the shared task, the team
collected data from OPUS (Tiedemann, 2012), the
FLORES-200 (Team et al., 2022) evaluation sets,
the Bible (McCarthy et al., 2020), the Universal
Declaration of Human Rights, and various texts
extracted from websites or PDFs of educational
materials and news. MT was also used to leverage
monolingual Wikipedia data as well as parallel data
between the target languages and English. Texts
were detokenized and whitespace normalized if
necessary. Data from all sources was concatenated
and deduplicated to create the final training data,
and special tags denoting the quality and language
variety of the source material were added to each
example.

5.5 LCT-EHU
The LCT-EHU team (Ahmed et al., 2023) focused
on the Spanish–Quechua language pair and sub-
mitted five different models to the competition.
Among their contributions, they collected new par-
allel corpora, experimented with high-resource
bilingual systems as pretrained models, such as
Spanish–English and Spanish–Finnish, and gener-
ated synthetic parallel data from monolingual texts
using back-translation and the copied corpus tech-
nique (Currey et al., 2017). The best result on the
test set was obtained by using a model pretrained
on Spanish–Finnish and by including new parallel
data from the literature and legal domains, despite
originating from different variants of Quechua Ay-
acucho.
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Team AYM BZD CNI CTP GN HCH NAH OTO QUY SHP TAR

2021 Baseline 15.70 6.80 10.20 - 19.30 12.60 15.70 5.40 30.40 12.10 3.90
2021 Best 28.30 16.50 25.80 - 33.60 30.40 26.60 14.70 34.30 32.90 18.40

Andes 9.22 - - - - - - - - - -
CIC-NLP 19.05 21.17 25.85 15.61 21.75 14.67 26.57 9.22 35.62 21.26 14.87
Helsinki-NLP 33.44 22.45 28.41 32.07 40.42 32.34 26.87 15.30 37.19 33.35 19.15
LCT-EHU - - - - - - - - 38.59 - -
LTLAmsterdam 25.23 21.36 26.04 36.61 32.89 30.38 26.03 13.85 36.81 19.8 15.06
PlayGround 29.98 14.80 28.01 - 33.17 28.75 23.68 14.75 34.38 27.66 14.53
Sheffield 36.24 24.96 28.53 39.97 39.34 32.25 27.25 14.81 39.52 33.43 18.74

↑ 2021 12.60 9.70 15.60 - 14.30 17.80 10.90 9.30 3.90 20.80 14.50
↑ 2023 7.94 8.46 2.73 - 6.82 1.94 0.73 0.60 5.22 0.53 0.75

Table 4: Summary of best performing submission from each team per language. Note that values can come from
multiple submissions, making these scores different than what is used to calculate the overall shared task ranking.
↑2021 marks the difference between the 2021 Baseline and 2021 winning system. ↑2023 marks the difference
between the 2021 best (i.e., 2023 baseline) system and the best 2023 system.

5.6 LTLAmsterdam
The LTLAmsterdam team (Stap and Araabi, 2023)
submitted four different models for all language
pairs. Their approaches included a bilingual sys-
tem, an off-the-shelf commercial large language
model used for translation, and a finetuned mul-
tilingual model with additional adaptation. The
bilingual systems were trained using transformer
models with parameters specifically tailored for
low-resource languages (Araabi and Monz, 2020).
For the large language model, they utilized the
ChatGPT API4 and followed the prompts proposed
by Jiao et al. (2023). Additionally, they finetuned
the M2M100 multilingual model (Fan et al., 2021),
specifically choosing the 418M parameter version
and training a model for each language pair. It is
important to highlight that none of the target lan-
guages in the shared task were originally included
in the set of languages of M2M100. Finally, they
augmented the finetuned M2M100 model with a
k-nearest neighbor (kNN) datastore for inference
(Khandelwal et al., 2021), effectively creating a
semi-parametric model that combines the paramet-
ric M2M100 model with a nearest neighbor re-
trieval mechanism.

5.7 PlayGround
The PlayGround team (Gu et al., 2023) submit-
ted one model for each language pair, except for
Spanish–Chatino. Their approach focused on utiliz-

4https://platform.openai.com/docs/
api-reference/chat

ing the pretrained NLBB-200 model (Team et al.,
2022), which they finetuned using the available
monolingual and parallel data for the shared task.
They conducted a comparison between bilingual
and multilingual finetuned models, incorporating
back-translated data through finetuning the NLBB-
200 model with Spanish as the target language.
Additionally, they adopted a weight-averaging ap-
proach (Wortsman et al., 2022).

5.8 Sheffield
The Sheffield team (Gow-Smith and Villegas) sub-
mitted three models for all languages. Approaches
were based off various versions of the NLLB-200
model (Team et al., 2022). In addition to the pro-
vided training data, the team used data from teams
which participated in prior editions of the shared
task (Moreno, 2021; Vázquez et al., 2021). Data
from other sources, such as the Bible (McCarthy
et al., 2020) and NLLB project were also consid-
ered, however the authors found that Bible data did
not improve performance on the development set,
and did not include it in the final systems. Back-
translation was also used to create additional par-
allel data. The submissions include specific pre-
processing steps to prepare the data, such as deto-
kenization and replacement of tone markings for
Chatino. The team experimented with the distilled
600M, 1.3B and 3.3B versions of NLLB, and mod-
els were first finetuned on a concatenation of all
available training data. The checkpoint with best
average ChrF across all languages was considered
as Submission 3. For Submission 2, the best check-
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point per language was used. Submission 1 con-
sists of ensembles of the various NLLB models. As
NLLB relies on specific tags to denote the target
languages, the embedding matrix was extended and
new languages tags were created for the shared task
languages which are unsupported.

6 Results

We present the overall ranking of submissions to
the shared task in Table 3 and the best score per
language for each team across all submissions in
Table 4.

The overall winner of the shared task, the
Sheffield Submission 1, achieves the best perfor-
mance for 7 languages: Aymara, Bribri, Asháninka,
Chatino, Nahuatl, Quechua, and Shipibo-Konibo.
The Helsinki Submission 6 (i.e., Model B) has
the highest performance for 4 languages: Guarani,
Wixarika, Otomí, and Rarámuri. Systems are much
more competitive than prior competitions, achiev-
ing extremely close ChrF scores for many lan-
guages, such as Asháninka, Guarani, Wixarika, and
Shipibo-Konibo. The Sheffield and Helsinki teams
both collect additional data, and train models in
a multilingual and multi-stage fashion. Both also
mention data cleaning and preprocessing in their
pipeline, and we hypothesize that this step is likely
vital for good performance, due to noise, domain
mismatch, and differences in variants between the
training and evaluation sets. For all languages ex-
cept for Aymara, all teams have at least one sub-
mission which improves (often by a large margin)
over the original 2021 baseline.

Comparison with Prior Years As the evaluation
set for 10 of the languages is the same as for 2021,
we can analyze the performance of submitted MT
systems over time. In this year’s shared task, we
see improvements over the best 2021 system, the
2021 Helsinki submission (Vázquez et al., 2021),
for all languages, but to varying degree. The largest
improvements are for Bribri, Aymara, Guarani
and Quechua. We also see small improvements
for Asháninka and Wixarika. However, improve-
ments for Nahuatl, Otomí, and Shipibo-Konibo are
marginal. Overall, the improvements over Vázquez
et al. (2021) are smaller in magnitude, compared to
the improvements in 2021. This can be expected,
however, as the baseline for this year’s shared task
represents a much stronger lower bound. Of the
four languages with largest improvement, three
are achieved by a Sheffield submission: Aymara,
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Figure 2: Results of the qualitative human evaluation.
Ratings of fluency are displayed in the left column, and
meaning in the right. Results are shown as a proportion
of all evaluated sentences.

Bribri, and Quechua. This may be attributed, in
part, to the use of the NLLB model by the team,
which supports Aymara and Quechua in its original
set of pretraining languages. On average across
the 10 shared languages, we see a further 9.63 im-
provement in ChrF over 2021 results by the best
submitted systems.

7 Additional Experiments

7.1 Qualitative Analysis
As quantitative measures of translation perfor-
mance do not paint a complete picture, we also
conduct a qualitative analysis of the system outputs
for Bribri, Chatino, and Otomí. We randomly sam-
ple 50 parallel examples across the 2021 baseline,
the 2021 winning system (Vázquez et al., 2021),
and the 2023 submission with best performance for
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each language: Sheffield Submission 1 for Bribri
and Chatino, and Helsinki Submission 6 for Otomí.
Examples are shuffled and presented to a native
speaker of each language, along with the Spanish
source and gold reference. Annotations are done
across two dimensions: meaning and fluency, using
a categorical 1-5 scale. The guidelines given to
annotators can be found in Appendix A.1.

The results of this analysis are shown in Fig-
ure 2. Similar to the trend of improvement in ChrF,
we also see improvements in the rating of meaning
and fluency across the three systems in this analysis.
For Bribri, a strong majority of translations from
the original 2021 baseline has a score of 1 across
both dimensions. While we see some improve-
ments from the Helsinki 2021 system, the 2023 sys-
tem provides a considerable increase in translation
quality; ratings of between 2-4 are now assigned to
the majority of examples. For Chatino, the baseline
system is stronger than for Bribri, and the improve-
ment between the two systems is smaller when
considering the proportion of examples rated as 1.
For the 2023 system, we see the largest increase
in quantity for ratings of 3. Otomí sees the worst
performance of the three languages, with the ma-
jority of examples being rated as 1, across all three
systems. Fluency does improve slightly, with an in-
crease in the number of 2 ratings. However, exam-
ples with higher ratings are effectively non-existent.
We also see a difference in improvement across flu-
ency and meaning, with the former showing higher
improvement. For all languages, even if we see
an increase in the proportion of higher rated exam-
ples, the number of near-perfect (i.e., rating of 5)
remains consistently small.

7.2 Impact of In-domain Data
The LTLAmsterdam team (Stap and Araabi, 2023)
describes systems which make use of kNN and an
external data store (Khandelwal et al., 2021) during
decoding. It was jointly decided in a discussion
between the organizers and team that submissions
which use this approach – Submissions 4,5,6,7, and
8 – fall in a grey area with respect to the competi-
tion rules and would not be included in the main
results, due to the fact that development set ex-
amples were included in the data store. However,
these submissions can give insights into the poten-
tial improvements one can expect if there is access
to parallel examples which are in-domain with re-
spect to an expected test set. If we consider these

submissions, they achieve the best performance for
three languages: Bribri, Asháninka, and Nahuatl.
Improvements over the next best team submission
is 0.88 ChrF on average over the three languages.
As such, given that systems still struggle with pro-
ducing outputs with the highest qualitative rating
(§7.1), this approach may be beneficial for produc-
ing more constrained and higher-quality outputs,
given that access to high-quality parallel data is
available.

8 Conclusion

In this paper we present the results of the Amer-
icasNLP 2023 shared task. For this iteration, we
collect a new dataset for translation evaluation be-
tween Spanish and Chatino, consisting of legal text
from court press releases. Additionally, we keep
the prior 10 evaluation languages used in 2021.
Overall, 7 teams participated in the shared task. For
all languages, multiple submissions improve over
the previous best ChrF, but the magnitude varies
per language. The best results were achieved by ei-
ther finetuned versions of NLLB or a from-scratch
transformer encoder–decoder model. To confirm
the improvement in ChrF from the previous shared
task, we conduct a human evaluation of system out-
puts, which, although it supports the quantitative
improvement, highlights the fact that systems are
still not able to produce translations of the high-
est quality. Furthermore, there is still variability
in the absolute performance across languages. As
such, while the results of the shared task mark a
promising trend in increasing translation quality
for Indigenous languages, there are still improve-
ments which can be made in order to create usable
translation systems for Indigenous languages.
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Appendix
Lang. Team Ver. ChrF BLEU

aym Sheffield 1 36.24 4.45
aym Sheffield 3 35.27 4.03
aym Helsinki-NLP 6 33.44 3.37
aym Helsinki-NLP 4 32.52 3.15
aym Helsinki-NLP 3 32.34 3.04
aym Helsinki-NLP 1 32.31 3.30
aym Helsinki-NLP 2 31.98 2.44
aym PlayGround 1 29.98 1.96
aym LTLAmsterdam 3 25.23 1.68
aym Helsinki-NLP 5 21.86 1.10
aym CIC-NLP 1 19.05 1.13
aym CIC-NLP 3 18.59 0.56
aym CIC-NLP 2 18.52 0.84
aym LTLAmsterdam 1 18.28 0.96
aym LTLAmsterdam 2 14.00 0.09
aym Andes 1 9.22 0.12

bzd Sheffield 1 24.96 6.35
bzd Sheffield 3 24.49 6.21
bzd Sheffield 2 24.38 6.18
bzd Helsinki-NLP 6 22.45 5.64
bzd LTLAmsterdam 3 21.36 5.23
bzd CIC-NLP 2 21.17 4.72
bzd Helsinki-NLP 4 20.28 5.02
bzd Helsinki-NLP 1 20.18 4.66
bzd Helsinki-NLP 3 20.06 4.44
bzd CIC-NLP 1 19.90 3.92
bzd Helsinki-NLP 2 19.19 4.36
bzd PlayGround 1 14.80 2.04
bzd CIC-NLP 3 13.24 1.66
bzd LTLAmsterdam 2 12.32 0.97
bzd Helsinki-NLP 5 11.16 1.10
bzd LTLAmsterdam 1 9.44 1.38

cni Sheffield 1 28.53 3.23
cni Helsinki-NLP 6 28.41 4.45
cni PlayGround 1 28.01 3.53
cni LTLAmsterdam 3 26.04 3.03
cni Helsinki-NLP 2 25.99 3.39
cni CIC-NLP 2 25.85 2.72
cni Helsinki-NLP 3 25.62 2.31
cni Helsinki-NLP 1 25.18 3.40
cni Helsinki-NLP 4 25.14 3.44
cni CIC-NLP 3 23.79 3.28
cni CIC-NLP 1 23.50 2.84
cni LTLAmsterdam 2 21.63 0.59
cni Helsinki-NLP 5 19.60 0.13
cni LTLAmsterdam 1 18.91 2.35

ctp Sheffield 1 39.97 12.33
ctp Sheffield 3 39.90 12.26

Lang. Team Ver. ChrF BLEU

ctp LTLAmsterdam 2 36.61 8.45
ctp Helsinki-NLP 6 32.07 8.59
ctp Helsinki-NLP 3 26.73 3.75
ctp Helsinki-NLP 4 22.61 4.01
ctp Helsinki-NLP 1 21.89 3.49
ctp Helsinki-NLP 2 21.67 3.73
ctp CIC-NLP 2 15.61 1.20
ctp CIC-NLP 1 14.41 1.09
ctp LTLAmsterdam 3 14.37 0.98
ctp CIC-NLP 3 13.64 0.87
ctp Helsinki-NLP 5 7.17 0.00

gn Helsinki-NLP 6 40.42 8.40
gn Sheffield 1 39.34 6.96
gn Sheffield 3 39.07 7.18
gn Helsinki-NLP 4 37.97 7.99
gn Helsinki-NLP 3 37.38 7.49
gn Helsinki-NLP 1 37.23 7.55
gn Helsinki-NLP 2 36.60 6.90
gn PlayGround 1 33.17 5.56
gn LTLAmsterdam 3 32.89 5.43
gn Helsinki-NLP 5 31.15 4.69
gn CIC-NLP 2 21.75 1.84
gn CIC-NLP 3 20.94 1.54
gn CIC-NLP 1 19.35 1.34
gn LTLAmsterdam 1 15.50 1.21
gn LTLAmsterdam 2 11.91 0.10

hch Helsinki-NLP 6 32.34 11.49
hch Sheffield 1 32.25 12.04
hch Sheffield 2 31.98 11.43
hch Helsinki-NLP 3 30.76 10.98
hch LTLAmsterdam 3 30.38 11.56
hch Helsinki-NLP 4 29.90 12.59
hch Helsinki-NLP 2 29.48 11.30
hch Helsinki-NLP 1 29.47 12.30
hch PlayGround 1 28.75 9.90
hch LTLAmsterdam 2 21.04 7.69
hch Helsinki-NLP 5 21.01 6.24
hch LTLAmsterdam 1 15.66 0.71
hch CIC-NLP 3 14.67 1.46
hch CIC-NLP 2 13.88 0.08
hch CIC-NLP 1 12.05 1.58

nah Sheffield 1 27.25 2.33
nah Helsinki-NLP 6 26.87 2.05
nah CIC-NLP 2 26.57 1.36
nah LTLAmsterdam 3 26.03 1.33
nah Helsinki-NLP 4 25.82 1.75
nah Helsinki-NLP 2 25.61 2.00
nah Helsinki-NLP 1 23.96 1.41
nah Helsinki-NLP 3 23.72 1.75
nah PlayGround 1 23.68 0.90
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nah CIC-NLP 3 22.60 1.22
nah CIC-NLP 1 21.88 1.07
nah Helsinki-NLP 5 19.87 0.14
nah LTLAmsterdam 1 15.93 0.96
nah LTLAmsterdam 2 7.02 0.03

oto Helsinki-NLP 6 15.30 1.95
oto Sheffield 1 14.81 1.71
oto PlayGround 1 14.75 1.07
oto Helsinki-NLP 2 14.23 1.45
oto Helsinki-NLP 4 14.11 1.51
oto Helsinki-NLP 1 13.93 1.41
oto Helsinki-NLP 3 13.92 1.43
oto LTLAmsterdam 3 13.85 1.25
oto LTLAmsterdam 1 11.70 1.34
oto Helsinki-NLP 5 10.66 0.12
oto CIC-NLP 1 9.22 0.26
oto LTLAmsterdam 2 7.77 0.02
oto CIC-NLP 2 7.40 0.07
oto CIC-NLP 3 7.28 0.05

quy Sheffield 1 39.52 4.61
quy Sheffield 2 39.26 4.54
quy LCT-EHU 3 38.59 3.45
quy LCT-EHU 1 38.40 3.08
quy LCT-EHU 2 38.21 3.11
quy LCT-EHU 4 37.71 3.47
quy LCT-EHU 5 37.26 3.06
quy Sheffield 3 37.24 4.33
quy Helsinki-NLP 4 37.19 4.28
quy LTLAmsterdam 3 36.81 3.00
quy Helsinki-NLP 2 36.49 3.77
quy Helsinki-NLP 1 36.22 3.49
quy CIC-NLP 2 35.62 2.55
quy Helsinki-NLP 3 34.97 2.74
quy PlayGround 1 34.38 2.53
quy CIC-NLP 1 34.15 2.59
quy Helsinki-NLP 6 33.29 2.99
quy CIC-NLP 3 32.75 2.05
quy Helsinki-NLP 5 27.72 0.91
quy LTLAmsterdam 1 25.75 1.47
quy LTLAmsterdam 2 14.97 0.33

shp Sheffield 1 33.43 6.32
shp Helsinki-NLP 6 33.35 6.10
shp Sheffield 3 28.57 4.00
shp PlayGround 1 27.66 2.81
shp Helsinki-NLP 2 25.41 3.13
shp Helsinki-NLP 5 22.85 1.05
shp CIC-NLP 2 21.26 1.83
shp Helsinki-NLP 4 20.51 2.25
shp CIC-NLP 1 20.43 2.28
shp LTLAmsterdam 3 19.80 1.83

Lang. Team Ver. ChrF BLEU

shp Helsinki-NLP 3 19.68 2.04
shp Helsinki-NLP 1 19.66 2.03
shp CIC-NLP 3 18.13 1.66
shp LTLAmsterdam 1 16.20 1.59
shp LTLAmsterdam 2 12.42 0.34

tar Helsinki-NLP 6 19.15 1.16
tar Sheffield 1 18.74 0.95
tar Helsinki-NLP 3 18.43 0.60
tar Sheffield 2 18.39 0.88
tar Helsinki-NLP 1 17.67 1.18
tar Helsinki-NLP 2 17.45 1.13
tar Helsinki-NLP 4 17.04 1.21
tar LTLAmsterdam 3 15.06 0.22
tar CIC-NLP 2 14.87 0.17
tar PlayGround 1 14.53 0.23
tar CIC-NLP 1 13.86 0.38
tar LTLAmsterdam 1 13.04 0.72
tar Helsinki-NLP 5 12.92 0.14
tar CIC-NLP 3 12.07 0.09
tar LTLAmsterdam 2 11.42 0.09

Table 5: Main results of the AmericasNLP 2023 shared
task.
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A Annotation and Table Guidelines

A.1 Human Evaluation Guidelines
Annotators were given the following guidelines for
their evaluation:

Fluency: Is the output sentence easily readable
and similar to a human-produced text?

1. Extremely bad: The output contains mainly
repetitions or hallucinations [> 80%], and is
largely illegible. The text is clearly not pro-
duced by a human.

2. Bad: The output may contain repetitions or
erroneous characters [> 60%], but also some
correct words or phrases.

3. Acceptable: The output does not contain a sig-
nificant number of repetitions, and mainly con-
tains correct words, however may still have
grammatical errors.

4. Sufficiently good: The output seems like a
human-produced text in the target language,
without repetitions or erroneous characters,
but may still contain some grammatical errors.

5. Excellent: The output seems like a human
produced text in the target language, and is
readable without issues.

Meaning: How well does the translation reflect
the meaning of the reference?

1. Extremely bad: The meaning of the source
sentence can not be inferred at all.

2. Bad: A small number of words or phrases
allow the reader to guess the meaning or se-
mantic content of the sentence

3. Acceptable: A larger number of correctly
translated phrases and words allow a stronger
understanding of the meaning.

4. Sufficiently good: The general meaning of
the source sentence is conveyed, while some
details may be missing.

5. Excellent: The meaning of the source sen-
tence, along with all relevant details, is con-
veyed completely.

A.2 Guidelines for System Summary
Data

• Crawl: Does the team collect additional data
from websites, PDFs, documents, books, etc.

• External Bilingual: Does the team leverage
existing parallel data for language pairs not
used for evaluation?

• Opus/Religious/Wikipedia: Does the team use
additional data from the respective resource?

• Prior Year: Does the team use data collected
from the 2021 or 2022 Shared Tasks?

• Monolingual Translation: Does the team cre-
ate synthetic training data by translating a
monolingual dataset?

• Pivot Translation: Does the team leverage ex-
iting parallel data, between an unsupported
language pair, through translation?

• Cleaning/Normalization: Does the team
specifically describe any cleaning or normal-
ization steps?

• No Additional: Does the team solely use the
data provided from the competition?

Pretraining: A check is given if the team de-
scribes a submission which uses one of the pre-
trained systems. Encoder-Decoder represents a
vanilla encoder-decoder transformer model trained
from scratch.

Train

• Ensemble: Does the team describe a submis-
sion which makes use of multiple models for
translation?

• Multistage: Does the team describe the train-
ing procedure as multiple stages, with varia-
tions in hyperparameters or training data?

• Multilingual: Does the team describe the train-
ing as multilingual, or create models which
are trained on multiple language pairs?
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