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Abstract

As Electronic Health Records (EHR) become
ubiquitous in healthcare systems worldwide, in-
cluding in Arabic-speaking countries, the dual
imperative of safeguarding patient privacy and
leveraging data for research and quality im-
provement grows. This paper presents a first-
of-its-kind automated de-identification pipeline
for medical text specifically tailored for the Ara-
bic language. This includes accurate medical
Named Entity Recognition (NER) for identi-
fying personal information; data obfuscation
models to replace sensitive entities with fake
entities; and an implementation that natively
scales to large datasets on commodity clusters.

This research makes two contributions. First,
we adapt two existing NER architectures—
BERT For Token Classification (BFTC) and
BiLSTM-CNN-Char – to accommodate the
unique syntactic and morphological characteris-
tics of the Arabic language. Comparative anal-
ysis suggests that BFTC models outperform Bi-
LSTM models, achieving higher F1 scores for
both identifying and redacting personally iden-
tifiable information (PII) from Arabic medical
texts. Second, we augment the deep learning
models with a contextual parser engine to han-
dle commonly missed entities. Experiments
show that the combined pipeline demonstrates
superior performance with micro F1 scores
ranging from 0.94 to 0.98 on the test dataset,
which is a translated version of the i2b2 2014
de-identification challenge, across 17 sensitive
entities. This level of accuracy is in line with
that achieved with manual de-identification by
domain experts, suggesting that a fully auto-
mated and scalable process is now viable.

1 Introduction

Arabic is one major language that covers a large
geographic and demographic portion of the world
population with a high EHR adoption rate (Abdul-
lah Alharbi, 2023). This means there is a high
volume of both structured and unstructured digital

data available that can be leveraged for different use
cases. However, the data needs to be de-identified
before being used for any research or development
purpose.

De-identification of unstructured documents
poses challenges due to various types of noise. Fur-
thermore, every language has its own lexical rules,
which makes it challenging to have a single model
that can perform well across multiple languages.
Therefore, there is a need to have models trained
for different languages to get the best results. Usu-
ally, Named Entity Recognition (NER) models
are used to extract sensitive information from the
text which can then be de-identified (Uzuner et al.,
2007). However, training NER models require la-
beled datasets, which are scarce and laborious to
produce. In particular, the Arabic language has an
extremely limited number of public datasets that
can be leveraged.

The principal aim of this study is fourfold:
Firstly, we introduce the first-of-its-kind medi-
cal Named Entity Recognition (NER) and De-
identification models tailored specifically for the
Arabic language, addressing a critical gap in
the field. Secondly, we adapt existing NER
architectures—BiLSTM-CNN-Char and BERT For
Token Classification (BFTC)—to meet the unique
syntactic and morphological requirements of the
Arabic language. Thirdly, we implement a novel
approach to overcome dataset limitations by trans-
lating a standard English dataset used in the 2014
i2b2 De-Identification challenge to Arabic using an
entity-preservation technique. Fourthly, we employ
a contextual parser engine to supplement weak en-
tity extractions, thereby increasing the robustness
of our models.

To train, evaluate, and compare these NER mod-
els, we use the Spark NLP for Healthcare library
(Kocaman and Talby, 2021b), which offers both
comprehensive NER support (Kocaman and Talby,
2022) and token embedding models for the Arabic
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language. Importantly, this is not purely academic
research; it’s an applied study that has been engi-
neered to be fully compatible and scalable with
Apache Spark, making it immediately deployable
in large-scale healthcare systems.

2 Related Work

The concept of automatic de-identification was first
introduced into the Informatics for Integrating Biol-
ogy and the Bedside (i2b2) project as explained by
(Uzuner et al., 2007) and then expanded by (Stubbs
et al., 2015), as an academic NLP challenge on au-
tomatically detecting PHI identifiers from medical
records. These challenges have boosted research
and development of Machine & Deep Learning
algorithms for robust PHI identification.

Since then, there have been numerous studies
to expand automatic de-identification to multiple
languages. (Marimon et al., 2019) generated a
dataset, and trained NER models for medical texts
in Spanish language. (Catelli et al., 2020) applied
similar techniques to Italian COVID-19 documents
for de-identification.

Over the years, researchers have proposed mul-
tiple architectures aiming to achieve better perfor-
mance. Initial approaches relied on hand-crafted
features and lexical rules to extract required con-
cepts from data. However, as token embedding
models (Mikolov et al., 2013) advanced, other
architectures started leveraging these embedding
models. Among these, Bi-LSTM and Conditional
Random Fields (CRF) based models (Huang et al.,
2015) became notable for NER. More recently,
attention-based models have been showing signif-
icantly better performance for sequence labeling
tasks (Vaswani et al., 2023).

Regarding other efforts towards extracting medi-
cal terms from Arabic medical texts, several note-
worthy studies have been conducted. (Nayel et al.,
2023) explored deep learning techniques, including
LSTM-CRF and BiLSTM-CRF models, for disease
entity recognition in Arabic medical texts, achiev-
ing impressive precision, recall, and F1-scores.
(Alanazi, 2017) introduced Bayesian Belief Net-
works (BBN) as an innovative approach to extract-
ing various medical entities, demonstrating promis-
ing precision and recall for diseases and treatment
methods.

In addition, (Abdelhay et al., 2023) tackled the
challenges of implementing medical bots in Arabic
with the introduction of the MAQA dataset, high-

lighting the effectiveness of Transformer models.
(Hammoud et al., 2020) fine-tuned neural networks
for medical entity recognition in Arabic medical
texts, while (Hammoud et al., 2021) presented a
novel dataset for disease classification, emphasiz-
ing the potential of pre-trained models. Finally,
(Samy et al., 2012) compared strategies for med-
ical term extraction, revealing the advantages of
using Arabic equivalents of Latin prefixes and suf-
fixes. These studies collectively advance the field
of NER and medical term extraction in Arabic med-
ical texts, offering a range of valuable approaches
and insights.

Despite these advancements, it is crucial to
note that there has been a notable absence of de-
identification models or efforts explicitly targeting
the Arabic language. This gap in the literature
underscores the importance and timeliness of our
study, which aims to address this void by intro-
ducing the first Arabic-specific medical NER and
De-identification models.

3 Dataset Construction and Annotation

Training a named entity recognition model requires
data to be annotated with named entities which is
a laborious process. Instead of manually annotat-
ing an Arabic dataset, we took the standard 2014
i2b2 dataset (in English) (Stubbs et al., 2015) and
translated it to Arabic using the Google translate
API 1. The i2b2 dataset is in CoNLL format, which
means text is tokenized, and entities are identified
using the IOB2 tagging scheme 2. Since entities
have fixed boundaries relative to the original text,
translating the text naively would result in entity
boundary mismatch.

For example, the name and age in the text "Alan
is a 30 year old male" start at token 1 and 4, how-
ever, after translation, the name and age start at
token 1 and 6 " A �ÓA« 30 QÒªË@ 	áÓ 	©ÊJ. K
 Ég. P 	àB

�
@".

This is because translation can change the entire
structure of the text, consequently, making entity

1https://cloud.google.com/translate
2In Named Entity Recognition (NER), the IOB2 (Inside-

Outside-Beginning) tagging scheme is a common way to anno-
tate and identify entities in a text. In this scheme, each word in
a sequence is tagged with one of the following prefixes: "B-"
(Beginning): Indicates that the word is the start of a named
entity. "I-" (Inside): Indicates that the word is inside a named
entity, but is not the first word of the entity. "O" (Outside):
Indicates that the word is not part of any named entity. These
prefixes are then followed by the type of the entity, such as
"PER" for person, "LOC" for location, "ORG" for organiza-
tion, etc. This makes it easier to identify not just the entities
in a sequence, but also their types and spans.
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boundary mapping challenging. This problem is
further exacerbated for entities spanning across
multiple tokens as the number of tokens could also
vary.

To solve this problem, we replace entities in
the original (English) text with their types. For
example, "Alan is a 30 year old male" would be
converted to "NAME is a AGE year old male". This
way when the text is translated, we can search for
the entity types by simple string matching, and
replace them with Arabic values. For instance,
"NAME" is replaced with an actual Arabic name
" 	�ñK
". In addition to solving the problem of
preserving entity boundaries, this technique also
helps to adapt the data to the new language, as
entities, such as names, cities, addresses are native
Arabic values.

The original i2b2 Deid dataset provides two
types of entity sets: Generic and Granular. The
granular approach provides additional context that
can be crucial for specific applications. For exam-
ple, in a healthcare setting, knowing that a name
refers to a "PATIENT" rather than just a "NAME"
could be highly useful. Similarly, distinguishing
between ZIP codes, cities, and countries can be
very important in applications like location-based
services or logistics. The generic approach is more
broad and could be useful for general-purpose NER
tasks where such granular distinctions are not nec-
essary. It may also require less computational
power and resources than the more detailed gran-
ular approach. Here is a sample list of mapping
between generic and granular set of entities:

• NAME (PATIENT, DOCTOR, USERNAME)

• LOCATION (ROOM, DEPARTMENT, HOS-
PITAL, ORGANIZATION, STREET, CITY,
STATE, COUNTRY, ZIP, OTHER)

• AGE

• DATE

• CONTACT (PHONE, FAX, EMAIL, URL,
IPADDRESS)

• IDs (SOCIAL SECURITY NUMBER, MED-
ICAL RECORD NUMBER, HEALTH PLAN
NUMBER, ACCOUNT NUMBER, LI-
CENSE NUMBER, VEHICLE ID, DEVICE
ID, BIOMETRIC ID, ID NUMBER)

• PROFESSION

Table 1 illustrates the difference between the
generic and granular entity datasets. The details

regarding the differences between entity sets, an-
notation schema, and annotation guidelines can be
found at (Stubbs et al., 2015).

Chunk Generic Granular
2000 16 DATE DATE
	á�k úÎJ
Ë NAME PATIENT

789 LOCATION ZIP�èYg. LOCATION CITY

54321 LOCATION ZIP�éJ
K. QªË@ �éºÊÒÖÏ @ LOCATION CITY
�éK
Xñª�Ë@ LOCATION COUNTRY

Pñ	JË @ LOCATION HOSPITAL

YÔg@ �èQ�
Ó@ NAME DOCTOR

úÎJ
Ë NAME PATIENT

35 AGE AGE

Table 1: Tokenized illustration of difference between
generic and granular entities. In the "Generic" column,
entities are tagged with broad, high-level categories.
On the other hand, the "Granular" column takes entity
recognition a step further by using more specific, de-
tailed tags.

4 Architecture

4.1 Scalable NLP Pipeline
Our system leverages the capabilities of Spark NLP
(Kocaman and Talby, 2021b), a widely-used open-
source NLP library that excels in scalability for
both training and inference tasks on any Apache
Spark setup. The architecture allows for easy de-
ployment either on a single machine or across a
Spark cluster without requiring any modification
to the code base. The de-identification process for
Arabic text is realized through a multi-stage NLP
pipeline, consisting of text pre-processing, deep
learning models, contextual guidelines, and data
masking techniques. The pipeline components can
be seen at Figure 2.

4.1.1 Text Pre-Processing
The pipeline’s initial phase involves multiple com-
ponents such as a document assembler, sentence
detector, token generator, and word embedding cre-
ator. These components are designed to prepare the
data for identification and subsequent anonymiza-
tion of Protected Health Information (PHI) tokens
in Arabic.

At the outset, a document assembler is utilized
to structure raw Arabic text, generating annota-

35



Figure 1: Example of de-identifying a text in Arabic using masking and obfuscation.

Figure 2: Full pipeline architecture

tions that can be processed further downstream.
Following this, the pipeline employs a specialized
deep-learning model (Schweter and Ahmed, 2019)
optimized for Arabic clinical texts to perform sen-
tence boundary detection. Rule-based techniques
underperform in this context, owing to the unique
grammar and punctuation in Arabic medical notes.

4.1.2 Named Entity Recognition

The core of the de-identification mechanism is the
Named Entity Recognition (NER) model. It identi-
fies PHI components like patients’ names, health-
care providers, facilities, geographical locations,
and specific identification numbers in Arabic text.
The NER model is a crucial element as it minimizes

data loss while recognizing PHI efficiently. For
this, we employ a Bi-directional LSTM (BLSTM)
architecture as detailed in (Kocaman and Talby,
2021a).

4.1.3 Enhancing NER with Contextual Rule
Engine

While machine learning models excel in general-
ization, they might lack the granularity required
for certain PHI identifiers. Therefore, a regular-
expression-based rule engine is included in the
pipeline to address this limitation. The rule engine,
called Contextual Parser (CP), offers a set of ad-
justable parameters for prefix and suffix matching,
enhancing the system’s precision.
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In the realm of de-identification, augmenting our
NER models with CP rules offers a robust strategy
for enhanced recognition and protection of Per-
sonal Health Information (PHI) elements. CP rules
are linguistically tailored regulations that exploit
the surrounding context of entities to optimize their
detection accuracy. This is particularly useful for
handling complex medical terminology, ambigu-
ous entities, and cultural or geographical variations,
especially in Arabic medical texts.

Rule Formulation: A collaborative effort be-
tween domain experts and translators allows us to
design a set of CP rules that are specific to both the
medical domain and the Arabic language. These
rules address the unique linguistic complexities of
medical texts, such as abbreviations, compound
terms, and varying morphological patterns. Special
attention is given to rules that target the identifica-
tion of critical PHI elements like email addresses,
dates, and identification numbers.

Entities Reinforced by CP Rules: The CP rules
particularly bolster the NER model’s ability to iden-
tify and protect a diverse array of entities. These
include but are not limited to Social Security Num-
bers (SSN), Account Numbers (ACCOUNT), Li-
cense Numbers (LICENSE), Ages (AGE), Phone
Numbers (PHONE), ZIP Codes (ZIP), Medical
Record Numbers (MEDICALRECORD), Emails
(EMAIL), Dates (DATE), Driver’s License Num-
bers (DLN), and Vehicle Identification Numbers
(VIN).

In summary, the incorporation of CP rules into a
de-identification process enhances the capabilities
of our NER models, making them highly adapt-
able and effective in identifying a broad range of
PHIs. Our model now proficiently identifies and
protects the aforementioned entities, demonstrating
the efficacy of our approach in safeguarding patient
information in Arabic medical texts.

This multi-dimensional approach, combining
data-driven deep learning with domain-specific lin-
guistic rules, showcases the flexibility and robust-
ness of our NER models. It not only fortifies our
system against privacy intrusion but also aligns it
with data protection laws.

4.1.4 Chunk Merger
Subsequent to the identification of PHI chunks by
machine learning models and rule-based methods,
the pipeline consolidates these identifications to op-
timize overall accuracy. The system assigns priori-

ties to each type of entity, allowing for customiza-
tion depending on use-cases.

4.1.5 Masking or Obfuscation
In the final stage, the system performs the actual
deidentification and obfuscation. This involves
masking or substituting PHI elements with dummy
data while preserving the overall structure and for-
mat of the documents.

Accurate NER is the first step towards de-
identifying a text - the next step is to redact the
information. This can be achieved by applying ei-
ther masking or obfuscation. Masking essentially
replaces the identified entities with either their en-
tity type or asterisks. These asterisks can either be
of fixed character length for all the identified enti-
ties, or of the same length as the entity chunk being
replaced; we found the later option to be helpful
while de-identifying pdf and image documents, as
it minimizes any changes to the original document
layout.

Obfuscation involves replacing PHI with sur-
rogate values that are semantically, and linguisti-
cally correct. For example, names are replaced
with random names, similarly, dates are replaced
with randomized dates within an offset window.
Although obfuscation appears to be the better de-
identification strategy as it obfuscates the entire
text, making it harder to re-identify (even when
an entity is missed by the NER model), there are
some inherent challenges while maintaining data
integrity. For example, multiple occurrences of
names, addresses, and dates should be replaced
with similar values throughout the document to
maintain data integrity. The Spark NLP for Health-
care library already has built-in methods to track
entities for consistent obfuscation.

Figure 1 illustrates text de-identified using mask-
ing and obfuscation.

5 Experimentation & Analysis

Two different NER architectures are trained and
evaluated on a standard 80-20 split, and their per-
formance is evaluated based on the model architec-
ture and the embeddings used while training. The
first model is based on a Bi-LSTM architecture as
explained in (Kocaman and Talby, 2021a). This
Bi-LSTM model is versatile and can be paired with
virtually any token embedding model. In our ex-
periments, we use this architecture with GLoVe
(Pennington et al., 2014) and BERT (Devlin et al.,
2019) embeddings. The GLoVe embeddings are
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trained on the Arabic common crawl dataset 3 4.
For Arabic BERT embeddings, we utilize models
pre-trained on an Arabic dataset; AraBERT (An-
toun et al., 2021), and CamelBERT (Inoue et al.,
2021). The second model architecture is based
solely on BERT, upon which we train end-to-end
BERT For Token Classification (BFTC) models.

In terms of model architecture, the BFTC mod-
els outperformed Bi-LSTM based models on both
datasets as explained in Table 2 and 3. The Bi-
LSTM model trained with GLoVe, AraBERT, and
CamelBERT embeddings achieved macro F1 score
of 0.9378, 0.9372, 0.9590 on the generic entity
dataset, and 0.9386, 0.9178, 0.9369 on the granular
entity dataset. In comparison, the BFTC models
achieved 1-2% higher F1 scores.

In addition to the named entities in our training
dataset, most documents contain certain rule-based
entities like unique organizational/national identi-
fiers. Extracting such information does not nec-
essarily require re-training the model, as most of
these identifiers have a fixed format, and can be eas-
ily extracted using regular expressions. Therefore,
we include a regular expression engine in the fi-
nal pipeline that is fully customizable as explained
in section 4.1.3. Figure 2 illustrates a complete
end-to-end pipeline with all the components.

6 Conclusion

In conclusion, this study successfully presents a
groundbreaking advancement in healthcare data
privacy and research for Arabic-speaking com-
munities by introducing the first medical Named
Entity Recognition (NER) and De-identification
models tailored specifically for the Arabic lan-
guage. Through the adaptation of existing
architectures—BiLSTM-CNN-Char and BERT For
Token Classification (BFTC)—we were able to ac-
commodate the unique linguistic features of Arabic.
Furthermore, our novel entity-preservation tech-
nique was pivotal in overcoming the challenges
associated with limited datasets, enabling the trans-
lation of a standard English dataset into Arabic for
training and evaluation.

Our comparative analyses demonstrated that
BERT For Token Classification models outper-
formed Bi-LSTM models, achieving higher F1
scores in both the identification and redaction of
personally identifiable information (PII) in Arabic

3https://commoncrawl.org/
4https://fasttext.cc/docs/en/crawl-vectors.html

medical texts. The contextual parser engine de-
ployed in our study further enhanced the robustness
of our models.

Significantly, this work is more than just an aca-
demic endeavor; it is an applied study with tools
that are ready to be deployed at scale using Apache
Spark. As a seminal contribution, this research
not only provides essential tools for the safe and
efficient handling of Arabic medical records but
also lays a foundation for future studies, opening
up avenues for the adaptation of NER and De-
identification techniques to other underrepresented
languages.

7 Limitations

Following are some of the limitations of the solu-
tion that may affect its generalizability and relia-
bility, and need to be studied further for improve-
ments:

7.1 Dataset quality and Diversity

The translation of English to Arabic (achieved
through the Google Translate API), may not be
able to completely take into account the detailed
linguistic diversity and medical terminology in this
domain. This could result in inaccurate data from a
translated dataset that would affect the performance
of NER models. Moreover, since there are differ-
ences in grammatical structures between the lan-
guages, direct substitution of masked chunks with
Arabic texts may produce syntactic and contextual
ambiguities. The division of entities and their clas-
sifications may be affected by these ambiguities. In
translation errors, noise, and inconsistencies in the
dataset could be introduced that might affect model
performance.

7.2 Limited Vocabulary and Language
Nuances

Arabic, which may be difficult for the NER mod-
els to read accurately, is a diverse language with
different dialects and nuances. In the field of
medicine, there are further difficulties to be encoun-
tered with domain-specific jargon and terminology.
The model’s performance may be hindered by the
fact that it does not have an effective ability to deal
with uncommon and distinct domain terms which
could result in erroneous negative findings or mis-
classification.
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Model AGE CNTC DATE ID LOC NAME PRO GEND Macro Micro
Bi-LSTM (GLoVe CC) 0.9870 0.9799 0.9870 0.8358 0.9413 0.9648 0.9210 0.8863 0.9378 0.9572
Bi-LSTM (AraBERT-base) 0.9727 0.9696 0.9734 0.8450 0.8675 0.8784 0.8071 0.8869 0.9372 0.9505
Bi-LSTM (CamelBERT) 0.9885 0.9666 0.9757 0.8656 0.8975 0.9111 0.8675 0.9096 0.9590 0.9712
BFTC (AraBERT-base) 0.9854 0.9852 0.9901 0.9467 0.9225 0.9425 0.8622 0.9507 0.9600 0.9800
BFTC (CamelBERT) 0.9830 0.9828 0.9899 0.9333 0.9494 0.9624 0.8601 0.9556 0.9700 0.9800

Table 2: F1 scores on the generic entity dataset (CNTC: Contact, LOC: Location, PRO: Profession, GEND: Gender).

Entity 1 2 3 4 5
ZIP 0.9756 0.9580 0.9566 0.9483 0.9510
USER 1.0000 1.0000 1.0000 0.9557 1.0000
STR 0.9856 0.9841 0.9836 0.9186 0.9824
GEND 0.8850 0.8895 0.8918 0.9508 0.9262
PRO 0.9113 0.8284 0.8780 0.8498 0.8676
PH 0.9268 0.9135 0.8918 0.9352 0.9558
PAT 0.8711 0.7786 0.7898 0.8054 0.8134
ORG 0.8283 0.6046 0.7469 0.7376 0.8571
MR 0.9714 0.8571 0.7441 0.9230 1.0000
ID 0.9630 0.9629 0.9629 0.9718 0.9390
HOSP 0.8319 0.8081 0.8766 0.8969 0.9363
EMAIL 0.9782 0.9955 1.0000 1.0000 1.0000
DOC 0.9392 0.8951 0.9199 0.9345 0.9314
DATE 0.9876 0.9775 0.9768 0.9903 0.9922
CNTR 0.9461 0.8650 0.8750 0.9038 0.9362
CITY 0.9756 0.8788 0.8953 0.9400 0.9641
AGE 0.9799 0.9755 0.9879 0.9854 0.9830
Macro 0.9386 0.9178 0.9369 0.9400 0.9100
Micro 0.9434 0.9419 0.9547 0.9800 0.9800

Table 3: F1 scores on the granular entity dataset. Num-
bers in the columns refer to the following models: 1:
Bi-LSTM (GLoVe CC), 2: Bi-LSTM (AraBERT-base),
3: Bi-LSTM (CamelBERT), 4: BFTC (AraBERT-base),
5: BFTC (CamelBERT) (USER: UserName, GEND:
Gender, PRO: Profession, PH: Phone, PAT: PATIENT,
ORG: Organization, MR: Medical Record, HOSP: Hos-
pital, DOC: Doctor, CNTR: Country).

7.3 Privacy and Ethical Considerations

For patients’ privacy and to comply with laws and
regulations, de-identification of medical data is
necessary. However, limitations may exist even
in the case of state-of-the-art de-identification
pipelines. It should be noted that the automated de-
identification process does not guarantee absolute
confidentiality, and manual verification by health-
care professionals may still be needed to ensure the
correct erasure of sensitive information. Careful
consideration has to be given to the ethical conse-
quences of false positives and false negatives in
de-identification.

7.4 Performance Evaluation Metrics

The metrics of precision, recall, and F1 score are
widely applied for evaluating NER model’s per-

formance, but they may lack a full understanding
of the actual world impact of false positives and
false negatives in healthcare contexts. In order
to provide a more comprehensive assessment of
model efficiency, it would be useful to develop
domain-specific evaluation metrics that account for
the criticality of different types of entities in medi-
cal documents.
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