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Abstract

In an era of widespread digital communication,
the challenge of identifying and countering
disinformation has become increasingly crit-
ical. However, compared to the solutions avail-
able in the English language, the resources and
strategies for tackling this multifaceted prob-
lem in Arabic are relatively scarce. To address
this issue, this paper presents our solutions to
tasks in ArAIEval 2023. Task 1 focuses on
detecting persuasion techniques, while Task
2 centers on disinformation detection within
Arabic text. Leveraging a multi-head model
architecture, fine-tuning techniques, sequential
learning, and innovative activation functions,
our contributions significantly enhance persua-
sion techniques and disinformation detection
accuracy. Beyond improving performance, our
work fills a critical research gap in content
analysis for Arabic, empowering individuals,
communities, and digital platforms to combat
deceptive content effectively and preserve the
credibility of information sources within the
Arabic-speaking world.

1 Introduction

In today’s information age, the rapid dissemination
of digital content across various platforms has revo-
lutionized the way information is produced, shared,
and consumed. This unprecedented accessibility to
information has brought numerous benefits, but it
has also given rise to new challenges, particularly
in the realms of misinformation, propaganda, and
disinformation (Alam et al., 2022a). Identifying
and addressing these issues is paramount for en-
suring the integrity and credibility of information
sources.

While the English language has garnered sub-
stantial attention in the realm of misinformation,
persuasion, and disinformation detection, it is im-
perative that we recognize the equal, if not greater,
significance of these endeavors in the Arabic lan-
guage. Less research on these areas will leave the

Arabic-speaking world vulnerable to the harmful
effects of deceptive content. Arabic’s linguistic
and cultural nuances demand tailored approaches
to combat these issues effectively (Sheikh Ali et al.,
2023; Alyoubi et al., 2023; Fouad et al., 2022).

Disinformation, encompassing hate speech, of-
fensive content, rumors, spam, and propaganda,
presents formidable challenges in the Arabic-
speaking world, shaped by linguistic diversity and
cultural nuances (Nakov et al., 2022; Alam et al.,
2022b). Hate speech and offensive content, inten-
sified by cultural sensitivities, demand effective
detection and mitigation to avert real-world reper-
cussions (Albadi et al., 2018; Al-Hassan and Al-
Dossari, 2022; Chowdhury et al., 2019). Rumors,
highly contagious within tight-knit Arabic commu-
nities, necessitate vigilant monitoring to counteract
panic and misinformation, exploiting cultural con-
texts for added complexity (Nakov et al., 2021;
Harrag and Djahli, 2022). Spam, spanning fraud-
ulent ads and misleading claims, pervades digital
spaces in all languages, underlining the need to dis-
tinguish it from credible content for online source
credibility (Kaddoura et al., 2023; Alkadri et al.,
2022). Propaganda, a pivotal element of disinfor-
mation campaigns, influences public opinion and
necessitates understanding and countering within
the Arabic-speaking context to protect individuals
and communities from manipulation by mislead-
ing narratives (Sharara et al., 2022; Feldman et al.,
2021). Addressing these multifaceted challenges
requires comprehensive research efforts and robust
detection models that account for linguistic and cul-
tural intricacies, preserving the credibility of infor-
mation sources, online discourse, and public opin-
ion in the diverse and dynamic Arabic-speaking
linguistic landscape.

In order to address the problems mentioned
above and to extend the previous related works
(Habernal et al., 2017, 2018; Da San Martino et al.,
2019; Barrón-Cedeno et al., 2019), in this paper, we
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present a multi-faceted approach that combines in-
novative model architectures, fine-tuning strategies,
and sequential learning techniques to effectively
address subtask 1A of Task 1 (persuasion or propa-
ganda detection) and both subtasks of Task 2 (disin-
formation detection) in ArAIEval 2023 (Hasanain
et al., 2023). Our incorporation of contrastive learn-
ing, renormalization, sentence embedding, cosine
similarity checks, and GELU activation functions
within the Arabic BERT framework demonstrates
a comprehensive strategy for detecting disinfor-
mation subtleties, including hate speech, offensive
content, rumors, spam, and propaganda. Our contri-
butions not only enhance disinformation detection
accuracy but also bridge the research gap in content
analysis for the Arabic language.

2 Task Description

Task 1: This task mainly deals with persuasion
techniques (propagandistic content) and has two
subtasks. Our participation is focused on sub-
task 1A, which involves analyzing individual para-
graphs of text from various genres to determine
whether they contain persuasive content, with a bi-
nary classification of “Yes” or “No” as the output.

Task 2: This task centers on disinformation de-
tection with two subtasks: subtask 2A for binary
classification to identify disinformation in tweets
and subtask 2B for multi-class classification, cate-
gorizing tweets into hate speech, offensive content,
rumors, or spam categories.

3 Dataset

Task 1: The dataset comprises tweets and news
paragraphs that have been annotated to identify
the use of persuasion techniques. These annota-
tions are provided in binary and multilabel settings,
allowing for the classification of the presence or
absence of persuasion techniques and, in the mul-
tilabel setting, the identification of multiple propa-
ganda techniques within the same text. Since we
only participate in subtask 1A, we only use binary
annotation data. The development set contains ap-
proximately 78% of the data without propaganda
and 22% of the data with propaganda. Similarly,
the test set comprises roughly 34.2% of the data
without propaganda and 65.8% of the data with
propaganda.

Task 2: Similar to Task 1, this task also contains
tweets annotated for binary and multiclass labels

for subtask 2A and subtask 2B, respectively.

4 System Descriptions

Our system is an ensemble of four models, as
shown in Figure 1. Below, we explain every com-
ponent in detail.

Model A - Supervised Contrastive Learning
with Arabic BERT: In Model A, we employ
contrastive learning to enhance Arabic text rep-
resentations. The motivation is to empower the
model for binary classification tasks by improving
its ability to distinguish between positive and neg-
ative examples in Arabic text (Alam et al., 2022b;
Veeramani et al., 2023b,d,c). Contrastive learning
encourages the model to capture semantic relation-
ships effectively, benefiting applications like sen-
timent analysis. We fine-tune BERT Arabic Base
(Safaya et al., 2020) with a contrastive loss func-
tion, pushing the model to generate embeddings
emphasizing semantic similarity and dissimilarity.
During training, it promotes similar representations
for similar sentences and different representations
for dissimilar sentences, enhancing the model’s
semantic understanding.

Model B - Sequential Learning with Ara-
bicBERT: Model B adopts a sequential learn-
ing approach, fine-tuning ArabicBERT on task-
specific data to adapt to various Arabic NLP tasks.
The motivation is to enable the model to compre-
hend sequential relationships and context in textual
data, which is crucial for tasks like text generation
and named entity recognition. Rationally, sequen-
tial learning involves taking the pretrained BERT
model and fine-tuning it on specific tasks, trans-
ferring knowledge from its general language un-
derstanding capabilities to task-specific nuances.
We adjust learning rates and batch sizes for differ-
ent tasks and employ task-specific loss functions
during fine-tuning.

Model C - Fine-Tuned Arabic BERT with Renor-
malized XNLI Data and Sequential Learning:
This process entails taking the pretrained Arabic
BERT model and fine-tuning it on the renormal-
ized XNLI dataset. During this phase, the labels in
the dataset are adjusted to reflect the sentiment per-
spective, where neutral and entailment labels are
unified into one class, and contradiction remains
as a separate class. Subsequently, applying sequen-
tial learning further enhances the model’s adapta-
tion to the task-specific nuances (Gururangan et al.,
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Figure 1: Overall framework of our proposed methodology.

2020; Da San Martino et al., 2019; Veeramani et al.,
2023e,a,f). During sequential learning, the model
adjusts its internal representations based on the
fine-tuned XNLI data, further refining its under-
standing of sentiment-related features and patterns
unique to Arabic text. This sequential fine-tuning
ensures that the model aligns precisely with the pro-
paganda/disinformation analysis and classification
requirements.

Model D - Sentence Embeddings with GELU
Activation: The process begins with calculating
semantic similarity between sentences in Arabic
text, serving as a foundational step for tasks de-
manding an understanding how closely related or
similar two sentences are. The primary motivation
behind this approach is to excel in applications that
rely on measuring the semantic similarity between
sentences in Arabic, such as persuasion detection,
disinformation detection, and multiclass classifica-
tion (Kanagasabai et al., 2023). The model extracts
sentence embeddings from Arabic BERT represen-
tations to capture the essential features and seman-
tics of each sentence. Subsequently, it calculates
the cosine similarity between pairs of sentences,
providing a quantitative measure of their semantic
relatedness. To capture complex and non-linear
relationships within the sentence embeddings, the
model then applies the GELU (Gaussian Error Lin-
ear Unit) activation function. This step enhances
the model’s ability to discern intricate semantic nu-
ances. Ultimately, the GELU-activated cosine sim-
ilarity scores enable the model to assess the degree
of semantic similarity between sentences, making
Model D a valuable asset for tasks like persuasion

and disinformation detection, which requires se-
mantic understanding and similarity assessment in
Arabic text processing.

5 Results and Discussion

This section discusses the results of our runs. Apart
from the above mentioned, we also tested to ArSAS
BERT1. We perform a detailed ablation of what
factors contribute to the better performance of the
system.

5.1 Task 1A (Persuasion Detection)

In the context of persuasion detection, the pre-
sented Table 1 reveals a comprehensive evaluation
of various models designed to excel in this task.
Arabic-BERT demonstrated commendable effec-
tiveness with a micro-averaged F1-score of 72.23,
emphasizing its proficiency in classifying instances.
ArSAS BERT slightly outperformed Arabic-BERT
with a micro-averaged F1-score of 73.4, highlight-
ing its capabilities in persuasion detection. How-
ever, the combination of components B and D no-
tably improved model performance, resulting in
Model (B + D) achieving a micro-averaged F1-
score of 74.44. Model (A + B) further enhanced
performance to a micro-averaged F1-score of 74.75
by combining components A and B, showcasing
the value of ensemble models. Nevertheless, the
Model (A + D) also boasted a micro-averaged F1-
score of 75.77, emphasizing the effectiveness of
combining components A and D. The most com-
prehensive approach, Model (A + B + C + D),

1https://huggingface.co/Osaleh/
sagemaker-bert-base-arabic-ArSAS
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Models F1mic Premac Recmac F1mac

Arabic-BERT 72.23 73.51 72.06 71.0
ArSAS BERT 73.4 73.17 74.8 73.2
Model (B + D) 74.44 75.09 74.58 74.67
Model (A + B) 74.75 75.48 74.75 75.05
Model (A + D) 75.77 76.9 75.26 76.05

Model (A+B+C+D) 76.14 78.11 76.14 76.82

Table 1: Results for task 1A (persuasion detection). The
F1mic stands for micro-averaged F1-score. Similarly,
Premac, Recmac, and F1mac represents macro-averaged
precision, recall and F1-score.

achieved the highest micro-averaged F1-score at
76.14, reaffirming the synergy of all four compo-
nents in tackling persuasion detection effectively.
These results underscore the significance of model
combinations and component choices in optimizing
performance for this task.

5.2 Task 2A (Disinformation Detection)

In disinformation detection, the provided Table 2
showcases a comprehensive evaluation of diverse
models. Arabic-BERT demonstrated strong per-
formance with a micro-averaged F1-score of 86.4,
underscoring its effectiveness in identifying dis-
information. ArSAS BERT improved upon this,
achieving a micro-averaged F1-score of 87.26, sig-
nifying its proficiency in detecting false informa-
tion. However, the strategic combination of com-
ponents B and D notably enhanced model perfor-
mance, resulting in Model (B + D) achieving a
micro-averaged F1-score of 88.5. Model (A + B)
excelled further with an impressive micro-averaged
F1-score of 89.05, indicating its strength in dis-
information detection. However, Model (A + D)
emerged as a better performer, boasting a micro-
averaged F1-score of 89.38 and demonstrating its
exceptional capability in detecting disinformation.
The most encompassing approach, Model (A + B +
C + D), outshone the rest with the highest micro-
averaged F1-score at 89.67, reaffirming the synergy
of all four components in effectively combatting
disinformation.

Models F1mic Premac Recmac F1mac

Arabic-BERT 86.4 87 86.22 86.32
ArSAS BERT 87.26 88.5 87.15 87.2
Model (B + D) 88.5 89.02 88.46 88.9
Model (A + B) 89.05 89.88 89.06 89.35
Model (A + D) 89.38 90 89.38 89.61

Model (A+B+C+D) 89.67 90.39 89.68 89.93

Table 2: Results for task 2A (disinformation detection).

5.3 Task 2B (Disinformation Class Detection)

In disinformation class detection, as shown in Table
3, Model B achieved a micro-averaged F1-score
of 80.36, while Model (B + D) improved perfor-
mance slightly with a micro-averaged F1-score of
80.71. This shows that combining components B
and D enhanced disinformation class detection, em-
phasizing the value of collaboration between these
elements for improved accuracy in identifying spe-
cific disinformation classes.

Models F1mic Premac Recmac F1mac

Model B 80.36 83.42 80.51 80.36
Model (B + D) 80.71 83.85 80.71 81.81

Table 3: Results for task 2B (disinformation class detec-
tion).

In summary, these performance tables demon-
strate the power of ensemble models and collabora-
tive approaches in improving the accuracy of per-
suasion and disinformation detection tasks. Com-
bining different components and models enhanced
overall performance, with micro and macro F1-
scores consistently rising.

6 Conclusion

In summary, our study emphasizes the power of en-
semble models and collaborative approaches in im-
proving the accuracy of persuasion and disinforma-
tion detection tasks in Arabic text. We consistently
observed enhanced performance through rigorous
experimentation, as evidenced by rising micro and
macro F1-scores across various model combina-
tions. These results underscore the importance of
adaptability and synergy in addressing the nuanced
challenges of natural language understanding tasks.
Whether it is fine-tuning sentiment semantics, lever-
aging sentence embeddings, or combining all com-
ponents, ensemble models consistently outperform
individual approaches. These findings offer valu-
able insights for Arabic text processing and as a
model for tackling similar challenges across lan-
guages and domains. In an ever-evolving landscape
of language processing, our study highlights the
significance of diverse techniques and collaborative
strategies to effectively meet the complexity of nat-
ural language understanding tasks. Ultimately, our
research contributes to more accurate solutions and
a deeper understanding of persuasive and deceptive
language in the digital age.
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Limitations

This study, while providing valuable insights into
ensemble models for persuasion and disinforma-
tion detection in Arabic text, is subject to certain
limitations. Using data from limited sources may
have restricted the comprehensiveness and gener-
alizability of our findings. Additionally, the com-
plexity and computational demands associated with
ensemble models could pose practical constraints
in real-world applications, warranting further in-
vestigation into model efficiency. Furthermore, the
domain-specific focus of our work on persuasion
and disinformation detection might limit its direct
applicability to other natural language processing
tasks or domains. Finally, the interpretability of
ensemble models and the potential influence of
temporal dynamics in text data represent additional
aspects for future research to explore.

Ethics Statement

This research adheres to ethical guidelines and prin-
ciples in all aspects of data analysis and reporting.
The datasets used in this study were sourced from
authorized sources, and no personally identifiable
information or sensitive data was utilized.
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